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This paper details the first application of a software tagging algorithm to reduce radon-induced
backgrounds in liquid noble element time projection chambers, such as XENON1T and XENONnT.
The convection velocity field in XENON1T was mapped out using 222Rn and 218Po events, and the rms
convection speed was measured to be 0.30� 0.01 cm=s. Given this velocity field, 214Pb background events
can be tagged when they are followed by 214Bi and 214Po decays, or preceded by 218Po decays. This was
achieved by evolving a point cloud in the direction of ameasured convection velocity field, and searching for
214Bi and 214Podecays or 218Po decayswithin a volumedefined by the point cloud. InXENON1T, this tagging
system achieved a 214Pb background reduction of 6.2þ0.4

−0.9%with an exposure loss of 1.8� 0.2%, despite the
timescales of convection being smaller than the relevant decay times. We show that the performance can be
improved inXENONnT, and that the performance of such a software-tagging approach can be expected to be
further improved in a diffusion-limited scenario. Finally, a similar method might be useful to tag the
cosmogenic 137Xe background, which is relevant to the search for neutrinoless double-beta decay.

DOI: 10.1103/PhysRevD.110.012011

I. INTRODUCTION

Liquid xenon time projection chambers (TPCs) such as
XENON1T [1], XENONnT [2], and LZ [3] are constructed
with the primary goal of searching for darkmatter in the form
of weakly interacting massive particles (WIMPs) [1,4].
These TPCs as well as the dedicated EXO-200 TPC also
search for neutrinoless double-beta decay (0νββ) [5–7].

Other physics channels include measurements of double
electron capture in 124Xe [8], solar axions, nonstandard
neutrino interactions, and bosonic dark matter [9,10].
Achieving low levels of radioactive backgrounds is critical

to the aforementioned physics channels because the sensi-
tivity scales as signal=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
background

p
(see Sec. III C). The

decay chain of 222Rn includes 214Pb, an isotope that under-
goes beta decay. At low energies, this is a major source of
backgrounds in the electronic-recoil (ER) channel of xenon-
based dark matter experiments, and is also important to the
nuclear-recoil (NR) channel due to imperfect ER/NR dis-
crimination [1–3,11,12]. The reason 222Rn contamination is a
major source of backgrounds is because 222Rn is produced
from the emanation of 226Ra, which is present at low levels in
almost all materials [13]. In addition, 222Rn is miscible with
xenon, and the half-life of t1=2 ¼ 3.8 days [14] allows it to
move throughout the detector. The isotope in the 222Rn
decay chain that decays to produce the relevant low-
energy background is 214Pb (see Fig. 1). Because of this,
substantial efforts have been made to reduce the radon
level using dedicated hardware solutions [13,15–22]. The
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software-based approach introduced in this paper performs
better at lower background levels, thus complementing
these hardware-based methods to further reduce radon-
induced backgrounds using offline analysis. Such a method
can also be used to suppress radon chain backgrounds in
liquid argon TPCs, where hardware-based approaches for
the mitigation of radon-chain backgrounds are similarly
being pursued [23]. The key challenge in a software-
based approach is that the convection timescale is
∼ 100 cm

0.3 cm=s ¼ 300 s, which is significantly shorter than the

decay times of both 214Pb and 214Bi; these are 27 min and
20 min, respectively. This implies that over one decay
halflife, the radioactive isotopes move substantially in the
TPC, ruling out naive approaches that simply veto spheri-
cal volumes around 218Po events.
As such, efforts to tag 214Pb events in XENON1T based

on other events in the same decay chain require a
measurement of the convection velocity field. The meas-
urement of convection in XENON1T and properties of the
velocity field are detailed in Sec. II. The algorithm to track
isotopes along the measured velocity field and thus veto
214Pb events is detailed in Sec. III. Results, including
demonstrations of the technique on XENON1T data,

projections to XENONnT and future liquid xenon detec-
tors, and application to cosmogenic 137Xe which is a
background for the search for neutrinoless double-beta
decay (0νββ), are discussed in Sec. IV. Finally, the
conclusion is presented in Sec. V.

A. XENON1T and XENONnT

The XENON1T experiment used a cylindrical dual-
phase TPC, with a diameter of 96 cm and a 2.0 tons active
liquid xenon target [1]. Two arrays of photomultiplier tubes
(PMTs) were installed in the top and bottom of the TPC,
respectively. The vertical sides of the TPC are constructed
out of UV-reflective polytetrafluoroethlyene to increase the
light collection efficiency. A cathode at the bottom of the
TPC and a gate electrode 97 cm above the cathode
produced a drift field of 81 V=cm. The anode was
5 mm above the gate and ∼2.5 mm above the liquid-gas
interface, and with the gate produced an extraction field of
8.1 kV=cm. The cryostat containing the TPC was posi-
tioned inside a 740 m3 water Cherenkov muon veto which
allowed for the active detection and veto of muons and
muon-induced backgrounds.
XENONnT is an in-place upgrade of XENON1T that

uses much of the existing infrastructure. It features an
enlarged TPC, a novel neutron veto system, and various
improvements in the xenon handling system, which allow
for an improved xenon purity. The TPC diameter is 1.3 m,
and the separation between gate and cathode extended to
1.5 m. This results in an active liquid xenon target mass of
5.9 tons [2]. The muon veto uses the same design as in
XENON1T. However, there is now a neutron veto sur-
rounding the main cryostat containing the TPC, which is
optically separated from the muon veto. The neutron veto
aims to reduce the radiogenic neutron background by
detecting neutrons which scatter in the TPC volume and
are then captured in the neutron veto [2].
Events in the TPC are detected via two signals. First, a

prompt scintillation signal (S1) comprised of 175 nm
photons [28] is produced at the site of a particle interaction
due to the decay of excited atoms [29]. Additionally,
ionization electrons are produced; some of these recombine
with xenon ions, contributing to the S1 as well [29]. These
photons are detected by the PMTs. Ionization electrons that
do not recombine are drifted towards the liquid-gas inter-
face by the drift field, and extracted into the xenon gas by
the extraction field, where a secondary scintillation signal
(S2) is produced. The size of these S1 and S2 signals are
measured in units of photoelectrons (PE).
The 3D position of the interaction can be reconstructed

using the hit pattern of the S2 signal on the top PMT array
ðx; yÞ and the drift time between the S1 and S2 signals (z).
Details regarding position reconstruction methods in
XENON1T can be found in [30]. The reconstructed
position also allows for the computation of corrected S1

FIG. 1. Decay chain of 222Rn, part of the uranium series. Only
branches with branching fraction above 99.5% are shown. Data
retrieved using the NNDC ENSDF, with the following nuclear
data sheets citations; [14,24–27]. The isotope that decays to
produce the background events being tagged in this work, 214Pb,
is colored red, whereas the isotopes with decays that are used for
the tagging of 214Pb are colored blue.
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and S2 signal sizes, based on position-dependent signal
efficiencies [30].

B. The 222Rn decay chain

The decay chain of 222Rn is shown in Fig. 1. 214Pb is
responsible for the low-energy ER background. This is
because the beta spectrum of 214Pb extends to low energies
and is flat to the percent-level below 50 keV [9]. Alpha
decays, on the other hand, are mono-energetic and have a
different S1=S2 ratio from ER or NR events [31,32], and
hence are easy to select. This differing S1/S2 ratio is related
to recombination of electrons and ions, as described earlier
in Sec. I A.

214Bi decay does not represent an important background
because it is quickly followed by 214Po, an isotope that
undergoes alpha decay with a half-life of 164 μs [26].
Because this is much shorter than the drift time in
XENON1T and XENONnT, the 214Bi and 214Po events
are combined into a single event with two S1s, and two or
more S2s. This is a unique event topology that is easy to
select. Such events are termed “BiPo” events in this paper.

II. MEASURING CONVECTION
IN THE XENON1T DETECTOR

A. Mapping the convection velocity field

Convection has been observed in earlier dual phase
liquid xenon TPCs, such as XENON100 and LUX [33,34].
While the exact boundary conditions driving the convection
are not known, the convective flow is likely driven by the
thermal flux into the TPC, possibly from both recirculation
flows and from the cryostat. The relevant temperature
gradient might be either horizontal or vertical.
To measure the convective flow in the XENON1T

detector, 222Rn and 218Po events were used. 222Rn and
218Po undergo alpha decay. The 3 min half-life of 218Po is
short enough that the 222Rn and 218Po events can be paired
up, but long enough that there can be significant displace-
ment between pairs of events at ∼0.1 cm=s speeds. As
such, the decays of 222Rn and 218Po are particularly suited to
the measurement of convection.
These events were selected using Gaussian mixture

clustering [35] using the position-corrected S1, position-
corrected S2, width of the S2 peak in nanoseconds, radial
coordinate, and z-coordinate of each event [36].
After event selection, 222Rn and 218Po events have to be

paired to construct velocity vectors corresponding to the
convective flow. However, the rate of 222Rn decays exceeds
10 μBq=kg [37], corresponding to approximately two
222Rn events every 3 min in a 1 tons fiducial mass. As
the half-life of 218Po is ∼3 min, the pairing of 222Rn and
218Po events cannot be done in a naive manner where every
218Po event is considered to be the daughter of the
preceding 222Rn event. Instead, for each pair of 222Rn

and 218Po events, the time difference ðΔtÞ and displacement
ðΔsÞ were plotted on a histogram, see Fig. 2. An excess of
pairs where Δs < 20 cm and 0 s < Δt < 40 s becomes
apparent. This excess is due to correctly-paired events. In
addition, the distribution of 222Rn and 218Po events that are
not correctly paired is independent of Δt, and can be
determined using pairs where Δt < 0. The observed dis-
tribution of these incorrect pairs is largely due to the TPC
geometry, and the maxima at ∼60 cm is what one would
expect from the pairwise distances of two uniform random
distributions in the TPC. One can then compute the purity
of each histogram bin as fpure ¼ 1 − Nbg=Nbin, where Nbg

is the number of incorrect pairs in a bin at the given Δt
estimated using negative-time bins, and Nbin is the total
number pairs in a bin.
All permutations of 222Rn and 218Po pairs with 0 s <

Δt < 100 s were used. We iteratively selected the bin with
highest fpure, and then removed all pairs which contain one
of these 222Rn or 218Po events. This is done because as one
iteratively removes events that belong to selected pairs, the
total number of events remaining in the pool decreases, thus
decreasing the number of incorrectly-matched pairs
remaining. This is run for 1000 iterations.
Vectors were constructed from selected pairs of events

by computing the velocity from the Δs and Δt values of the
pair. The velocity field obtained using the iterative method
is shown in Fig. 3. It can be seen that this velocity field is
still noisy, and contains outliers that likely correspond to
incorrectly paired events.
It is notable that there appears to be a single large

convection cell, which is expected for convection cells in a
cylinder with an aspect ratio of close to 1 [38].

FIG. 2. 2D histogram of the time difference ðΔtÞ and displace-
ment ðΔsÞ of all permutations of 222Rn and 218Po pairs. The
excess of pairs where Δs < 20 cm and 0 s < Δt < 40 s, is from
correctly-paired events, and is highlighted with the light green
box. At negative times, the pairs are unphysical and can be used
to profile the distribution of incorrect pairs.
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B. Filtering of the velocity field

The convection field, of which a slice is shown in Fig. 3,
was then filtered and discretized onto a grid. The purpose of
this was to reduce noise and to speed up computation, as
finding the nearest velocity vector to a given position is
much faster with data on a regular grid. First, every vector
of purity fpure was oversampled 25 × fpure times, rounded
to the nearest integer. The value of 25 was chosen to
avoid significant computational cost. The x − y position
reconstruction uncertainty of α events was estimated to be
σx ¼ 0.3 cm, σy ¼ 0.3 cm, based on the spread observed in
210Pb decays on the TPC surface [39], and the z-position
uncertainty was estimated to be σz ¼ 0.17 cm from the
displacement of the two decays in BiPo events. Diffusion is
not considered as it is much smaller than the position

resolution for the relevant timescales of 218Po decay; this
can be seen from Sec. IV C. During oversampling, each
vector was perturbed randomly based on the position
reconstruction uncertainty. The oversampled population
of vectors were then put onto a grid with a grid spacing
of 1=3 cm, by computing the geometric median [40] of the
nearest 175 vectors at every grid point, as defined by the
midpoint of the vectors. The geometric median has been
shown to be particularly robust for noisy datasets [41]. The
result of this procedure is shown in Fig. 4.

C. Root-mean-square convection speed

The convection vectors obtained in Sec. II A allow a
measurement of the bulk convection properties. To avoid
biases due to uneven event densities, the detector was divided
into 11 bins in r2 ∈ ½0; 47.92� cm2, 10 bins in azimuth
ϕ∈ ½−π; π�, and 9 bins in z∈ ½−96.9; 0� cm. Every vector
was then assigned to a bin, and given a weightwi equal to the
reciprocal of the number of vectors in that bin. This procedure
allows for the computation of a volume-averaged rms speed,

vrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

N
i¼1 v

2
i wiP

N
i¼1 wi

s
: ð1Þ

The uncertainty on each velocity vector can be estimated
using the position reconstruction uncertainty as

σi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
σ2xþσ2yþσ2z

Δt2i

r
. The total uncertainty is then given by

σrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

N
i¼1 v

2
i σ

2
i wiP

N
i¼1 wi

s
: ð2Þ

The root-mean-square speed was thus found to be
0.30� 0.01 cm=s. This is significantly slower than what
was observed in XENON100 and LUX [33,34]; however, it

FIG. 3. Slice of velocity field with 107804 vectors showing the
convection cell. The x0 coordinate is perpendicular to the angular
momentum vector. A 1 cm=s velocity vector is shown in the top
right for scale. The purity of a vector, fpure, is indicated by the color.

FIG. 4. Slice of the velocity field after it was filtered and put discretized onto a grid, shown from the top view (left) and the side view
(right). In the left plot, the x0 coordinate is defined as in Fig. 3; in the right plot, a slice at z ¼ −50 cm is taken. For clarity, only every
sixth vector is displayed. A 1 cm=s velocity vector is shown in the top right for scale.
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is significantly higher than EXO-200 and LZ where
convection is subdominant to the mobility of charged
ions [42,43]. This is shown in Fig. 5, plotted against the
cube root of the target mass, which is a proxy for linear
dimension.
The heat flux into a TPC is likely proportional to the

surface area, which is the square of linear dimension; when
distributed over the entire target mass, which is related to
the cube of linear dimension, one expects convection speed
to vary linearly with linear dimension. It can be seen that
convection speed decreases linearly with larger detectors.
It is notable that the convection velocity implies a

convection timescale of ∼ 100 cm
0.3 cm=s ¼ 300 s, which is sig-

nificantly smaller than the decay time of both 214Pb and
214Bi, underscoring the difficulty of a software veto.

III. 214Pb VETO ALGORITHM

The veto algorithm first starts from an ER event that is in
the energy range to be due to 214Pb decay, termed the 214Pb
candidate. A normally distributed set of points centered
around the location of this event is generated, and propa-
gated forwards or backwards along the velocity field just
described in Sec. II to search for BiPo or 218Pb events
respectively. If a BiPo or 218Pb event is found within the
point clouds, then the 218Pb candidate event is labeled as the
218Pb background and can be vetoed. In the rest of this
section, we detail the algorithm used to select 214Pb events.

A. Generation of noise fields

There is likely uncertainty in the velocity field due to
both limited statistics of 220Rn-218Po pairs and the position
reconstruction uncertainty; this needs to be properly
accounted for. We address this by adding noise fields to
the velocity field to induce fluctuations. This is done
because one cannot directly use the uncertainties from
the position reconstruction uncertainty when integrating the
trajectories of the propagated points; furthermore, there is
additional uncertainty introduced due to the purity of the
selected vector population (see Sec. II). These are con-
strained by two conditions; first, the noise fields have to be
divergence free to avoid introducing sources and sinks, and
second, the fields have to behave smoothly at the TPC
boundaries. The constraints are expected to be sufficiently
strong to make the arbitrary noise field a realistic proxy for
the real conditions. Generation of the noise field started
with smoothed Gaussian noise where a σ ¼ 0.8 cm
Gaussian kernel was used for smoothing, chosen to be
significantly smaller than the length scale of the convection
field as visible in Fig. 4. After this, the curl was taken to
ensure the noise is divergence free. 16 noise fields were
generated, and then permuted by mirroring and rotating the
fields, resulting in a total of 256 noise fields.
TPC surfaces must also be handled smoothly, and the

velocity component perpendicular to the surfaces must
approach zero at the surfaces. This was ensured by
smoothly scaling the perpendicular component of the field
to zero, starting 3 cm away from surfaces. This method of

FIG. 5. Convection speed versus ðtarget massÞ1=3 for
XENON100 [33], LUX [34], and XENON1T (this work).
ðtarget massÞ1=3 is used as a proxy for the surface area to volume
ratio. It can be seen that convection speed decreases linearly.
EXO-200 and LZ are excluded from this plot as convection was
not observed in EXO-200 [42], and was found to be subdominant
to the drift of charged ions in LZ [43]. The target mass of
XENONnT is indicated in gray as convection in XENONnT has
not yet been analyzed in detail.

FIG. 6. Zoomed-in sample of the noise field. The edge of the
detector is shown in red. It can be seen that the boundaries are
handled smoothly, and that the field has no sinks that can trap
propagating points.
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using the curl to generate divergence-free noise and
handling boundaries is described in [44]. A section of
the resultant noise field can be seen in Fig. 6.

B. Point-cloud propagation

Aveto volume within which one looks for predecessor or
daughter events was constructed using a point cloud. The
predecessor and daughter events for 214Pb are 218Po and
BiPo events (see Fig. 1). BiPo events were selected by
choosing events that have two interactions, corresponding
to the 214Bi and 214Po decays. These interactions were
required to be less than 5 cm apart in each of the x, y, and z
directions, and the α-event is further required to have
appropriate position-corrected S1 and S2 values. First, a
random event was picked from the set of electronic recoils
in XENON1T as the 214Pb candidate event. A point cloud
was then generated around this 214Pb candidate event and
then propagated using the convection and noise velocity
fields, with every point in the point cloud exposed to a
different randomly-assigned noise field (see Sec. III A).
This noise field is introduced to account for the uncertainty
of the velocity field; hence, exposing each point to a
different noise field can be understood conceptually as
exposing each point to a different version of the velocity
field, allowing the uncertainty to be sampled. As one only
needs to consider 214Pb candidate events within the energy
region of interest to a given analysis, propagating a point
cloud from every 218Po and BiPo event is more computa-
tionally expensive than from the smaller number of low-
energy 214Pb events. Point clouds from each 214Pb candidate
event are thus propagated in the forward and backward
directions to look for BiPo and 218Po events, respectively.
These search directions are termed the BiPo and 218Po
channels for the rest of this paper. The point clouds are then
culled in likelihood-space, based on the log-likelihood of
each point. An illustration of a point cloud propagated
along the velocity field can be seen in Fig. 7.
There are four main steps involved in the generation and

propagation of this point cloud:
(1) A 214Pb candidate event is identified;
(2) A point cloud is generated around the event, repre-

senting the position reconstruction uncertainty.
The radial position uncertainty is σR¼5.2cm−
ð1.61cmÞlog10ðS2=PEÞþð0.019cmÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2=PE
p

[39],
whereas the z-position uncertainty is estimated to be
σz ¼ 0.17 cm from the displacement of the two
decays in BiPo events;

(3) Every 600 time steps (30 s), a probability density
function is built out of the point cloud produced in
the past 600 time steps. This was done using kernel
density estimation (KDE) in four dimensions. To
this end, a uniform kernel of radius 3 cm, and 0.3 sec
in the time axis is used. Points that fall below a
threshold of log-likelihood (ξ) are culled to speed up

computation. This log likelihood threshold is a free
parameter;

(4) DBScan clustering [45] is used to remove outlier
points;

(5) The algorithm repeats from step 3, until all points
have been removed.

A time slice of a point cloud at the end of every iteration
is shown in Fig. 8, with a log-likelihood constraint of 9.1,
which is the same as that used in the final analysis in the
BiPo channel.

C. Optimization of veto volume

In this section we will describe the optimization of
parameters governing the operation of the 214Pb veto
algorithm. As the algorithm looks forward in time for
BiPo events, and backwards in time for 218Po events, there
are two free parameters representing the log-likelihood
thresholds ðξBiPo; ξPoÞ that had to be optimized. To this end,
electronic recoil data from science run 0 of XENON1T
between 30 and 70 keV was used [9].
To find the optimal values for these two parameters, the

software radon veto was run on the entire dataset twice. For
one of the two runs, the velocity field and time directions
were reversed, so that due to causality, the 214Pb candidate
cannot be related to the 218Po or BiPo events. This creates a
sample of events that were vetoed purely due to coinci-
dence, allowing for the probability of vetoing an event
purely due to coincidence ðpcoincÞ to be profiled. For the
aligned-direction run where one searches for BiPo and
218Po events in the correct directions, the fraction of events
that was 214Pb ðpPbÞ was determined from a spectral fit
from the XENON1T electronic recoil analysis [9]. Whether
an event gets vetoed depends on both the probability of

FIG. 7. Plot of a point cloud and the associated log-likelihood at
each point. For illustration, the likelihood threshold is relaxed to a
value of 8 show the point cloud propagating along the convection
velocity field; elsewhere, higher values are used as indicated in
the text, varying depending on the use-case. There are 192 points
in the initial point cloud, and the time step size is 0.05 s.

OFFLINE TAGGING OF RADON-INDUCED BACKGROUNDS IN … PHYS. REV. D 110, 012011 (2024)

012011-7



vetoing a 214Pb event ðptrueÞ and the probability of vetoing
an event purely due to coincidence ðpcoincÞ, as illustrated in
a tree diagram by Fig. 9. A likelihood function was thus
used to fit ptrue and pcoinc. ptrue and pcoinc can also be
interpreted as the 214Pb background reduction and the
exposure loss, respectively, as the 214Pb background reduc-
tion can be given by the probability of vetoing 214Pb events,
and the exposure loss can be given by the probability of
vetoing events that are not 214Pb, as defined above. The
likelihood function for a vetoed event is

li;vetoðptrue; pcoincÞ ¼ pPbðEiÞ × ptrue

þ �
1 − pPbðEiÞ

�
× pcoinc; ð3Þ

where li;vetoðptrue; pcoincÞ is the likelihood for the ith event
to be vetoed, Ei is the energy of the event, and pPbðEiÞ is
the fraction of events resulting from the decay of 214Pb, as
determined from the XENON1T electronic recoil analysis
spectral fit. This can be interpreted as the probability that a
given event is 214Pb, multiplied by the probability of
vetoing 214Pb events, summed with the probability that a
given event is not 214Pb, multiplied by the probability of
vetoing events that are not 214Pb.
The likelihood function for a candidate event that is not

vetoed for the aligned-direction runs is

lj;nvetoðptrue; pcoincÞ ¼ pPbðEjÞ × ð1 − ptrueÞ
þ �

1 − pPbðEiÞ
�
× ð1 − pcoincÞ

¼ 1 − pPbðEjÞ × ptrue

−
�
1 − pPbðEjÞ

�
× pcoinc; ð4Þ

where lj;nvetoðptrue; pcoincÞ is the likelihood for the jth event
not vetoed. This can be interpreted as the probability that a
given event is 214Pb, multiplied by the probability of not
vetoing 214Pb events, summed with the probability that a
given event is not 214Pb, multiplied by the probability of not
vetoing events that are not 214Pb. This likelihood can
similarly be derived from Fig. 9.
For the reversed runs, the likelihoods were changed to

li;vetoðptrue; pcoincÞ ¼ pcoinc;

lj;nvetoðptrue; pcoincÞ ¼ 1 − pcoinc: ð5Þ

This was done because for these runs the candidate event
cannot be related to any 218Po or BiPo events found. The
likelihood function that was used to fit the probabilities
ptrue and pcoinc was then the sum of the log-likelihoods
from each individual candidate event. This was done
separately for the 218Po and BiPo channels, to obtain four
probabilities: the probability of vetoing an event due to
coincidence via the BiPo channel ðpcoinc;BiPoÞ, the proba-
bility of vetoing an event due to coincidence via the 218Po

FIG. 8. Plot of point cloud with associated likelihoods at 6 different times steps (0, 29.65, 89.05, 118.75, and 148.45 s). Red points are
culled by the log-likelihood limit and not propagated further to speed up computation.
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channel ðpcoinc;PoÞ, the probability of vetoing a 214Pb event
via the BiPo channel ðptrue;BiPoÞ, and the probability of
vetoing a 214Pb event via the 218Po channel ðptrue;PoÞ.
If a signal is much smaller than the background, the

median asymptotic discovery significance of a counting
experiment scales as signal=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
background

p
[46]. The reduc-

tion in signal can be computed as the probability for events
that are not 214Pb to be vetoed. The background reduction
can be computed by the reduction in 214Pb background
multiplied by the fraction of the background represented by
214Pb, summed with the probability for events that are not
214Pb to be vetoed multiplied by the fraction of background
events that are not 214Pb. An event is vetoed is vetoed by
either the 218Po or the BiPo channel, thus the probabilities
for an event to survive each of the two channels can be

multiplied; a graphical depiction of these probabilities can
be found in Fig. 10. One can thus compute a normalized
sensitivity for a dark matter search,

Z ¼ signalffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
background

p ; ð6Þ

where

signal ¼ p̃coinc;BiPo × p̃coinc;Po;

background ¼ 1 − ð1 − αÞ
× ½1 − p̃coinc;BiPo × p̃coinc;Po�
− α½1 − ðp̃true;BiPo × p̃true;PoÞ�;

p̃coinc;BiPo ¼ 1 − pcoinc;BiPoðξBiPoÞ;
p̃coinc;Po ¼ 1 − pcoinc;PoðξPoÞ;
p̃true;BiPo ¼ 1 − ptrue;BiPoðξBiPoÞ;
p̃true;Po ¼ 1 − ptrue;PoðξPoÞ;

where ξPo and ξBiPo refer to the likelihood threshold
parameters being optimized for the 218Po and BiPo chan-
nels, respectively, and α refers to the fraction of the
background that can be attributed to 214Pb. This is energy
dependent in principle, but is approximated to be a constant
α ¼ 0.8 for the purposes of this optimization, as given by
the average between 0 and 30 keV. A tilde above a
parameter, such as p̃ denotes the best-fit value of said
parameter. This normalized sensitivity is used as a proxy
for optimization of algorithm parameters and evaluation of
performance.
Finally, this process was repeated for multiple values of

the threshold parameters that govern the veto volume size
in the 218Po and BiPo channels. This procedure gives an
optimal 214Pb background reduction of 6.3%, and a
exposure loss of 1.8%, as defined by the signal and
background components in Eq. (6), with optimal thresholds

FIG. 9. Tree diagram describing the probabilities involved in
whether an event is vetoed for or not for the aligned direction
runs. This tree diagram describes the likelihoods shown in
Eqs. (3) and (4). Each event has an energy-dependent probability
of being a 214Pb event (pPb); the probability of vetoing an event
then depends on whether said event is a 214Pb event or not. A
higher probability of vetoing a 214Pb event ðptrueÞ and a lower
probability of vetoing events that are not 214Pb ðpcoincÞ indicate
better performance.

FIG. 10. Tree diagrams describing the probabilities involved in whether 214Pb events (left) and other events (right) are vetoed, given
both 218Po and BiPo channels. This tree diagram describes the derivation of Eq. (6). An event is vetoed if the veto is triggered by either
the 218Po or BiPo channels.
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of 9.7 and 9.0 for the 218Po and BiPo channels respectively.
From this, the sensitivity improvement estimated via this
procedure is a modest 1.4% in XENON1T. However, as this
is an analysis technique, it can still be a cost-effective
addition to hardware radon-mitigation efforts, such as the
cryogenic distillation system in XENONnT [20]. In addi-
tion, as will be shown later in Secs. IV C, much higher
performance is possible in systems with lower-background
radon levels and which have slower convective flows.

IV. RESULTS AND DISCUSSION

A. Demonstration of software radon veto

The ER analysis dataset from XENON1T [9] was used to
demonstrate how this software radon veto would work in
practice. For this section, the same data as introduced in
Sec. III C was used, but with the energy range [0 keV,
70 keV] instead. Similarly to Sec. III C, both 218Po and
BiPo channels were used to tag events as 214Pb. The
thresholds used are ξPo ¼ 9.7 and ξBiPo ¼ 9.0.
Following this, the likelihoods shown in Eqs. (3) and (4)

were used to fit ptrue and pcoinc. This is shown in Fig. 11.
The fit corresponds to an exposure loss of 1.8� 0.2%, and
a 6.2þ0.4

−0.9% reduction in the 214Pb background. We can see
that, as expected, the final fit of the 214Pb background
reduction ðptrueÞ and the exposure loss ðpcoincÞ agrees with
the best fit values obtained Sec. III C.
The expected background spectrum was then com-

puted by multiplying the components of the background
fit from [9] that are not from 214Pb with 1 − pcoinc,
multiplying the 214Pb background with 1 − ptrue and
summing the two. This is shown in Fig. 12. It can be
seen that the red line is a good fit for the data.
We can also demonstrate that this software radon veto

indeed selects 214Pb events by looking at the energy

spectrum of vetoed events. To this end, a portion of the
fiducialized data from the search for neutrinoless double-
beta decays in XENON1T was used [5]. This data
corresponds to 22.05 days of exposure with a fiducial
mass of 741� 9 kg. A spectral fit between 270 and
2000 keV includes both spectral features due to 214Bi
excited states at 295 and 352 keV, and the beta decay
Q-value of 1018 keV [25], but avoids low-energy features
in the spectrum from 83mKr and 131mXe. The selected data
with a spectral fit is shown in Fig. 13.
The software radon veto was run on the dataset shown in

Fig. 13 with thresholds of ξPo ¼ 9.7 and ξBiPo ¼ 9.4; these
differ from those used in Sec. IVA. These thresholds were
picked without an optimization procedure, but did produce
a cleaner sample of 214Pb decays. Following that, the same
procedure used above for the ER analysis was used to fit
ptrue and pcoinc; however, here events that are tagged as
214Pb are examined instead. Thus, the components of the
spectral fit that are not 214Pb were multiplied with pcoinc,
and the 214Pb component was multiplied by ptrue.
This result is shown in Fig. 14. It can be seen from the

difference in spectral shape between Fig. 13 and Fig. 14
that the tagged population is indeed dominated by the
decay of 214Pb. It is also possible to identify relevant
spectral features at 295 and 352 keV, as well as theQ-value

FIG. 11. Likelihood fit using events from the ER analysis
dataset and the likelihoods discussed in Sec. III C. In this plot, the
best fit values of the 214Pb background reduction ðptrueÞ and the
exposure loss ðpcoincÞ are marked in red, and the error ellipses are
shown in blue.

FIG. 12. Spectrum of events remaining after the software radon
veto with 1σ Poisson confidence intervals (black), compared with
the expected background spectrum based on the signal-free
spectral fit from [9] and the inferred values of ptrue and pcoinc

(red). The 214Pb component is shown in blue, and other back-
ground components are shown in green. The peaks at 42 keVand
64 are due to 83mKr and 124Xe decay, respectively [9]. The
combined fit with all components before applying the software
radon veto is also shown in red to indicate the impact of this
procedure.
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of 1018 keV, though there is insufficient statistics to resolve
the two steps at 295 and 352 keV separately [25]. In
particular, the 214Pb decay endpoint can be clearly identi-
fied in the tagged population in Fig. 14, but not in the full
dataset shown in Fig. 13.

B. Example of a recovered decay chain

A reconstructed example of the portion of the decay
chain that is used for the software radon veto is shown in
this section (compare Fig. 1). The software radon veto was
used to find the 218Po and BiPo events from the 214Pb event.

Tagging a 214Pb event only requires matching either a 218Po
or BiPo event, however, in the chosen example, both 218Po
and BiPo events were found. The 222Rn event related to the
218Po was then found via the matching procedure shown in
Sec. II A. The four identified events can be seen in Fig. 15,
laid over the same velocity field shown in Sec. II B. It can
be seen that the events propagate along the velocity field.

C. Projection of performance in XENONnT
and future TPCs

To project the performance of this technique to
XENONnT, a model of how the software radon veto

FIG. 13. Spectrum of events in the XENON1T double beta
decay dataset [5] corresponding to 22.01 days of exposure, before
the application of the radon veto. Data points with 5 keV bins is
shown in black. A spectral fit is shown in solid lines, with the
summed fit in red. The gray shaded region indicates data that is
not used for fitting.

FIG. 14. The spectrum of events in the population of events
tagged as 214Pb. It can be seen both from the fit and from the
shape of the spectrum that the 214Pb fraction is greatly enhanced
in the vetoed sample. The gray shaded region indicates data that is
not used for fitting.

FIG. 15. The positions of a 222Rn event (red), a 218Po event (green), a 214Pb event (blue), and a BiPo event (purple) are shown here,
overlaid on top of the velocity field in the detector. The top view is shown on the left, and a side view is shown on the right. The blue
dotted line on the top and side views are used to show the slices taken to create the side and top views, respectively.
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performs under various conditions must be constructed.
Such a model needs to be constructed because the analyses
shown in earlier sections is data driven and done using
XENON1T data; repeating the full analysis on XENONnT
data has not been done yet as of this publication. For each
channel, the probability of incorrectly vetoing an event that
is not 214Pb is simply given by the size of the point cloud
used to construct the veto volume, multiplied by the rate of
218Po or BiPo events. When propagating particles along a
three-dimensional flow, chaotic mixing is expected to
occur. This makes the point cloud size diverge exponen-
tially with time [47]. As such, the growth of the point cloud
volume can be modeled with a Lyapunov exponent; the
characteristic exponential divergence of two close trajec-
tories [48]. The probability of incorrectly vetoing an event
that is not 214Pb as a function of the time the point cloud is
propagated for is given by

pcoincðtÞ ¼ AC
Z

t

0

evλτdτ

¼ AC
evλt − 1

vλ
; ð7Þ

where A is the activity of 218Po or BiPo events, depending
on the channel being modeled, v is the convection speed, t
is the time the point cloud is being propagated, and C and λ
are fitting constants.
The probability of correctly vetoing an event that is

214Pb, on the other hand, can be modeled with the
exponential decay of the radioactive species, multiplied
by the probability of there being a correctly reconstructed
218Po alpha or BiPo event in the detector, pbranch. As the
efficiency of detecting alphas is high, the probability for
the 218Po channel is approximated as pbranch;Po ¼ 1. The
probability for the BiPo channel has to account for the
effect of plate-out onto surfaces in the detector [49] and less
efficient selections, and as such is taken to be the ratio of
the BiPo rate as measured using fully reconstructed BiPo
events in the XENON1T detector and the rate of 214Pb
events from the search of dark matter in the electronic recoil
channel [9] as pbranch;BiPo ¼ 0.25. As this includes selection
efficiencies and plate-out, this number might change
between detectors, but is kept constant here to estimate
the XENONnT performance. The probability of correctly
vetoing an event that is 214Pb is thus given by

ptrueðtÞ ¼ pbranchλdecay

Z
t

0

e−λdecayτdτ

¼ pbranchð1 − e−λdecaytÞ; ð8Þ

where λdecay is the decay constant of the radioactive species
relevant to the specific channel, pbranch is the multiplicative
factor stemming from selection efficiencies and plate out as
detailed above, and t is the time the point cloud is being

propagated. Equations (7) and (8) can then be combined to
eliminate the time variable and produce,

pcoinc ¼
AC
vλ

��
1 −

ptrue

pbranch

�
− vλ
λdecay − 1

�
: ð9Þ

With Eq. (9), there are only two free parameters, C and λ.
These two free parameters can be fit by running the
software radon veto on XENON1T data with different
veto volumes using both 218Po and BiPo channels. The
resultant values from both the channels, ptrue;Po, ptrue;BiPo,
pcoinc;Po, and pcoinc;BiPo, are used to fit the values of the
fitting constants, as shown in Fig. 16. This is done in a
single fit, thus the fit procedure only produces one value
each of C and λ. These data points differ from the exposure
loss and 214Pb reduction values in Fig. 11 as the values from
the 218Po and BiPo channels are presented separately.
The veto volume is parametrized by threshold parame-

ters that attempt to find veto volumes with the highest
probability content instead of using a simple time cutoff for
how long to propagate the point cloud; that is, outlying
points in a point cloud might be propagated for shorter
amounts of time than points that are central to the point
cloud. The extrapolation to XENONnT and future TPCs
considers a constant integration time for each point cloud
and is thus approximate. However, as can be seen in
Fig. 16, it fits XENON1T data quite well when fit
simultaneously on both the 218Po and BiPo channels.
To project the performance of the software radon veto in

XENONnT, the fit parameters from above are kept the
same, but the activities are scaled down. The 218Po activity

FIG. 16. The exposure loss versus the 214Pb background reduc-
tion from the 218Po (left) and BiPo (right) channels. The left and
right plots correspond to a simultaneous fit on both datasets; the
reason why the curve looks different in the two plots is due to the
different half lives, and the different probability of there being a
correctly reconstructed 218Po alpha or BiPo event ðpbranchÞ.
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in XENONnT is measured to be 1.691� 0.006stat �
0.072sysμBq=kg, and the 214Pb activity is measured to be
1.31� 0.17statμBq=kg in XENONnT [50]. It should be
noted that this is the XENONnT Science Run 0 radon level,
and could be further lowered in future science runs
depending on the mode of operation of the radon removal
system [20]. The ratio between 218Po and fully recon-
structed BiPo activities is kept the same from XENON1T.
Due to the lower 214Pb background, the fraction of the
background attributed to 214Pb is estimated to be α ¼ 0.5
here. The projected performance for various convection
speeds, optimized for normalized sensitivity as defined in
Eq. (6), is shown in Table I.
XENONnT is a larger detector than XENON1T; hence,

due to considerations discussed in Sec. II A should be
expected to have much lower convection speeds. However,
we consider higher convection velocity conditions as well
due to the introduction of liquid xenon recirculation, which
may affect the convective flow in the TPC. As can be seen,
due to the reduced radon level in XENONnT, the back-
ground reduction is improved greatly over XENON1T in
all of the considered convection speed scenarios. These
results can also be seen in Fig. 17.
Future large dual-phase TPCs might also not have a

convective flow; in such a situation, the movement of
daughter nuclides after a radioactive decay becomes
dominated by ion drift [42]. Here, we consider the
performance of software tagging of radon-chain back-
grounds in the limiting case of this regime, where any
stochastic motion is entirely due to diffusion. For simplic-
ity, and because of the unknown effects of plate-out and
BiPo reconstruction in future detectors, only the 218Po
channel is considered here, resulting in a conservative
estimate of the algorithm’s performance.
A simple analytic model can be used to estimate the

performance of software tagging in the true diffusion-
limited regime. The probability density function of the
displacement of a particle diffusing in one dimension is
given by the 1D diffusion equation [51],

∂ρx
∂t

¼ D
∂
2ρx
∂x2

: ð10Þ

Using the 1D diffusion equation leads to no loss of
generality because the distribution of displacement of a
diffusing point is independent in different orthogonal axes.
The solution to Eq. (10) with an initial Dirac delta

function, δðxÞ, corresponding to the known position of the
original particle, is a normal distribution with μ ¼ 0 and
σ2 ¼ 2Dt; in 3D, this corresponds to a spherical normal
distribution with σx ¼ σy ¼ σz ¼

ffiffiffiffiffiffiffiffi
2Dt

p
. It can be noted

here that these are also the Green’s function of the 1D and
3D heat equations, respectively, as the isotropic diffusion
equation is the heat equation [52].
The true diffusion constant can be estimated using

Einstein’s relation [53] and the mobility of μ ¼ 0.219�
0.004 cm2=ðkV=sÞ as measured by EXO-200 [42],

D ¼ μkbT
q

¼ kb0.219 cm2=ðkV sÞ170 K
qe

≈ 3.2 × 10−6 cm2=s: ð11Þ

With the diffusion constant shown in Eq. (11), the
daughter of a 218Po decay would diffuse approximatelyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 × 2 ×D × ð5 × 27.06 minÞp

≈ 0.4 cm in five half-
lives. An activity of 1.7 μBq=kg as achieved in
XENONnT SR0 [50], and a liquid xenon density of

TABLE I. Table showing the estimated optimal improvement in
sensitivity ðZoptim − 1Þ, at various scenarios of convection speed
ðvconvectionÞ in XENONnT, together with the reduction in 214Pb
background ð1 − bPbÞ and the exposure loss (1 − s) at the stated
optimal sensitivity improvement.

Convection
speed (cm=s)
vconvection

Sensitivity
improvement
Zoptim − 1

214Pb background
reduction 1 − bPb

Exposure
loss 1 − s

0.8 4.3% 25% 3.5%
0.4 7.6% 41% 5.9%
0.2 12% 59% 8.8%
0.1 17% 75% 11%

FIG. 17. Estimated optimal improvement in sensitivity
ðZoptim − 1Þ (left), reduction in 214Pb background ð1 − bPbÞ
(center), and exposure loss (1 − s), as a function of 218Po activity
and convection speed. The ratio between 218Po and 214Pb
activities is kept at a constant 1.691=1.31, based on [50].
Contours for specific values of each panel are shown in white.
It can be seen that we can expect significantly improved back-
ground reduction at lower activities and convection speeds.
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∼3 g=cm3 [54] corresponds to an activity per unit volume
of 4.6 × 10−9 Bq=cm3, or 0.4 decays per 10 L per day. As
1 L ¼ ð10 cmÞ3, this implies that as long as the position
reconstruction uncertainty remains significantly below
10 cm, decays would be essentially spatially isolated
without fluid flows, and hence one can reject radon-chain
backgrounds with a tagging efficiency of near unity.

D. Application to 137Xe

The decay of cosmogenic 137Xe is expected to be a
major background in the search for 0νββ decay in 136Xe
in XENONnT [5], and next-generation liquid xenon
TPCs [11,55,56]. 137Xe is produced due to the capture
of muon-induced neutrons or radiogenic neutrons by
136Xe [5,55,57], and subsequently undergoes beta-decay
to 137Cs, as shown in Fig. 18. In this section, we focus
on the 137Xe background arising from muon-induced
neutrons.
A similar methodology to Sec. IV C can be used to

estimate the performance of a 137Xe veto; however, this
estimate is more speculative. This is because the perfor-
mance of such a veto would rely on the reconstruction of
neutron-capture gammas and a detailed analysis to search
of these neutron-capture events has not been done in this
study. These neutron-captures gammas represent the pro-
genitor events. Point clouds generated at the position of
137Xe decay candidates are thus used to look for these
neutron-capture events, which should appear as ER events
that are coincident with muon veto triggers.
The relationship between ptrue and pcoinc can be derived

from Eq. (9). However, the fit parameters from Sec. IV C

have to be adapted for this study. The initial point cloud has
to be much bigger, because the uncertainty on the true
location of the neutron capture is not dominated by position
reconstruction uncertainties, but by the mean-free path of
gammas. In the absence of a detailed analysis, the mini-
mum attenuation between 10−2 MeV and 101 MeV is
conservatively applied. This is 0.036 cm2=g according to
the XCOM database [59], corresponding to a maximum
mean-free path of 9.8 cm. Thus, to account for this, the fit
parameter C in Eq. (7) which should scale with the initial
point cloud size, is divided by the position reconstruction
uncertainty volume, and multiplied by the volume of a
sphere with a radius of 9.8 cm in liquid xenon. Further, the
half-life of 137Xe, which is 229.1� 0.8 s [58], is applied.
The activity rate A is also different in this scenario. In

XENONnT, the rate in the muon veto is observed to be
≈0.035 Hz. As the neutron capture time in liquid xenon is
∼100 μs [60], a 1 ms window after each muon trigger to
search for neutron captures can be considered, leading to a
live time fraction of 3.5 × 10−5 within which neutron
captures would be searched for. The emitted gammas are
expected to be of energies ∼1 MeV [60] where 136Xe
decay is the dominant background. Thus, the background
rate can be approximated using the fraction found above,
multiplied by the rate of 136Xe decays in natural xenon,
≈4.2 μBq=kg [5,61], resulting in A ¼ 1.5 × 10−4 μBq=kg.
Using these values, which represent adaptations of the fit
values used in Sec. IV C, the performance for different
convection velocities is shown in Fig. 19.
It can be seen that for all of the velocity scenarios, almost

all of the cosmogenic 137Xe background can be rejected. In
particular, for convection velocities around or below
0.2 cm=s, the reduction of the cosmogenic 137Xe back-
ground approaches unity for a 10% reduction in exposure.
However, it should be noted that the reconstruction
efficiency of neutron-capture gammas has not been

FIG. 18. Neutron capture of 136Xe and subsequent decay
of 137Xe. Data regarding the decay of 137Xe and 137Cs retrieved
using the NNDC ENSDF, with original data from nuclear data
sheets [58]. The isotope the decays to produce the relevant
background, 137Xe, is colored red, whereas the excited state
which produces the gamma events that are used for the tagging of
the 137Xe background are colored blue.

FIG. 19. Projected exposure loss versus 137Xe background
reduction when tagging 137Xe backgrounds for different scenarios
of convection velocity.
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measured, and will proportionally reduce ptrue. In addition,
the projections presented here use the worst case mean-free
path of 9.8 cm; in reality, the initial point cloud size could
be potentially much smaller, depending on the spectrum of
the gammas emitted after a neutron capture.

V. CONCLUSIONS

In this paper, the design and performance of an algorithm
for tagging radon-chain backgrounds in liquid noble
element TPCs were presented. The presented algorithm
performs tagging of the 214Pb background, which is part of
the 222Rn decay chain. This was demonstrated on
XENON1T datasets used for the ER analysis and the
search for neutrinoless double beta decay; the original
analyses can be found in [5,9]. It was shown that for the ER
analysis, an exposure loss of 1.8� 0.2% and a 6.2þ0.4

−0.9%

reduction in the 214Pb background can be expected. The
neutrinoless double beta-decay dataset is used to produce a
high-purity sample of 214Pb decay events, as can be seen
from a spectral fit. This sample also displays relevant
features in the spectrum such as the peak at 352 keV and
falling off at the Q-value of approximately 1 MeV.
While the demonstrated background reduction is small,

the cost of such a software-based background-reduction
technique can be minimal, making deployment cost effec-
tive. In addition, much higher performance can be expected
in larger detectors with lower intrinsic radon levels, due to
individual radon-chain events being further apart in the
detector in both space and time. In XENONnT due to the
lower radon level, performance is expected to be signifi-
cantly higher than in XENON1T, with an optimal 214Pb
background reduction of between 25% and 75%, depend-
ing on the convection speed in the detector, with a
corresponding exposure loss of between 3.5% and 11%.
If the motion is dominated by diffusion, near-perfect
tagging of radon chain backgrounds can be expected.
The fact that the performance of a software veto for 214Pb

backgrounds improves with larger detectors and lower
intrinsic radon levels makes it complementary to hard-
ware-based approaches such as the cryogenic distillation
system used by XENONnT [20], or a charcoal trap [21].
This is because as detector size increases, these hardware-
based approaches require increasing mass flow rates to
retain the same performance, whereas algorithmic
approaches do not suffer from this scaling. In addition,
software-based approaches perform better if the radon level

is already low due to radiopurity controls or hardware-
based radon removal methods; in the limiting case where
there is on average much less than one 218Po in the TPC at
any given time, there can simply be a veto on all data within
a few half-lives of a 218Po alpha decay to remove almost all
of the 214Pb background. It should be noted that there are
also hardware approaches that do require increasing mass
flow rates to retain performance, such as material selection
and screening [13,19,22], detector design [62], and material
coating [63].
The methods outlined in this paper can also be used to

suppress radon chain backgrounds in liquid argon TPCs,
where hardware-based approaches for the mitigation of
radon-chain backgrounds are similarly being pursued [23].
In addition, the performance of a similar approach

applied to reduce the cosmogenic 137Xe background was
also estimated. This background is expected to be a major
background in the search for 0νββ decay in 136Xe in
XENONnT [5], LZ [57], and next-generation liquid xenon
TPCs [55]. It was found that if neutron capture gammas can
be selected with high efficiency, then the 137Xe background
can be tagged in XENONnT with an efficiency of > 90%,
resulting in a < 9% background reduction, depending on
the convection speed.
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