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Kurzfassung

Die Protonen-Austausch-Membran-Elektrolyse wird aktuell als eine der erfolgversprechend-
sten Technologien für die Produktion von Wasserstoff innerhalb eines auf erneuerbaren En-
ergien basierenden Energiessystems gesehen. Hierbei wird Wasser durch das Anlegen eines
elektrischen Potentials in seine Bestandteile Wasserstoff und Sauerstoff gespalten. Die Leis-
tungsfähigkeit der Wasserspaltung wird im Wesentlichen durch die träge Sauerstoffentwick-
lungsreaktion (OER) bestimmt, in der Wasser zu Protonen und molekularem Sauerstoff reagiert.
Zur Beschleunigung dieses Anodenprozesses auf technisch relevante Umsatzraten bedarf es
Katalysatoren, die eine hohe Aktivität und Stabilität aufweisen. Durch exzessives Materi-
alscreening konnten stabile Ir- und performante Ru-basierte Übergangsmetalloxide identifiziert
werden. Dennoch weisen selbst diese modernsten Katalysatoren hohe kinetische Verluste in
Form von Überpotentialen von mehreren hundert Millivolt auf. Um die Verbesserung der OER
voranzutreiben, ist nun ein fundamentales Verständnis einzelner Reaktionsschritte sowie quanti-
tative Einblicke in deren Thermodynamik und Kinetik erforderlich.
In dieser Dissertation wird erstmalig ein umfassendes und dynamisches Mikrokinetik-Modell
der OER entwickelt und mit cyclovoltammetrischen Experimenten validiert, um die individu-
ellen Prozesse an den Katalysatoren zu analysieren. Die experimentell beobachtbare Oxidation
der Katalysatoroberfläche und die damit verbundene Bildung von Intermediaten werden in Form
von reversiblen Adsorptionsreaktionen modelltechnisch nachgebildet. Das resultierende Sys-
tem an Ratengleichungen wird bilanziert, mittels kinetischer Ratenkonstanten oder thermody-
namischer Energiewerte parametriert und hinsichtlich seines Verhaltens auf einen dynamischen
Potentialinput simuliert. Die direkte Reproduktion elektrochemischer Experimente dient der
Modellvalidierung. Hiermit wird eine Quantifizierung der mechanistischen Reaktionspfade, der
entstehenden Intermediate an der Oberfläche, der Reaktionsraten einzelner Schritte und essen-
tieller, thermodynamischer Eigenschaften ermöglicht. Die Studien fokussieren sich auf unter-
schiedlich strukturierte Materialien: Das hydrierte Ir, die rutilen Übergangsmetalloxide IrO2 und
RuO2 sowie binäre Übergangsmetalloxidmischungen basierend auf Ir und Ru.
Zunächst wurde ein grundlegendes mikrokinetisches Modell für die Mechanismusaufklärung
der OER an hydiertem Ir etabliert und hiermit der dominierende Reaktionsmechanismus aus
mehreren Varianten identifiziert. Die Simulationen implizieren eine überwiegende Sauerstoff-
produktion über einen Reaktionspfad an einem einzigen aktiven Zentrum. Die Oxidations-
zustände des Katalysators können auf Basis des validierten Modells analysiert werden und liegen
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zu etwa 7 % Ir(III), 25 % Ir(IV) und 63 % Ir(V), bei einem typischen OER Potential von 1,6 V
gegenüber der reversiblen Wasserstoffelektrode, vor. Durch die quantitative Analyse der Inter-
mediate und Reaktionsraten kann das kontraintuitive Auftreten einer reduzierten Ir-Spezies bei
stark oxidierenden Potentialen durch eine kinetische Limitierung der Wasseradsorption erklärt
werden.
Des Weiteren wurde das Modell durch die implizite Berücksichtigung thermodynamischer En-
ergien erweitert. Mit dieser weiterentwickelten Methodik wurde erstmalig das Leistungs- und
das Degradationsverhalten des aktuellen Standardkatalysators IrO2 umfassend und quantitativ
analysiert. Dabei zeigt sich, dass die OER maßgeblich durch drei Reaktionsschritte limitiert
wird. Diese sind die Adsorption von Wasser, ein potentialgetriebener Deprotonierungsschritt und
die Abspaltung von molekularem Sauerstoff. Ein wissenschaftlicher Durchbruch besteht darin,
dass es mit der in dieser Dissertation entwickelten Methodik erstmalig möglich ist, degradierte
Zustände des Katalysators tiefgreifend und quantitativ zu untersuchen. Im Ergebnis korreliert
die Abnahme der elektrokatalytischen Aktivität mit einem Anstieg der Aktivierungsenergie aller
Deprotonierungsschritte. Da die Auswirkungen elektrolytbezogener Parameter nicht zu einer
solchen Abnahme führen, wird in der modellbasierten Analyse deutlich, dass die Ursache des
Leistungsverlustes auf Materialveränderungen zurückzuführen ist.
Neben reinen Ir-Oxiden wurde die Methodik anschließend auch auf das Rutil RuO2 und auf
binäre Übergangsmetalloxide IrxRu1-xO2 angewandt, um den Einfluss der Materialzusammen-
setzung auf die Leistungsfähigkeit zu analysieren. Die Oberflächen der Mischungen weisen
aktive Zentren sowohl aus Ir als auch aus Ru auf, an welchen die OER unabhängig und bei unter-
schiedlichen Überspannungen abläuft. Die potentialbestimmenden Reaktionsschritte an beiden
Zentren unterscheiden sich und sind im Speziellen die Bildung der adsorbierten Spezies ∗OOH
an RuO2 und ∗OO an IrO2. Werden beide Komponenten zu einem binären Übergangsmetall
gemischt, bewirkt dies einen synergetischen Effekt, durch den die Reaktionsenergien der limi-
tierenden Schritte abgesenkt werden und somit eine effizientere OER ermöglichen.
Mit der in dieser Dissertation erabeiteten modellbasierten Methodik wurde es erstmalig er-
möglicht, die individuellen Prozesse der OER umfassend und quantitativ zu analysieren. Die
Analyse umfasst sowohl die Thermodynamik und Reaktionskinetik sowie deren Effekte auf die
Leistungsfähigkeit von initialen und insbesondere auch von degradierten Katalysatorzuständen.
Aufgrund der erfolgreichen Untersuchungen verschiedener Katalysatormaterialien suggeriert der
Ausblick dieser Arbeit, dass sich die Methodik als übertragbar und vorteilhaft für die zukünftige
Analyse weiterer Elektrokatalysatoren und elektrokatalytischer Reaktionen erweisten wird.
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Abstract

The proton exchange membrane electrolysis is currently seen as one of the most promising tech-
nologies for hydrogen production within an energy system based on renewable energies. In this
process, water is split into its components, hydrogen and oxygen, by applying an electrical poten-
tial. The performance of water splitting is determined by the sluggish oxygen evolution reaction
(OER), in which water reacts to protons and molecular oxygen. In order to accelerate this anode
process to technically applicable conversion rates, highly active and stable catalysts are needed.
Through excessive material screening, stable Ir- and active Ru-based transition metal oxides have
been identified. Nevertheless, even these state-of-the-art catalysts exhibit high kinetic losses in
the form of overpotentials of several hundred millivolts. A fundamental understanding of indi-
vidual reaction steps and quantitative insights into their thermodynamics and kinetics is required
to advance the improvement of the OER.
In this dissertation, a comprehensive and dynamic microkinetic model of the OER is developed
for the first time and validated with cyclic voltammetry experiments to analyze the individual pro-
cesses at the catalysts. The experimentally observable oxidation of the catalyst surface and the
associated formation of intermediates are modeled in terms of reversible adsorption reactions.
The resulting system of rate equations is balanced, parameterized using kinetic rate constants
or thermodynamic energy values, and simulated for its behavior on a dynamic potential input.
Direct reproduction of electrochemical experiments is used for model validation. The devel-
oped methodology allows quantification of the mechanistic reaction pathways, the intermediates
formed at the surface, the reaction rates of individual steps, and essential thermodynamic prop-
erties. The studies focus on differently structured materials: the hydrous Ir, the rutile transition
metal oxides IrO2 and RuO2, as well as binary transition metal oxide mixtures based on Ir and
Ru.
At first, a fundamental microkinetic model was established to elucidate the mechanism of the
OER on hydrous Ir, and thereby, the dominant reaction mechanism from several variants was
identified. The simulations imply a predominant oxygen production via a reaction pathway at
a single active site. The oxidation states of the catalyst can be analyzed based on the validated
model and are present at about 7 % Ir(III), 25 % Ir(IV), and 63 % Ir(V), at a typical OER potential
of 1.6 V versus the reversible hydrogen electrode. By a quantitative analysis of the intermediates
and reaction rates, the counterintuitive occurrence of a reduced Ir species at strongly oxidizing
potentials can be explained by a kinetic limitation of the water adsorption.
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Furthermore, the model was extended by implicitly considering thermodynamic energies. With
this advanced methodology, the performance and degradation behavior of the current standard
catalyst IrO2 was analyzed comprehensively and quantitatively for the first time. It is shown that
three reaction steps significantly limit the OER. These are the adsorption of water, a potential-
driven deprotonation step, and the detachment of molecular oxygen. A scientific breakthrough
is that the methodology developed in this dissertation makes it possible for the first time to study
degraded states of the catalyst in-depth and quantitatively. As a result, the decrease in electro-
catalytic activity correlates with an increase in the activation energy of all deprotonation steps.
Since the effects of electrolyte-related parameters do not lead to such a decrease, it becomes
evident from the model-based analysis that the cause of the performance loss is due to material
changes.
In addition to pure Ir oxides, the methodology was subsequently applied to the rutile RuO2 and
binary transition metal oxides IrxRu1-xO2 to analyze the influence of material composition on
the performance. The surfaces of the mixtures exhibit active sites of both Ir and Ru, at which the
OER proceeds independently and at different overpotentials. The potential-determining reaction
steps at the two active sites differ and are in particular the formation of the adsorbed species
∗OOH at RuO2 and ∗OO at IrO2. Mixing both components to form a binary transition metal ox-
ide results in a synergistic effect by which the reaction energies of the limiting steps are lowered,
allowing for more efficient OER.
With the model-based methodology developed in this dissertation, it was possible for the first
time to comprehensively and quantitatively analyze the individual processes of the OER. The
analysis includes thermodynamics, reaction kinetics, and their effects on the performance of
pristine and especially degraded catalyst states. Furthermore, due to the successful investiga-
tions of various catalyst materials, the outlook of this work suggests that the methodology will
prove to be transferable and beneficial for the future analysis of further electrocatalysts and elec-
trocatalytic reactions.
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1 Introduction1

1.1 Motivation

While realizing a sustainable energy supply based on renewable resources, such as wind and
solar energy, efficient conversion and storage strategies are needed.[4] One key technology is the
proton exchange membrane (PEM) electrolysis due to its high performance in the electrocatalytic
splitting of water into hydrogen and oxygen.[5, 6] It offers the advantages of a high current den-
sity operation at a pressure of up to 30 bar to approach the requirements of high-pressure storage
and enables the production of pure hydrogen under dynamic operation conditions to follow the
intermittent production of renewable electricity.[7, 8] To provide a high and durable efficiency,
costly but electrocatalytically active and stable catalysts are required at both electrode processes:
while the cathodic hydrogen evolution reaction (HER) 2H++2e− → H2 is efficiently catalyzed
using carbon-supported Pt nanoparticles[9], its anodic counterpart the splitting of water in the
oxygen evolution reaction (OER) 2H2O → 4H++ 4e−+O2 is heavily limited by the sluggish
and complex reaction kinetics.[6] In the last decades, multiple OER catalysts that resist the lo-
cal acidic conditions have been screened.[7, 10, 11] Among them, Ir- and Ru-based materials were
found to outperform most of the active transition metals and their oxides. While RuO2 exhibits
the highest electrocatalytic activity, IrO2 provides excellent stability under the harsh OER pro-
cess conditions with strongly oxidizing potentials in acidic media and still has reasonable activity
properties.[12, 13] Enhanced Ir activity can be achieved by an electrochemical material treatment
that produces so-called hydrous Ir. However, this modified catalyst is less stable than IrO2.[14] So
far, the most promising catalyst results from the combination of Ir and Ru oxides, as it benefits
from both the high OER activity found for RuO2 and the high stability of IrO2.[15]

Despite the recent progress in the research field of OER catalysts, the primary performance
loss in PEM electrolyzer cells is still attributed to the sluggish OER kinetics. It is quantified
with an overpotential of about 350 mV at a current density of 3 A cm-2 on the state-of-the-art

1 Parts of this chapter have been published in the following articles:
[1] Geppert, J.; Röse, P.; Czioska, S.; Escalera-López, D.; Boubnov, A.; Saraçi, E.; Cherevko, S.; Grunwaldt, J.-D.;
Krewer, U. J. Am. Chem. Soc. 2022, 144, 13205-13217.
[2] Geppert, J.; Röse, P.; Pauer, S.; Krewer, U. ChemElectroChem 2022, 10, e202200481.
[3] Geppert, J.; Kubannek, F.; Röse, P.; Krewer, U. Electrochim. Acta 2021, 380, 137902-137914.
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1 Introduction

IrO2 catalyst.[6] An in-depth understanding of the reaction kinetics of the intermediate and prod-
uct species formation and the kinetically and thermodynamically limiting processes is urgently
needed to optimize the catalysts. Experimental characterization methods reach their limits in
quantifying and distinguishing between very fast processes occurring simultaneously. Hence,
model-based approaches are more promising for a comprehensive analysis. At this point, kinetic
modeling can contribute to insights into current scientific questions, which are:

• How can the complex electrocatalytic processes on Ir- and Ru-based anodes be described
comprehensively in terms of modeling?

• How do the material structure and composition affect the reaction kinetics of intermediate
and product species formation during a dynamic OER operation?

The motivation for this work stems from addressing the current research questions by provid-
ing an in-depth understanding of the kinetic limitations in electrocatalytic water splitting for
a knowledge-based performance improvement in the energy conversion process in PEM elec-
trolyzers. An appropriate modeling methodology is required to achieve this goal, as addressed
in the first question. Since several approaches are already established and applied for the OER,
a brief introduction to the current state is given, and the methodical objectives are derived in the
following section. In the section after that, this dissertation’s scope and structure are presented.

1.2 Current State and Objective

The catalytic activity of a material is typically calculated based on the density functional theory
(DFT) or modeled using a reaction kinetic approach. In early publications, Rossmeisl et al. were
able to link the OER activity of several materials to DFT-calculated binding energies of adsorbed
intermediate species.[16, 17] This approach is commonly used to predict thermodynamically fa-
vorable surface species ab initio and is conducted for a wide range of electrocatalytic reactions.
However, the calculations are restricted to the steady-state of thermodynamic equilibrium and
ideal and well-defined catalyst surfaces. Various nanoparticles with different facets and edges,
as well as amorphous or hydrous materials are typically deployed in PEM electrolyzers. The
catalysts also tend to degrade during operation, which is assigned with a change in the surface
near material structure and, thus, the thermodynamics. Since the actual active catalyst structure
and surface present during the OER are not fully characterized in most cases, one lacks the input
for the DFT-based calculations, and the main benefit of the ab initio approach diminishes. In-
stead, experimental validation of the results becomes necessary to guarantee correct results. In
recent publications, DFT outcomes are correlated to the results of cyclic voltammetry (CV)[18–21]

and surface-enhanced infrared absorption spectroscopy experiments[22] on well-defined material
structures for validation. Despite the recent progress, DFT-based approaches are still limited to
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the assumption of an ideal catalyst structure and will be restrained to the steady-state condition.
Hence, a more comprehensive and versatile description of the processes at non-ideal catalysts
can be achieved by employing the reaction kinetics approach.
Unlike DFT-based calculations, reaction kinetics or microkinetic modeling focuses on the forma-
tion processes rather than the presence of surface species. Microkinetic modeling is commonly
based on the Butler-Volmer equation or the transition state theory and uses the rate equations
of multiple reactions. They are used to calculate relevant variables, such as the current density
and the surface coverage, as well as their behavior at an applied potential. Direct validation by
experimental data is possible and allows quantifying reaction rates and identifying limiting steps
within the overall electrocatalytic process. However, this method relies on assumptions such
as the present surface species or mechanistic pathways, based on which the set of model equa-
tions is derived. To simplify the calculation, one of the following approximations is commonly
taken into account: non-rate-determining steps are expected in quasi-equilibrium, or relevant
variables, primarily the concentration of intermediates, are assumed to remain constant over
time and fixed at steady-state.[23] However, both simplifications are accompanied by a loss of
valuable insights. In particular, the number of unique Tafel slopes is underestimated[24], and the
kinetic parameters[25], as well as the rate-determining step[26], are unidentifiable, especially if
the step is similarly slow as another step or if it is substituted by a shift in potential[23]. Thus,
the limitations of single steps are no longer identifiable by the comparison with experimental
data.[24, 25] A promising way to overcome this downside is a kinetic model approach based on
a comprehensive set of reaction rate equations, which can be simulated dynamically. Modeling
without the quasi-equilibrium and steady-state approximations is crucial to perform simulations
with dynamic inputs and no further restrains. Resulting models can reproduce multiple dynamic
experiments such as CV[27–29] and potentiostatic mass transfer responses[30, 31], electrochemical
impedance spectroscopy (EIS)[32–34], or nonlinear frequency response analysis[35–37]. They al-
low a more precise interpretation of measurements through the detailed analysis of processes at
the catalyst surface. Such analyses would also benefit understanding the OER but have not been
conducted so far. The main requirements for this modeling method are derived from the given
delineation of the current state and are formulated in short as follows:

• Comprehensive description of electrocatalytic microkinetics

• Time-continuous modeling for dynamic simulations

• Validation and parameterization with experimental data

• Applicability to non-ideal or degraded catalyst materials

These requirements also give rise to the main objectives for the development of the model-based
methodology to answer the scientific questions above. The scope and structure of how this will
be realized in the present dissertation are presented in the following section.
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1.3 Scope and Structure of this Work

This dissertation covers the derivation and development of a model-based methodology to attain
the objectives described in the previous section. It is further analyzed and applied to describe
and study the surface processes at selected Ir- and Ru-based catalyst surfaces during the elec-
trocatalytic OER. Overall, this dissertation elaborates on the answers to the scientific questions
formulated above by providing in-depth model-based and experimentally validated insights.
The following chapter describes the fundamentals of the OER on transition metal oxides based
on the literature to give a basic understanding of the topic. It also includes findings on the occur-
ring surface species, mechanistic insights, and the theoretical description of the electrochemical
processes. In addition, the methodology of modeling the catalytic processes with kinetic rate
equations is explained, and a fundamental analysis of the main model parameters and assump-
tions therein is conducted. The developed approach, including the experimental parameteriza-
tion and validation method, is applied to OER electrocatalysts for various scientific purposes,
as described in the following three chapters. Chapter three focuses on identifying the oxygen
evolution mechanism at hydrous Ir. The subsequent chapter four describes the analysis of the
oxygen evolution performance at different stages of Ir oxide degradation. Chapter five deals with
the analysis of the microkinetic barriers of the oxygen evolution on the oxides of Ir, Ru, and their
binary mixtures. After the in-depth analyses, a conclusion of the dissertation’s main findings and
the overall results, as well as a brief outlook, is given in chapter six.
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2 Microkinetic Modeling of
Electrocatalytic Processes2

This chapter provides an understanding of the principles of electrocatalytic water splitting and
a fundamental description of the surface processes regarding available research. Based on these
findings, a microkinetic description of a reaction system is derived. The resulting model is being
analyzed using various parameter assumptions. It shows their effect on the model output and
demonstrates that the model allows for dynamic simulations and the reproduction of experiments.
Finally, this chapter will be concluded with a description of how this model provides the basis of
the methodology for the kinetic analysis of the OER at transition metal oxides and how it allows
addressing the scientific questions of this work in the following chapters.

2.1 Principles of Electrocatalytic Water Splitting

It is known that in PEM electrolyzer cells, the water-splitting process is mainly limited due to
its reaction kinetics.[6] One solution for such bottlenecks in chemical engineering is the usage
of suitable catalysts. They consist of metals, and their oxides or alloys, which interact with the
reactant species and accelerate the formation of intermediate species. Instead of performing the
overall reaction through molecular interaction alone, using catalytic materials supports additional
pathways along the reaction coordinate. Consequently, they split the reaction into a series of in-
termediate steps with various activation energies. Thus, a substantial decrease in the maximum
activation energy indicates a highly active catalyst and is usually correlated with a massive in-
crease in the turnover of the desired reaction. This principle of such an active catalyst for water
splitting is visualized schematically in Figure 2.1.

2 Parts of this chapter have been published in the following article:
[1] Geppert, J.; Röse, P.; Czioska, S.; Escalera-López, D.; Boubnov, A.; Saraçi, E.; Cherevko, S.; Grunwaldt, J.-D.;
Krewer, U. J. Am. Chem. Soc. 2022, 144, 13205-13217.
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Figure 2.1: The principle of a catalyzed reaction is exemplified in the water-splitting reaction. The overall energy barrier
of a molecular reaction is lowered due to the formation of multiple intermediate species along the reaction
pathway.

In recent decades, the scientific community has focused on finding the most active catalytic ma-
terials for the water-splitting reaction given in equation 2.1.

2H2O → 2H2 +O2, ∆G0 = 4.92 eV (2.1)

The Gibbs free energy ∆G0 converted by the reaction under standard conditions can be calculated
based on the thermodynamic principles.[38] In an electrochemical system, the water splitting re-
action is divided into a reduction and an oxidation reaction, each with defined standard potentials
E0 and four transferred electrons. It was reported that the cathodic HER in equation 2.2 is best
catalyzed with active and stable Pt. With this catalyst, only an overpotential of 15 mV is required
to run the reaction effectively at a mass-specific current of 0.1 A mg-1 or the equivalent current
density of 10 mA cm-2.[9]

4H++4e− → 2H2, E0 = 0 V (2.2)

The search for the optimal catalyst material for the OER, given in equation 2.3 for acidic media,
is challenging since the complex reaction calls for both, high activity and stability under highly
oxidizing potentials.

2H2O → 4H++4e−+O2, E0 = 1.23 V (2.3)

Various materials have been studied experimentally or based on calculations to identify the most
suitable candidates.[7, 10, 13, 39, 40] The findings suggest transition metal catalysts and especially
the very stable Ir-based and highly active Ru-based oxides, as the most beneficial. The material
stability is measured in terms of the dissolution rate at a typical OER potential in acidic media.
It shows a significantly lower value of 3 pg cm-2 s-1 for IrO2, proving that it is more stable than
RuO2 with a value of 300 pg cm-2 s-1.[12] The overpotentials define the catalytic activities and
are quantified to 330 mV and 250 mV on IrO2 and RuO2 nanoparticles, respectively, with a tran-
sition metal mass-specific current of 0.1 A mg-1.[41, 42] Although these overpotentials are among
the lowest values observed so far for the OER[10, 43], they define the bottleneck of the overall
water-splitting reaction, as they are still more than 16-fold higher than for the HER on Pt.
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2.1 Principles of Electrocatalytic Water Splitting

The processes and intermediate species occurring at the material surfaces are extensively studied
to understand this limitation. Each electrocatalyst has properties, such as the physical material
and electronic structure and its chemical composition, which affect the thermodynamics and ki-
netics of the OER in certain ways. They influence the formation of adsorbed intermediates and,
thus, the pathway along the reaction coordinate, leading to a specific mechanism for each cata-
lyst. Since the active sites of the materials form covalent bonds due to the chemical adsorption
of electrolyte species, the oxidation state of the catalyst may change during the reaction. X-ray-
based methods for physical characterization are, thus, widely exploited to observe the oxidation
state and to investigate the underlying mechanism. Also, DFT-based calculations are used to
study the thermodynamics of adsorbed species and to conclude on the energetically favorable
pathway. This approach is auspicious since it can provide the highest energy barrier in the mech-
anism, which usually limits the turnover frequency, i.e., the rate at which the OER is operated. It
is further a good value for estimating the experimentally observable overpotentials.
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Figure 2.2: Mechanisms proposed for surface oxidation and the OER on IrO2 and RuO2 by a) Rossmeisl et al.[17], and
b) Ping et al.[44] and Rao et al.[45].

Following the principles of electrocatalysis, the activity of IrO2 and RuO2 is explained by ad-
sorbed intermediates that pave a thermodynamically efficient pathway alongside the reaction
coordinate of the OER.[17, 46] It was concluded that the active site of the material consists of the
coordinatively unsaturated site (CUS) denoted with ∗, on which the different species ∗OH, ∗O,
and ∗OOH are formed depending on their specific binding energy.[17] These findings result in a
simple four-step mechanism shown in Figure 2.2a: water is adsorbed from the electrolyte and
deprotonated to form molecular oxygen in consecutive steps. Further studies reported that the
steps of water adsorption and oxygen detachment play a crucial role during the OER.[44, 45, 47]

By explicitly considering the involved intermediate species, namely ∗H2O, ∗OH2O, and ∗OO,
the resulting mechanism is even more complex with seven reaction steps, as shown in Figure
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2 Microkinetic Modeling of Electrocatalytic Processes

2.2b. Each step in both mechanisms consists of either the adsorption or desorption of an elec-
trolyte species with its reaction energy and energetic barrier to form an intermediate species on
the catalytic surface. The following section explains how these individual steps can be described
mathematically based on the available theoretical knowledge.

2.2 Fundamental Description of the Surface
Processes

As the water-splitting reaction consists of several steps along a mechanistic pathway, a detailed
characterization of each step is required to analyze its influence on the overall process. A funda-
mental mathematical description of the processes is well-established in the literature. It allows
us to correlate the thermodynamics with the reaction kinetics and can, thus, link the energy lev-
els at a given overpotential to the reaction rate and the current density. The essential equations
described below lay the theoretical foundation for developing the microkinetic model.

2.2.1 Electrocatalytic Reaction Kinetics

In the scientific field of reaction kinetics, one of the most prominent and widely used concepts is
manifested in the Arrhenius equation 2.4[48]:

k = k0 exp
(
−Ea

kBT

)
(2.4)

It describes the chemical rate constant k in dependence on the absolute temperature T and the
activation energy Ea of a reaction with the pre-exponential factor k0 and the Boltzmann constant
kB. As this equation is derived from empirical observations, only little mechanistic insights can
be obtained from the pre-exponential frequency factor and the activation energy. To gain a fun-
damental understanding of both parameters, the transition state theory was developed, in which
the transition state and the reactant state are assumed to be in quasi-equilibrium.[49, 50] Another
approach, explicitly derived for electron transfer processes, is given in the Marcus theory.[51]

Both theoretical concepts, though, are based on the assumption of an energy barrier, dividing the
reactant and the product state. This barrier must be overcome to drive the reaction in either direc-
tion by applying a driving force, i.e., an electrical potential E for electrochemical reactions.[52]

The effect of the potential on the energy states forming the barrier is shown schematically in
Figures 2.3a and 2.3b. Using the Gibbs free energy G is convenient since such electrochemical
processes occur at constant pressure p and constant temperature. Under electrochemical standard
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2.2 Fundamental Description of the Surface Processes

conditions, the barrier energy ∆G‡ for an elementary electron transfer step is written in equation
2.5 as an equivalent expression to the electrochemical potential.[53]

∆G‡ = ∆G‡
0 ∓ eβ∆E (2.5)

Here, β is the symmetry factor, e is the elementary charge, and ∆E = E −E0 is the difference in
the applied potential and the potential at electrochemical standard conditions E0. Rewriting the
standard potential into the standard reaction free energy ∆G0

r = eE0 gives us a value that is only
dependent on the energy difference of the reactant and product state. For an adsorption process,
it can be identified as the difference in binding energies of adsorbed species. The energy term
∆G‡

0 describes the kinetic activation free energy ∆Ga, which is equal in both, the forward and
backward direction of the process.

Figure 2.3: a) Schematic representation of an electrochemical energy barrier and the effect of an applied potential. b)
Magnified picture of the shaded box in a). Both figures are slightly modified, taken from Bard et al.[52].

The rate constants for the process are defined by inserting the term of the barrier energy in
equation 2.5 into Arrhenius equation 2.4. With the assumption of symmetric barriers (β = 0.5),
equation 2.6 results for forward k+ and backward k− direction.

k± = k0 exp

(
−∆G‡

±
kBT

)
= k0 exp

(
−∆Ga ∓β∆G0

r

kBT

)
(2.6)

It is worth noting here that in case of an asymmetrical barrier (β ̸= 0.5), one would follow the
notation in Figure 2.3 and use (1− β ) instead of β for the backward rate constant. However,
a change in the symmetry factor does not influence the model output, as will be shown later in
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2 Microkinetic Modeling of Electrocatalytic Processes

section 2.5. Therefore, the following description is given with the assumption of β = 0.5. In any
case, the equilibrium constant K is defined in equation 2.7 by the ratio of both rate constants.

K =
k+
k−

= exp
(
−∆G0

r

kBT

)
(2.7)

The expression for the reaction rates r in equation 2.8 is derived straightforwardly by multiplying
the rate constant with the activity a of the respective reactant substance and the exponential term
of the electric potential. Both terms are defined at non-standard conditions. This consideration
becomes relevant, as by changing the activity to values other than unity or applying an elec-
trode potential other than zero, the system is no longer in line with the electrochemical standard
condition.

r± = k± ·a± · exp
(
±βeE
kBT

)
(2.8)

For a one-electron transfer process on an electrode with a defined density of active sites ρ , the
resulting current density can be calculated by multiplying the effective reaction rate with the
elementary charge and the density of active sites in equation 2.9.

j = eρ(r+− r−) (2.9)

Inserting equations 2.6 and 2.8 into equation 2.9 results in the Butler-Volmer equation 2.10 for a
one-electron transfer reaction.[53]

j = j0

[
a+ exp

(
βe(E −E0)

kBT

)
−a− exp

(
−βe(E −E0)

kBT

)]
(2.10)

The exchange current density is, thus, j0 = eρk0 exp
(
−∆Ga
kBT

)
. In the electrochemical equilibrium

of compensating forward and backward reaction rates (r+ = r−), the current density equals zero.
In this case, the term in the squared brackets in the Butler-Volmer equation 2.10 can be rearranged
to the Nernst equation 2.11.[52]

E = E0 −
kBT

e
ln
(

a−
a+

)
(2.11)

The given derivation holds for elementary reaction steps of electrolyte species on an electrode.
To also describe adsorption processes at the catalytically active sites, adsorption isotherms can
be derived and need to be considered. They can be incorporated into the reaction rates and are
explained in the following.

10



2.2 Fundamental Description of the Surface Processes

2.2.2 Adsorption Isotherms

In electrocatalytic processes, forming intermediate species reduces the overall energy barrier.
These species are chemically adsorbed at the catalytically active sites. Multiple adsorption
isotherms were derived based on different assumptions to quantitatively describe the adsorp-
tion and desorption processes. A selection of the formulated isotherms is given in Table 2.1 in
equations 2.12 to 2.15. They describe the equilibrium state at equal rates of both desorption and
adsorption. In this state, the activity of the adsorbate substance, which can also be expressed in
terms of pressure or concentration for gasses or liquids, respectively, is proportional to a term
containing the surface coverage θ of the adsorbed species. This term heavily depends on the as-
sumptions during its derivation from the Gibbs adsorption isotherm given in the literature.[54–56]

The underlying assumptions and resulting mathematical formulations will be explained in the
following paragraphs.

Table 2.1: List of adsorption isotherms, slightly modified taken from Afonso et al. [57].

Name of isotherm Assumptions Equation

Langmuir [58] localized aK = θ

1−θ
(2.12)

Frumkin [56] localized, lateral interaction aK = θ

1−θ
exp(−gθ) (2.13)

Volmer [54] distributed aK = θ

1−θ
exp
(

θ

1−θ

)
(2.14)

Hill-de Boer [55, 59, 60] distributed, lateral interaction aK = θ

1−θ
exp
(

θ

1−θ
−gθ

)
(2.15)

• Localized adsorption describes the process of species adsorbing locally at surface sites.
Each adsorbed species is assumed to be pinned at a defined site, and lateral motion along
the surface is neglected. Following these assumptions, the adsorption rate is only pro-
portional to the activity and the coverage of free sites (1− θ), and the desorption rate is
proportional to the coverage of the adsorbed species. This results in the elegant but usually
oversimplified formulation in equation 2.12 found by Langmuir.[58] The derivation holds
only for the adsorption of highly dilute gases at extensively oversized surface sites.[55]
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2 Microkinetic Modeling of Electrocatalytic Processes

• Distributed adsorption considers, in addition to the adsorption process itself, the lateral
distribution of the already adsorbed species on the surface. The species usually face mi-
nor energetic barriers in moving to a neighboring site and are, thus, expected to spread on
the surface.[55] The resulting distribution behavior can be described mathematically by in-
serting the two-dimensional non-ideal gas equation into the Gibbs adsorption isotherm.[55]

The assumption of a two-dimensional gas is reasoned due to the planar adsorption surface.
In addition, the species are assumed as non-ideal gas to account for the average free path
length of the surface motion. Therefore, an areal correction term is expressed by consider-
ing the actual number of adsorbed species and either the areal extent of the species or the
areal spacing of the sites.[55] The consequential adsorption isotherm was first derived with
this areal correction term by Volmer[54], which resulted in the additional exponential term
exp( θ

1−θ
) in equations 2.14 and 2.15.

• Lateral interactions imply the mutual attraction and repulsive forces between already ad-
sorbed species. Such interactions occur in gases and liquids, known as van der Waals
forces.[61] By considering these forces during the derivation of the adsorption isotherm,
Frumkin found an additional exponential term exp(−gθ) given in equation 2.13.[56] In
recent literature, the formulation is also known as the Fowler-Guggenheim[57] or the
Temkin[62] isotherm. The unit-less interaction factor g is associated with the free en-
ergy of interaction ∆Gint =−gkBT .[57] Combined with the term of distributed adsorption,
the derivation by Hill[59, 60] and de Boer[55] results in equation 2.15. This formulation, also
known as van der Waals adsorption isotherm, can be derived by inserting the famous van
der Waals equation into the Gibbs adsorption isotherm.[63]

With the resulting isotherms, different adsorption types can be formulated and quantified. Equa-
tions 2.12 to 2.15 are employed in the following to set up the model equations to analyze and
study the adsorption and desorption processes during the intermediate formation of the OER.

2.3 Experimental Methods

The electrocatalytic processes on the surface can be investigated experimentally using well-
established electrochemical methods such as chronoamperometry (CA), CV and EIS. These
methods are based on the principle of applying an electric potential to the electrode and mea-
suring the response current resulting from transferred and accumulated electrons. By applying
different time-dependent functions of the potential, relevant effects can be isolated and quanti-
fied. An overview of the characteristics and main outcomes of the methods are explained in the
following paragraphs.
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• CA is an experimental method in which the applied potential is kept constant in time and
the resulting current is measured. The value of the potential is set to a point of interest,
i. e. for the OER to a value at which the reaction is driven. As the measurement time
progresses, the processes at the electrode and in the experimental setup tend to reach a
steady state and the current converges. In this state, the limiting process determines the
turnover and the current is a proportional measure of the turnover rate. By plotting the
steady-state currents at different logarithmically scaled values of the potential, a Tafel plot
is created, which is a commonly used illustration of the catalyst activity. In addition, the
CA method is used to degrade the catalyst under defined operating conditions.

• CV describes an experiment in which the potential applied to the electrode is repeatedly
changed linearly in time between two values. This enables to detect the current response of
different processes such as redox reactions, adsorption and desorption of species, as well as
charging the double layer. In addition, the limiting transport of reactant and product species
can be measured by using a rotating electrode setup that allows to manipulate the Nernst
diffusion layer. This method provides valuable insights into the rate of several processes
and also indicates the potentials at which the processes take place. Due to their high
informative value, the results obtained with CV measurements are used to parameterize
the kinetic models presented in this dissertation.

• EIS is an experimental method in which the electrochemical response current of a sinu-
soidally changing potential with different frequencies is detected. The highly dynamic
change is used to identify the response frequency of electrochemical processes and to
quantify measures such as the capacitance and resistance, which are related to charging
and transport processes, respectively.

In the work of this dissertation, the measurements were carried out in a three electrode setup with
a rotating disc working electrode, a counter electrode and a reference electrode in a liquid elec-
trolyte. A detailed description of the procedure, the used materials and the relevant parameters
is given in the respective sections 3.2, 4.2 and 5.2.

2.4 Microkinetic Model Developement

In this section, a comprehensive mathematical model of the reaction kinetics is derived and pre-
sented. The developed physicochemical model will fulfill all the requirements in section 1.2,
allowing for a comprehensive and dynamic simulation of an electrocatalytic reaction system.
Therefore, the set of equations is derived from the fundamental description of the surface pro-
cesses already presented in the section above. In contrast to standard kinetic models, which rely
on steady-state or quasi-equilibrium assumptions, each reaction rate and the surface coverage of
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each adsorbed intermediate species can be simulated individually and time-dependent. Further-
more, the details of the implementation into the MATLAB environment are described.

2.4.1 Model Equations and Parameters

A microkinetic model of multiple species j and possibly multiple reactions i requires both quanti-
ties to be predefined. The set of species j ∈ {Ωsur; e−; Ωel} contains the species on the electrode
surface Ωsur, the electrons e-, and the species in the electrolyte phase Ωel. The set of reactions
i ∈ {1 . . .N} is defined by the total number of reactions N.
The stoichiometric coefficient matrix ν is defined by the respective matrices in forward ν+ and
backward ν− directions in equation 2.16. The entries in one row of the matrix specify the number
of the individual reactant or produced species of the corresponding single reaction.

ν = ν+−ν− = (νi j) i = 1, ..., N; j = Ωsur, e-, Ωel (2.16)

The rate equations in forward and backward directions are derived by inserting the term for the
rate constant from equation 2.6 into equation 2.8.

r± = a± · k0 · exp
(
−∆Ga ∓β∆G0

r ±βeE
kBT

)
(2.17)

The activation free energy ∆Ga,i and the reaction free energy ∆Gr,i are defined for the reaction
rates r±i of a specific reaction i. To consider the influence of different species, the product of
the activities of all participating electrolyte species a

ν±i j
j and the surface coverage of all partic-

ipating species on the electrode θ
ν±i j
j is replacing the activity. Further, the absolute number of

transferred electrons per reaction step |νie- | is inserted before the elementary charge to account
for the difference between electrochemical and chemical reactions. The modified rate equation
for multiple species and a set of multiple reactions is written in equation 2.18.

r±i = ∏
j

(
a

ν±i j
j ·θ ν±i j

j

)
· f±i(θ) · k0 · exp

(
−∆Ga,i ∓β∆Gr,i ±β |νie- |eE

kBT

)
(2.18)

The adsorption function f±i(θ) can be derived from the adsorption isotherms given in sec-
tion 2.2. This will be done in the following by using the Hill-de Boer isotherm formulation in
equation 2.15 and adapting it for a reversible desorption step ∗A ⇌ ∗B+C, which includes two
adsorbed species: reactant A and product B and a non-adsorbed product species C. Therefore,
the coverage of the adsorbed species θ is identified with the reactant species θA or the notation
∏θ

ν+i j
j introduced above. As the coverage of the remaining sites (1− θ ) does not necessarily

match the coverage of the available sites for the adsorption process, the expression (1− θ ) is
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2.4 Microkinetic Model Developement

instead correctly written as the coverage of the product species θB or in the generalized notation
as ∏θ

ν−i j
j . Following the assumption that not only species A but also species B are distributed

and interact laterally, a corresponding exponential term exp
(

θB
θA

−gBθB

)
is introduced in the

denominator. With all these adaptations, the isotherm can be written in equation 2.19.

K =
θA

aC ·θB
·

exp
(

θA
θB

−gAθA

)
exp
(

θB
θA

−gBθB

) (2.19)

Now one can adjust this isotherm, which is only valid for a single reaction, to the generalized
notation of multiple reactions i and multiple species j. In addition, the unit-less interaction factor
g j is rewritten with the term given in section 2.2, which includes the interaction free energy of
the adsorbed species −∆Gint, j

kBT . This results in the following notation:

Ki =

∏
j

(
a

ν+i j
j ·θ ν+i j

j

)
∏

j

(
a

ν−i j
j ·θ ν−i j

j

) ·

exp

(
∏

j

θ
ν+i j
j

θ
ν−i j
j

+∏
j

(
∆Gint, j

kBT
θ j

)ν+i j
)

exp

(
∏

j

θ
ν−i j
j

θ
ν+i j
j

+∏
j

(
∆Gint, j

kBT
θ j

)ν−i j
) (2.20)

The first fraction of equation 2.20 is already included in the reaction rate in equation 2.18. For
direct insertion of the remaining term in equation 2.18, it is rearranged algebraically to the ad-
sorption function f±i(θ), ∀ j ∈ Ωsur, ∀i given in equation 2.21.

f±i(θ) = exp
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(2.21)

The species balance in equation 2.22 allows dynamic solving of the set of rate equations. The
sum of all surface coverages is set to unity ∑θ j = 1 as a boundary condition.

dθ j

dt
= ∑

i
νi j (r−i − r+i) (2.22)

The charge balance in equation 2.23 is implemented to ensure the conservation of charge q. It
contains the double-layer capacitance Cdl as well as all sinks and sources in charge due to the
electrochemical reactions and electrical conductors.

dq
dt

=Cdl ·
dE
dt

= j(t)−Fρ ∑
i

νie- (r+i − r−i) (2.23)
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2 Microkinetic Modeling of Electrocatalytic Processes

The model input is given with an applied starting potential E0 and the change in potential with
time dE

dt , defined as constant in absolute values, set to zero, or assumed as a sinusoidal signal in
time to simulate CV, CA, or EIS experiments, respectively. Overall it results in a time-dependent
function of the potential E(t), as given in equation 2.24. The potential drop in the electrolyte is
accounted for by the electrode area A and the ohmic resistance R.

E(t) = E0 + t
dE
dt

− j(t)AR (2.24)

Multiple variables can serve as the model output depending on the point of interest in a par-
ticular study. In the following model analysis and the studies of this work, the current density,
the surface coverage, and the reaction rates are of significant interest. All three quantities are
simulated dynamically with the presented model approach.
In addition to the presented model equations, a set of valid parameter values is required to gain
proper simulation results. Some parameters can be derived from the assumed mechanism (ν) or
gained directly from the experimental setup (R, A, a, T ). Other parameters are not directly acces-
sible with common experimental methods (∆Ga, ∆Gr, ∆Gint, ρ , Cdl). For a model analysis, these
parameters can be varied independently. However, quantification by a model-based parameter
identification algorithm, such as a global random search or a pattern search, becomes necessary
to reproduce the dynamic behavior of an experimental system.

2.4.2 Implementation

The model equations and the parameter identification algorithms are implemented in the MAT-
LAB environment. The set of ordinary differential equations was solved by using the ode23s
algorithm. High accuracy of the results is ensured by setting the absolute error tolerance to
10−12 and the maximum step size to 0.01 s. The model code of a single proton-coupled electron
transfer (PCET) step with two adsorbed species (∗AH ⇌ ∗A+H+ + e−) is given in appendix
A.1. This implementation constitutes a comprehensive description of the microkinetics of an
electrocatalytic reaction as required. It is designed to allow for the dynamic modeling of a reac-
tion system, which is crucial for answering the scientific questions of this work and conducting
the model analysis in the next section.

2.5 Model Analysis

In this section, the derived model is analyzed to understand the dynamic response with the as-
sumption of different parameter values and adsorption isotherms. To intuitively comprehend the
complex model approach, a careful analysis of isolated effects is helpful. Therefore, this section
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2.5 Model Analysis

gives a systematic analysis of key parameters and their impact on the model output of a single
PCET (∗AH ⇌ ∗A+H+ + e−). The stoichiometric coefficients of the forward and backward
reactions are defined in equation 2.25.

ννν+ =

j ∈ Ω = {H+; e−; ∗AH; ∗A}︷ ︸︸ ︷(
0 0 1 0

)
ννν− =

(
1 1 0 1

) (2.25)

Further, the effect of using different adsorption isotherms is compared and discussed. Overall,
this analysis is conducted to ensure that the model implementation allows the reproduction of the
characteristics of experimental CV curves, an essential requirement for the scientific work in the
following chapters.

2.5.1 Parameter Variations
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Figure 2.4: a-c) Simulated dynamic behavior of an elementary deprotonation step and d-f) respective energy diagrams
at E = 1.3 V vs RHE with the variation of the activation free energy in a) and d), of the reaction free energy
in b) and e) and of the interaction free energy in c) and f). Arrow directions indicate an increase in denoted
values. The parameters are given in Table 2.2.

Figure 2.4 shows the effect of the variation of different energy parameters with values given in
Table 2.2. Only one parameter is varied for the simulations in each diagram. In Figure 2.4a, the
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2 Microkinetic Modeling of Electrocatalytic Processes

Table 2.2: Values of the model parameter variation study with a single proton-coupled electron transfer in Figure 2.4.
Bold numbers indicate the values held constant during the variation of the other parameters. Further param-
eters such as the symmetry factor, the double-layer capacitance, and the density of active sites are set to the
respective bold values in Table 2.3.

variation ∆Ga / eV ∆G0
r / eV ∆Gint / eV

1 0.00 0.8 0.00

2 0.20 0.9 0.05

3 0.35 1.0 0.10

4 0.30 1.1 0.15

5 0.35 1.2 0.20

simulated current density indicates an increasing difference in the anodic and cathodic absolute
peak maxima with increasing values of the activation free energy. The energy diagram in Figure
2.4d shows the increase in the kinetic energy barrier associated with the activation free energy,
which causes the peak-to-peak shift in the CV. The simulations with incrementally ascending
reaction free energy parameter values are given in Figure 2.4b and describe an overall shift of
the redox transition to higher potentials. In the corresponding energy diagram in Figure 2.4e, a
higher energy state of the product species is observable with an increasing value of the reaction
free energy. This behavior explains the higher electric potential required to trigger the reaction.
In Figure 2.4c, the simulations with simultaneous variations of the interaction free energy of both
reactant and product species result in a flattened peak shape accompanied by increasing param-
eter values. As the impact of the interaction energy is linked to the coverage of the individual
adsorbed species, a slight but unequal shift in the energy states of both species is observable in
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Figure 2.5: The simulated peak-to-peak position of a one-electron transfer reaction depends on the pre-exponential fre-
quency factor k0 with the activation free energy value set to 0 eV.
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2.5 Model Analysis

the energy diagram in Figure 2.4f. The dissimilarity arises due to the higher amount of the prod-
uct species present, as most of the electrons are already transferred at the given potential of 1.3
V. Though, for identical values of both interaction energies, the energy states of the two species
are affected equally, which results in a symmetric peak shape in the CV curves.
When assuming no activation barrier, the peak-to-peak potential of anodic and cathodic redox
transition converges to 0 V at a pre-exponential frequency factor of roughly k0 = 343.2 s-1, as
shown in Figure 2.5. This value was chosen because one can identify the activation free energy
from the peak-to-peak potential. In consequence, the lower limit of the activation free energy is
defined as ∆Ga = 0 eV.
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Figure 2.6: Simulated dynamic behavior of an elementary deprotonation step with the variation of a) the symmetry factor,
b) the double-layer capacitance, and c) the density of active sites. Arrow directions indicate an increase in
denoted values. The parameters are given in Table 2.3.

The model behaviors with the variations of the symmetry factor, the double-layer capacitance,
and the density of active sites are presented in Figure 2.6, and the respective values are given in
Table 2.3. A variation of the symmetry factor shows no effect in the simulated CV curve in Fig-
ure 2.6a. In consequence, an asymmetric barrier does not affect the effective reaction rate. This
finding justifies the assumption of a symmetry factor β = (1−β ) = 0.5 in the model equations.

Table 2.3: Values of the model parameter variation study with a single proton-coupled electron transfer in Figure 2.6.
Bold numbers indicate the values held constant during the variation of the other parameters. The energy
parameters are set to the respective bold values in Table 2.2.

variation β / - Cdl / F m-2 ρ / mol m-2

1 0.3 ≈ 0 10-4.3

2 0.4 2.0 10-4.2

3 0.5 4.0 10-4.1

4 0.6 6.0 10-4.0

5 0.7 8.0 10-3.9

19



2 Microkinetic Modeling of Electrocatalytic Processes

However, in Figure 2.6b, a higher double-layer capacitance causes an increase in the absolute
current density, which is constant over the whole potential range. Even though the overall charge
changes, the number of transferred electrons by the reaction remains the same. In contrast to this
observation, the density of active sites is correlated with the number of electrons involved in the
reaction. This results in a significantly higher current density of the simulated redox transitions
with an increasing density of active sites in Figure 2.3c.
In conclusion, the conducted analysis demonstrates that the model description allows for a dy-
namic simulation of a PCET step. Except for the symmetry factor, all of the varied parameters
affect the model output in a particular and well-distinguishable way. Thus, the model provides
an essential basis for estimating the parameter values of more complex mechanisms later. How-
ever, besides the differently assumed parameter values, the simulation of multiple adsorption
isotherms is possible, which will be analyzed in the following subsection.

2.5.2 Comparison of the Adsorption Isotherms
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Figure 2.7: Simulated dynamic behavior of an elementary deprotonation step with the assumption of different adsorption
isotherms derived a) by Langmuir, b) by Frumkin, and c) by Hill-de Boer. For the simulation shown in b),
the interaction energy is assumed to be a value of 0.1 eV for the reactant and produced species. The surface
coverages of the adsorbed species are shown in d), e), and f), respectively.

To elaborate on the effect of different adsorption isotherms, simulations with the most common
ones are conducted, published by Langmuir, Frumkin, and Hill and de Boer. The respective
mathematical descriptions are derived from the literature and are given in Table 2.1. Similarly
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2.5 Model Analysis

to the derivation of the Hill-de Boer adsorption function in section 2.4, the adsorption functions
of all three isotherms are formulated. Based on the Langmuir isotherm, the derived adsorption
function in equation 2.26 is simply unity.

f±i,Langmuir(θ) = 1 (2.26)

The respective formula derived from the Frumkin isotherm is given in equation 2.27.

f±i,Frumkin(θ) = exp

(
β

[
∏

j

(
∆Gint, j

kBT
θ j

)ν±i j

−∏
j

(
∆Gint, j

kBT
θ j

)ν∓i j
])

(2.27)

CV simulations of a single PCET step are conducted to analyze their effect on the model output.
The resulting current density is shown in Figure 2.7. Firstly, it can be noted that the number of
electrons transferred and, thus, the overall charge remains identical for all simulations. How-
ever, there are significant differences in the kinetics. The Langmuir desorption type is shown in
Figure 2.7a and starts at a comparably high potential of 0.85 V but the current increases rapidly
to a maximum of about 1.8 mA cm-2. The fast reaction rate comes with a rapid increase in the
corresponding surface coverage of the product species once the reaction is started, as given in
Figure 2.7d. For comparison and given in Figure 2.7b, the Frumkin desorption type starts at a
lower potential of 0.75 V, and the current density reaches an overall maximum of just about 0.6
mA cm-2. As the lower current density indicates slower kinetics also the coverage of the prod-
uct surface species is increasing with a smaller gradient along the potential in Figure 2.7e. The
simulation of the Hill-de Boer type of desorption is shown in Figure 2.7c and shows the broadest
redox transition feature. Here, the reaction already takes place at the starting potential of 0.5
V, and the slope of the current density increases monotonously until the maximum of about 0.6
mA cm-2. Consequently, the amount of produced surface species in Figure 2.7f is not linearly
correlated to the applied potential.
In conclusion, the simulations of the three adsorption functions show significant disparities. With
the dynamic modeling approach and the model output of a CV-adapted input signal, one can dis-
criminate between the fundamental isotherms. The model-based analysis allows one to validate
or falsify any isotherm assumption with experimental data. Additionally, considering the results
of the parameter variation analysis, one can conclude that the approach is viable for modeling
catalytic surface processes and dynamically simulating the microkinetics for various parameter
values and adsorption types.
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2 Microkinetic Modeling of Electrocatalytic Processes

2.6 Concluding Remarks

Based on the principles of electrocatalysis and the fundamental descriptions of surface processes,
a model for a comprehensive microkinetic simulation of intermediate adsorption on the catalyst
active sites is presented. In contrast to recent scientific work on the kinetic modeling of the OER,
no simplifying approximations based on quasi-equilibrium or steady-state assumptions are ap-
plied. Instead, the set of model equations is derived to allow for time-continuous, thus, dynamic
simulation, e.g., of a cyclic potential input. Such CV simulations are performed during the model
analysis and identified as an adequate data set for parameterization since significant parameter
variations provide unique output signals. In addition, the CV simulations can be used to distin-
guish adsorption types, represented by isotherms of localized, distributed, and lateral interacting
adsorption. Consequently, validation of model assumptions and parameter values is possible
through widely applied CV experiments, which means that the energy parameters do not rely on
ab initio calculations. This liberation from defined material structures also allows processes on
non-ideal and degraded electrocatalysts to be evaluated and quantified. The derived and analyzed
modeling approach satisfies the requirements specified in section 1.2 and can serve as a funda-
mental component of the methodology for elucidating the complex processes on relevant OER
catalysts. Its application is covered in the following chapters of this dissertation.
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3 Identification of the OER
Mechanism on hydrous Iridium3

3.1 Introduction

In an acidic environment, anodically grown hydrous iridium is revealed as highly active and has
been widely studied concerning its electrochemical characteristics.[64–66] The stability during the
OER seems promising: hydrous Ir[14] but also metallic Ir[40] and the oxide IrO2

[12] exhibit lower
dissolution rates compared to their highly active competitors based on Ru[12]. In direct compar-
ison, metallic Ir is more active but less stable than IrO2. Hydrous Ir is even more active since
sites in the near-surface structure also catalyze the OER.[67] Knowledge of the microkinetics of
a reaction allows for identifying slow and fast steps and deducing possible improvements. For
studying the microkinetics, a valid mechanism assumption based on a good understanding of the
surface changes is needed. The present understanding of processes during the OER is briefly
summarized in the following paragraph.
During the OER, electrocatalytically active catalysts are known to form adsorbed hydroxide and
oxygen at its catalyst-electrolyte interface.[46] The appearance of faradaic currents at anodic po-
tentials before the onset of the OER is either attributed to the adsorption of additional hydroxy
groups[68–71] on the hydrous iridium surface or to deprotonation steps[72–74]. X-ray emission
spectroscopy allowed the detection of increasing overall oxygen content in the hydrous Ir ma-
terial, and the electron diffraction pattern suggests the formation of pseudo-rutile IrO2.[75] This
finding matches with in situ X-ray absorption spectroscopy (XAS) measurements since, in acid
media, it is concluded that the intermediate state at approximately 1.05 V vs RHE fits the Ir–O
distance of crystalline IrO2.[76] According to in situ X-ray photoelectron spectroscopy (XPS)
analysis of different binding energies of the O 1s level, there is a decreasing hydroxy and an
increasing oxide content with increasing potential in the range of approximately 0 up to 1.5 V
vs RHE.[74] In the near-surface region, the observation of adsorbed hydroxide and oxygen is
additionally confirmed using atom probe tomography and could furthermore be correlated to a

3 Parts of this chapter have been published in the following article:
[3] Geppert, J.; Kubannek, F.; Röse, P.; Krewer, U. Electrochim. Acta 2021, 380, 137902-137914.

23
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metastable state with an IrO and OH ratio of roughly 1.[67]

XPS analysis reveals the co-existence of +III and +IV oxidation states.[77–79] The picture of the
surface transformation process is complemented by XAS analysis, which allows differentiating
three main potential regions: (i) between 0.2 and 0.7 V vs RHE, multiple studies agree on an ox-
idation state of +III.[78, 80, 81] (ii) The potential range ongoing from 0.7 up to approximately 1.1
V vs RHE shows mainly Ir(IV).[81, 82] (iii) At potentials higher than 1.1 V vs RHE, an increasing
oxidation state up to +V and even higher can be obtained.[80, 81] During the OER, different oxi-
dation states, namely +III, + IV, and +V, were detected.[81, 83]

To complement these experimental findings, modeling methods are used to extend the analysis
by identifying the mechanism, quantifying its kinetics, and proving thermodynamic consistency.
Energetically favorable intermediate states on metals[16] and oxides[17, 44] are extensively pos-
tulated using calculations based on DFT. The vaguely defined structure of the hydrous material
surface complicates the DFT calculations of the material itself and, in consequence, also of
adsorbed or intermediate species. In order to address this issue, the binding energies of the in-
termediate species during different mechanisms at various modified Ir surfaces are compared.[84]

According to this work, the reaction pathway is heavily influenced by the near-surface material
structure. However, to correlate these theoretical mechanistic results to the experimental insights
of the hydrous Ir material, model-based kinetic analysis is needed.
As previously stated, the quasi-equilibrium and steady-state assumptions lead to problems in mi-
crokinetic analysis. A more complex and fully dynamic analysis is advisable. Such models allow
for simulating and quantitatively analyzing the experimentally frequently used dynamic measure-
ments. Modeling without quasi-equilibrium and steady-state assumptions is crucial to perform
simulations with dynamic input values with no further restraints. A first study of such kind is
presented for OER at hydrous iridium in this chapter. Carefully conducted CV experiments,
the deduction of the two most likely reaction mechanisms from literature, and a model-based
study on the microkinetics are presented. This includes changes in surface coverage with multi-
ple adsorbed species and the formation of a reduced species at highly oxidative potentials. The
results resolve how the potential affects the reaction rates and changes the rate-limiting steps.
Further, the thermodynamic properties are derived from the model, which enables bridging the
gap between experiments and ab initio calculations such as DFT and molecular dynamics based
simulations.
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3.2 Methods

3.2.1 Experimental Setup

All electrochemical experiments were carried out in a polytetrafluoroethylene (PTFE) cell com-
bined with a rotating disc electrode (RDE) setup from PINE Research Instrumenation Inc., con-
nected to a Gamry Reference 600+ potentiostat. Deionized water (Merck MilliQ, 18.2 MΩ cm)
was used as a solvent and for extensively rinsing the cell prior to the measurements. Sulfuric
acid ROTIPURAN® Supra 95 % from Carl Roth GmbH + Co. KG was purchased to produce
the 0.1 M H2SO4 electrolyte solution. The working electrode consisted of a polycrystalline irid-
ium cylinder produced and pre-polished by Mateck GmbH and embedded planar into a polyether
ether ketone (PEEK) electrode holder. A PTFE shroud assures sealing and a back-sided gold pin
electrical conductivity with the RDE rotator shaft. The experiments were performed as follows:
prior to the measurement, the available circular electrode area A = 0.1963 cm2 was polished with
0.05 µm aluminium containing polish media to remove a remaining hydrous film. The cell was
filled with 200 ml electrolyte solution and purged with Argon (≥ 99.996 %) for 10 min before
and during the complete experiments. A platinum wire counter and HydroFlex reversible hy-
drogen reference electrode from Gaskatel mbH were inserted directly into the cell. The hydrous
iridium film was produced by cycling the polycrystalline iridium electrode 100 times in the po-
tential scan range from E = 0.05 to 1.55 V vs RHE with a potential rate of dE/dt = 500 mV
s-1. This method is widely used in multiple studies.[73, 85, 86] Once the film has been established,
potential-driven EIS was performed at open circuit potential with frequencies ranging from f =
105 to 10-1 Hz with an amplitude of Ê = 10 mV. Subsequently, three consecutive CV curves were
measured with potential rates dE/dt = {500, 200, 100, 50, 20, 10} mV s-1 in between potentials
of E = 0.3 and 1.6 V vs RHE. All potentials are given versus RHE if not otherwise stated.

3.2.2 Mechanistic Assumptions

In order to establish a microkinetic model for the OER at hydrous iridium, the assumption of at
least one mechanism is required. Figure 3.1 provides an overview of literature-proposed mech-
anisms, including the respective pathways and oxidation states. While Figures 3.1a to 3.1c are
formulated based on experimental findings on hydrous iridium[12, 74, 81, 87, 88], the mechanism in
Figure 3.1d is widely used in DFT calculations of the OER on metal and oxide catalysts, e.g., on
rutile IrO2

[17, 44, 84].
Since the output of a microkinetic model depends strongly on the assumed mechanism, careful
validation of the reaction mechanisms provides the basis to set up the model successfully. There-
fore, an evaluation is done by comparing the mechanisms with four major experimental findings.

25



3 Identification of the OER Mechanism on hydrous Iridium

Ir(III)

Ir(IV)

Ir(V)Ir(VI)

a) Ir(III)
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Ir(V)

b) Ir(III)

Ir(IV)

Ir(V)Ir(VI)

c) d)

Ir(VII) Ir(IV)

Ir(V)Ir(VI)

Figure 3.1: Mechanisms proposed for surface oxidation reaction steps and OER for hydrous Ir by a) Kötz et al.[74], b)
Cherevko et al.[12], Minguzzi et al.[81] and Steegstra et al.[87], c) Kasian et al.[88], and d) for rutile IrO2 by
Rossmeisl et al.[17] and Klyukin et al.[84]

(i) CV results from the literature[12, 70, 74, 75] and own experiments (see section 3.3.1) exhibit at
least two distinct electron transfer reactions in addition to the exponential onset of the OER. This
requires a minimum of three distinguishable electrochemical reactions to be present in the overall
mechanism. (ii) In situ XPS and XAS studies[74, 80, 81] imply oxidation states ranging from +III
up to at least +VI. Additionally, XAS findings[81] state the occurrence of a reduced oxidation
state +III even at high potentials of approximately 1.6 V. (iii) XPS measurements[74, 83] reveal
an increasing amount of covalent oxygen bindings with increasing potential. Iridium hydroxide
bonds are present at several potentials and even in the OER region. (iv) Atom probe tomography
detected the material composition to contain IrO and OH with a ratio of roughly 1:1.[67] Accord-
ing to these results, the hydrous Ir consists of the species IrO(OH) initially.
In the following, reaction mechanisms are formulated that take the various theories and findings
into consideration. As the experimental and DFT-derived mechanisms deviate significantly, it is
useful to evaluate and compare both concepts. Firstly, a reaction mechanism is set up inspired
by the DFT studies on rutile IrO2 that takes into account the findings (i) to (iv). All reactions
are adapted accordingly, but instead of Ir(IV) ≡ IrO2, the initial species is defined as Ir(III) ≡
IrO(OH), the hydrous Ir in Figure 3.2a. Species with oxidation states of +III are oxidized step-
wise up to +VII or +V and reduced back to +III, while oxygen is released as a single site or a
dual site step. Herewith, one is able to formulate a first mechanism (M1) which can be described
by eight reaction steps in equations 3.1 to 3.8 and is closely related to the mechanism widely
used in DFT calculations for several oxides in Figure 3.1d.
Additionally, to respect the studies that experimentally derived the OER mechanisms in Figures
3.1a to 3.1c, a second mechanism was taken into account for the kinetic modeling. The mecha-
nism in Figure 3.1a contradicts finding (iii) since the reduced +III oxidation state is not present in
the OER circle. Mechanism Figure 3.1b contains only two electrochemical steps and, therefore,
might be able to describe the OER but not the potential range prior to the OER completely. In
principle, the mechanism in Figure 3.1c is a combination of the two previous ones and, thus, is in
line with all major experimental findings. Therefore, the mechanism is written down by Kasian
et al.[67] is chosen as the second evaluated mechanism (M2). It is displayed in Figure 3.2b and
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can be described by six reactions in equations 3.9 to 3.14.
Since H2O adsorption on oxides was found to be energetically favorable,[44, 45] it is implemented
as an individual chemical step, decoupled from further electrocatalytic PCET. Both mechanisms,
M1 and M2, are visualized in 3.2, starting with the initial hydrous iridium species Ir(III) ≡
IrO(OH) found by atom probe tomography. They provide a sound basis for formulating the
kinetic models presented in the following.

Mechanism M1 Mechanism M2

Ir(VII)

Ir(III)

Ir(IV)

Ir(V)

Ir(VI)

H2O

H2O

H+ + e–

H+ + e–

O2

½ O2

Ir(III)⋅H2O

H+ + e–

H+ + e–

Ir(V)⋅H2O

a)
Ir(III)

Ir(IV)

Ir(V)Ir(VI)

H2O

H+ + e–

H+ + e–

½ O2

½ O2

Ir(IV)⋅H2O

H+ + e–

b)

Figure 3.2: a) Visualization of the reaction mechanism M1 based on assumptions published for DFT calculations on
several oxides. b) Scheme of mechanism M2, derived by Kasian et al.[88], based on experimental results of
hydrous iridium.

Mechanisms M1 and M2 are converted into a form consisting of active catalyst sites, denoted
with *, on which single surface species can adsorb, desorb and react. This enables microkinetic
modeling and balancing of the species.
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3 Identification of the OER Mechanism on hydrous Iridium

Mechanism M1
* ≡ IrO(OH) ≡ Ir(III)

∗+H2O
r1−⇀↽− ∗H2O (3.1)

∗H2O
r2−⇀↽− ∗OH+H++ e− (3.2)

∗OH
r3−⇀↽− ∗O+H++ e− (3.3)

∗O+H2O
r4−⇀↽− ∗OH2O (3.4)

∗OH2O
r5−⇀↽− ∗OOH+H++ e− (3.5)

∗OOH
r6−⇀↽− ∗OO+H++ e− (3.6)

2 ∗O
r7−→ 2 ∗+O2 (3.7)

∗OO
r8−→ ∗+O2 (3.8)

Mechanism M2
* ≡ IrO(O) ≡ Ir(IV)

∗H
r1−⇀↽− ∗+H++ e− (3.9)

∗+H2O
r2−⇀↽− ∗H2O (3.10)

∗H2O
r3−⇀↽− ∗OH+H++ e− (3.11)

∗OH
r4−⇀↽− ∗O+H++ e− (3.12)

2 ∗O
r5−→ 2 ∗+O2 (3.13)

2 ∗OH
r6−→ 2 ∗H+O2 (3.14)

3.2.3 Microkinetic Model Equations

The reaction kinetics modeling of mechanisms M1 and M2 is methodically inspired by previous
studies [28, 32, 89, 90] and based on the rate equation 2.18 for chemically and electrochemically
driven reactions. The derivation of the equation is given in section 2.4, and the rate equations for
the single reaction steps are written out in [3].
Forward r+i and backward r−i rates are calculated separately, by using parameters for the re-
action rate constants k+i and k−i given in equation 2.6 instead of free energy parameters. The
activities a j of the electrolyte species j ∈ Ωel = {H+, H2O, O2}, surface coverages θ j for the
species j ∈ Ωsur {*, *H, *H2O, *OH, *O, *OH2O, *OOH, *OO} and further parameters as ex-
plained in chapter 2 are employed for the simulations. Adsorption functions f+ and f− account
for non-idealities of adsorption processes that affect the kinetics. The electrode coverage θ j of
surface-bound intermediates j is taken into account, and since for hydrous iridium, the broadened
peak behavior[87] implies surface coverage dependent adsorption energies with species interac-
tion, a van der Waals adsorption isotherm is assumed[55, 91, 92]. This considers an areal spacing of
surface sites and the interaction of adsorbed species[55]. For an in-depth discussion, see section
3.3.2. The adaptation of this adsorption behavior into the reaction equations, which was done
in an analogous manner for Frumkin/Temkin adsorption,[93, 94] results in the functions f± given
in equation 2.21. For parameterization, the unit-less interaction factor g =−∆Gint

kBT was used as a
relative measure of the interaction free energy.
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3.2 Methods

The dynamic behavior during a CV is arising by the single potential dependent de- and adsorption
processes, which trigger the change in surface coverage θ j ∈ [0, 1] of the intermediate species
over time t. In order to account for this, the equation 2.22 for the species balance, equation 2.23
for the dynamic charge balance and equation 2.24 for the dynamically applied potential are used.
The formal mean oxidation state OSm is calculated by summing up the coverage weighted oxi-
dation states of all assumed species j:

OSm = ∑
j
(θ j ·OS j) , ∀ j ∈ Ωsur (3.15)

3.2.4 Simulation and Model Parameter Identification

The electrochemical model equations were implemented in MATLAB, and the respective set of
ordinary differential equations was solved using the ode23s algorithm with a given set of kinetic
parameters over time. Simulations were performed by applying a constant input potential rate
within the same voltage range as in the experiment.
Parameterization of the model equations is done based on values directly gained from experi-
ments and by optimizing the model output on experimental CV curves. Easily accessible param-
eters such as temperature T = 298.15 K and the geometrical electrode area A = 0.1963 cm2 are
inserted directly in the model. The electrolyte resistance R = 19 Ω was gained by measuring with
EIS and quantifying the real component at a high frequency of 105 Hz. A constant double-layer
capacitance of Cdl = 25 µF cm-2 is assumed following experimental findings in the literature[95].
The activities of liquid species at the interface are assumed to be equalized with their respective
bulk values due to fast transport. In addition, their concentrations in the electrolyte are very high
compared to consumption and production, so the steady-state assumption is plausible. There-
fore, relevant electrolyte activities are set to a constant value of aH2O = 1 and aH+ = cH+/c0 = 0.1
with the standard concentration c0 = 1 mol L-1 to replicate the experimental specifications of the
0.1 M aqueous solution. Proton activity, reported with values of 0.078 [96] and 0.132 [97], might
deviate from the assumed value and, thus, influence the parameterized kinetic rate constants of
the protonation steps. The constants correlate linearly and perfectly negatively with a possible
deviation in proton activity as one proton is transferred at each step. Nevertheless, further results,
such as reaction rates and coverages, are unaffected. Standard Gibbs free reaction energy values
are as well unaffected due to the correction with respect to electrochemical standard conditions.
The kinetic rate constants of the oxygen adsorption steps for M1 k−7 and k−8 and for M2 k−5

and k−6 are set to zero since the oxygen evolution is assumed to be irreversible due to its high
reaction energies. The remaining rate constant values ki, the dimensionless adsorption parameter
g j, and the density of active sites ρ are identified with an optimization algorithm using the third
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3 Identification of the OER Mechanism on hydrous Iridium

experimental CV curve at dEext/dt = 200 mV s-1. This scan rate was chosen as it gives well-
pronounced and clearly distinguishable features in the experimental data (see section 3.3.1). The
algorithm modifies all parameters successively by a defined value ±m in case the variation re-
sults in a decrease of the root mean square error (rmse) in equation 3.16. This procedure was
repeatedly performed until the error reached its minimum and iterated for several modification
values m ∈ {10−1, 10−2, 10−3, 10−4} for g j, 10m for k±i and 100.1·m for ρ .

rmse =

√
1
N ∑

n
( j− jexp)2 (3.16)

Since the amount of kinetic parameters is very high, the algorithm for parameter identification
uses a two-step procedure. First, the rate constants and adsorption coefficients of reactions i ∈
{1, 2} for M1 and reaction i ∈ {1} for M2 as well as the density of active sites were identified
by minimizing the rmse in the potential range 0.45 < Eext < 1.1 V. This is applicable since the
reactions are assumed to occur in this region and be responsible for the observed current peaks.
Hence, its parameters are sensitive in this potential region. In a second step, the rest of the rate
constants and adsorption coefficients of reactions i ∈ {3, 4, 5, 6, 7, 8} for M1 and reaction i ∈
{2, 3, 4, 5, 6} for M2 were identified by minimizing the rmse at potentials E > 1.3 V. With this
procedure a set of parameters was obtained, which is able to describe the experimental data at
dEext/dt = 200 mV s-1 with sufficient low rmse.

3.3 Results and Discussion

In the following, firstly, the experimentally recorded CV curves are discussed, and the character-
istic features are highlighted. Then, the results of the parameterization processes will be given
and explained. Simulation results and the quantification of microkinetic insights, such as reac-
tion rates and coverage of intermediate species, are described and discussed. At the end of this
section, the thermodynamic parameters from the simulations are deduced and compared with the
literature.

3.3.1 Experimental Results

Cyclic voltammograms on hydrous Ir films were recorded in the potential range between E = 0.35
and 1.6 V vs RHE in 0.1 M H2SO4. The results for each third cycle are given in Figure 3.3. They
exhibit four features in current (A0, A1, A2, and OER) that arise from different electrocatalytic
processes: (i) the first anodic peak A0 at E = 0.6 V is related to the oxidation of the underlying
metallic bulk Ir.[95] (ii) Hydrous film oxidation from Ir(III) to Ir(IV) via a PCET step results in the
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Figure 3.3: Experimentally recorded cyclic voltammograms of hydrous Ir in 0.1 M H2SO4 for various scan rates. The
third cycle is displayed respectively. Characteristic features A0, A1, A2, and OER are marked.

broadened peak A1 with an anodic maximum at approximately E = 0.95 V.[74, 98] (iii) A further
PCET, resulting in a change of oxidation state from Ir(IV) to Ir(V)[74, 81], takes place at E = 1.4
V and is seen in the feature A2 prior to (iv) the OER, which is identified with the exponential
increase in current at E = 1.5 V. Sufficient peak separation and the correlation with a change
in oxidation state by one of each of the features A1 and A2 are observed. This allows for the
conclusion that the present features are not linked to differently oriented surfaces. The results
are, therefore, in agreement with the widely accepted assumption of a porous and amorphous
structured material.[67, 99] As can be seen, the different scan rates do not cause a qualitative
change in the spectrum; all peaks are still visible in the same potential area. The most pronounced
peaks are obtained at 200 mV s-1. The analysis of electrochemical impedance spectra at open
circuit potential and high frequency of f = 105 Hz reveals an electrolyte resistance of R = 19
Ω. There is no impact or limitation due to diffusion in the electrolyte since the rotation of the
electrode shows no significant change in current density over the full CV potential range.

3.3.2 Analysis of Adsorption Isotherms

In this section, a brief description is given of the adsorption function taken into account in the
model. There are several common adsorption isotherms, so the first step is to evaluate which one
describes the present electrocatalytic system best. Therefore, three isotherms are selected from
the literature, which are based on the work of Langmuir[58], Temkin/Frumkin [56], and van der
Waals/Hill-de Boer[91, 92]. The theory and derivation are given in the literature in detail[55] and
briefly summarized in chapter 2. While Langmuir adsorption is restricted to the total number
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3 Identification of the OER Mechanism on hydrous Iridium

of adsorption sites, Frumkin adsorption takes into account the interaction of adsorbed species
and van der Waals, additionally, the area occupied by each species. We follow up here on the
equations derived in section 2.4.1. The conversion of the equation into a form, which takes
forward and backward adsorption into account, is done following the work of Laviron[93], who
conducted this explicitly for Frumkin adsorption. The implementation of the kinetic equations
used in the model (equation 2.18) was deduced from the work of Vidaković[94] and derived in
detail in chapter 2. This gives the adsorption functions of a forward f+ and backward f− reaction
for each respective adsorption process with the surface coverages θ and the symmetry factor β :

f±, Langmuir = 1 (3.17)

f±, Frumkin = exp

(
β

[
∏

j
(g jθ j)

ν±i j −∏
j
(g jθ j)

ν∓i j

])
(3.18)

f±, Hill-de Boer = exp

(
β

[
∏

j
(g jθ j)

ν±i j −∏
j
(g jθ j)

ν∓i j +∏
j

θ
ν±i j
j

θ
ν∓i j
j

−∏
j

θ
ν∓i j
j

θ
ν±i j
j

])
(3.19)

To evaluate which of the adsorption terms describes the electrocatalytic system best, a single
electron PCET step of a reduced to an oxidized adsorbed species (Red

r−⇀↽− Ox + e-) is assumed.
The reaction is implemented and simulated as described in section 3.2.3. The parameters are
optimized onto the feature A1 (0.6 < E < 1.1 V) of the experimental data shown in Figure 3.3.

Table 3.1: Parameter values were identified with the assumption of different adsorption types.

Adsorption type k+ k- gRed gOx ρ rmse

mol m-2 s-1 - mol m-2 mA cm-2

Langmuir 1.0 ·10−9 4.0 ·109 - - 1.6 ·10−4 6.2

Frumkin 5.2 ·10−10 2.0 ·109 4.7 4.8 3.4 ·10−4 2.0

van der Waals 1.6 ·10−10 7.7 ·108 3.3 3.5 5.0 ·10−4 0.9

The simulation results of modeling several adsorption isotherms in comparison with experimen-
tal data in the range 0.4 < E < 1.4 V are shown in Figure 3.4. Quantifications of best optimization
results gain rmse values of 6.2, 2.0, and 0.9 mA cm-2 for Langmuir, Frumkin/Temkin, and van
der Waals adsorption, respectively. Langmuir fails to describe the experimentally observed broad
adsorption peak, as it assumes a surface coverage-independent adsorption energy and thus leads
to a narrow peak. This is in agreement with studies reporting that the broad adsorption peak in
the CV data can not be explained by Langmuir adsorption [12, 87]. Temkin shows a broader peak
as the adsorption energy depends already on coverage, but it is not in line with the experimental
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Figure 3.4: Simulation of Langmuir, Frumkin/Temkin, and van der Waals adsorption currents of a PCET reaction in
comparison to experimental data. Kinetic parameters (k+, k−, gRed, gOx, and ρ are identified in order to gain
the lowest rmse values (equation 3.16) for each of the simulations separately.

data at potentials E < 0.8 V and E > 1.1 V. In best agreement is the kinetic simulation using
van der Waals adsorption as it fits the data over a wide potential range with low rmse value.
With these results, it is concluded that van der Waals, also known as Hill-de Boer, adsorption
is present at the electrode-electrolyte interface. This is plausible as its theoretical derivation is
based on two major assumptions [55], which are both in agreement with the studied electrode
system: the defined areal spacing and the interaction of adsorbed species. Hence, Hill-de Boer
adsorption f = fHill-de Boer is used in the model equation 2.21.

3.3.3 Model Parameters

As explained above, several model parameters are gained from experiments via model-based
identification with a potential rate input of dE/dt = 200 mV s-1. CV simulations using the iden-
tified parameter set for M1 and the parameter set for M2 are in good agreement with the exper-
imental data, as they reproduce the main features observed in the experiment shown in Figures
3.5a and 3.5b. Firstly, the simulation with a scan rate of 200 mV s-1 is discussed. The rmse values
of the first adsorption process A1 (0.75 ≤ E ≤ 1.1 V) equals 0.14 mA cm-2 for M1 and 0.13 mA
cm-2 for M2 and display high accuracy. At the second adsorption peak A2 and OER (1.3 V ≤ E),
the respective values for both mechanisms 0.31 (M1) and 0.41 (M2) mA cm-2 are slightly higher.
Major discrepancies are visible at E < 0.7 V and 1.1 < E < 1.3 V leading to rmse values of 0.27
(M1) and 0.37 mA cm-2 (M2) for the full CV. The features in the low potential region around
and below A0 are known to correlate with the reduction of the bulk metallic Ir.[95] This process
is not considered in the model, leading thus to the discrepancy at E < 0.7 V. The second potential
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Figure 3.5: Simulated CV curves resulting from the parameter identification process at a potential rate of 200 mV s-1

of a) mechanism M1 and b) mechanism M2, in comparison to the third cycle of the experimental results.
Using the identified parameters at 200 mV s-1, simulation of CV curves at different potential rates dE/dt =
{200, 100, 50, 20, 10} mV s-1 of c) mechanism M1 and d) mechanism M2 are conducted (line) and plotted
with the respective experimental data (dashed line).

region (1.1 < E < 1.3 V) might cover either a non-faradaic influence or an additional adsorption
process. The model fails to reproduce this feature, and, to the best of my knowledge, neither does
any experimental report have an explanation for the behavior observed in this region. Regardless,
the discrepancy is comparably small. Both models are also similarly able to reproduce the exper-
imental CV features when changing the scan rate shown in Figures 3.5c and 3.5d. Overall it is
concluded that both mechanisms can reproduce the dynamic experimental electrochemical data
very well at different potential rates. Thus discrimination needs additional analysis, as discussed
in section 3.3.4.
In the following, the identified parameters for the mechanisms M1 and M2 listed in Table 3.2 are
discussed. The obtained density of accessible and active sites is roughly two orders of magni-
tude higher compared to the value reported in the literature for a (110) oriented surface of IrO2
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Table 3.2: Parameter values were identified from the CV curves with mechanisms M1 and M2.

Mechanism M1 Mechanism M2

index k+i k-i gj ρ k+i k-i gj ρ

mol m-2 s-1 - mol m-2 mol m-2 s-1 - mol m-2

1 1.0 ·10−5 6.3 ·10−28 0.9 4.6 ·10−4 9.4 ·10−12 1.1 ·106 3.9 5.0 ·10−4

2 1.0 ·10−11 7.1 ·105 3.6 1.9 ·10−4 1.3 ·102 4.0

3 1.3 ·10−14 1.5 ·1012 3.6 1.4 ·10−13 2.7 ·1011 6.5

4 1.0 ·10−13 1.9 ·108 0.3 2.0 ·10−16 3.7 ·1013 1.2

5 7.8 ·10−15 8.8 ·1013 0.1 1.0 ·100 0.0

6 1.6 ·10−12 1.8 ·1015 0.3 2.4 ·10−6 0.0

7 7.8 ·10−12 0.0

8 4.4 0.0

ρIrO2(110) = 8.3 · 10−6 mol m-2.[100] The value is plausible as hydrous Ir forms multiple electro-
chemically active layers during the cyclic treatment [75] prior to the measurement. Although the
three-dimensional film is continuously growing with each cycle and with this the number of ac-
tive sites, the changes during one cycle are rather small. With respect to a preceding study[101],
the thickness of the experimentally produced film is estimated to be 3.7 nm after 100 cycles.
This results in a volumetric density of active sites in the film of 0.13 mol cm-3. Further, it was
found that the adsorption parameter g does influence the van der Waals adsorption terms quite
significantly. In some reactions ri (M1: i ∈ {2, 3}; M2: i ∈ {1, 2, 3}), high g values lead to
flattened but broader faradaic current peaks A1 and A2 in the potential region prior to the OER
onset. As shown in section 3.3.2, neither Langmuir nor Volmer adsorption allows for a broad
peak. Thus, the assumption of a van der Waals isotherm seems to be justified, including the un-
derlying assumption of the areal spacing of surface sites and the interaction of adsorbed species.
Kinetic rate constants k of the electrochemical deprotonation steps follow a clear tendency: for-
ward reaction rate constants are lower by more than 20 times the order of magnitude compared
to their backward counterparts. This is plausible due to the fact that potential is given versus re-
versible hydrogen reference electrode and not to the equilibrium potential of each process. As the
reaction rates of the chemical reactions are rather independent of the electrochemical potential,
consequently, the respective rate constants deviate from this trend. The impact of the parameter
values on the microkinetics and a detailed discussion about the reaction rates, the coverages, and
the thermodynamics of the system is given in the following sections for both mechanisms M1
and M2 separately.
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3.3.4 Microkinetic Insights of Mechanism M1
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Figure 3.6: Simulation results of mechanism M1. a) Coverage of intermediate surface species with dynamically upwards
(bold lines) and downwards (dotted lines) sweeping potential on the left axis. The mean iridium oxidation
state value is indicated by the bold black line with respect to the right axis. b) Effective reaction rates during
the forward scan of the CV.

Figure 3.6a shows the surface coverages, and Figure 3.6b the reaction rates calculated for mech-
anism M1. The first and second PCET steps, i.e. the oxidation resulting in adsorbed species
*OH and *O, dominate the pre-OER potential region. Both can be assigned to define the respec-
tive current peaks A1 and A2 reaching effective reaction rates ri = r+i − r−i of r2 = 0.19 and
r3 = 0.24 mmol m-2 s-1. In this region, all other reactions are slow, with effective rates below
0.05 mmol m-2 s-1. At potentials E > 1.5 V, O2 is predominantly forming via the single site
pathway (∗OO

r8−→ ∗+O2). The effective oxygen production rate reaches its maximum of r8 =
0.36 mmol m-2 s-1 at the highest simulated potential. Production rate via the dual site reaction
pathway 2 ∗O

r7−→ 2 ∗+O2, in which two oxygen atoms from neighboring sites form one oxygen
molecule as assumed in the reaction step 7 is calculated to r7 < 0.29 ·10−6 mmol m-2 s-1 and thus
multiple orders of magnitude slower. Whereas during lower potentials prior to the OER, rates of
reactions occur individually, the increase in potential in the OER region comes with an increase
in multiple reaction rates. This is clearly visible in the inset of Figure 3.6b. Except for the dual
site step, all other reactions in the cycle converge to the same curve, which allows a continuous
oxygen evolution under the participation of all oxidation states. In the potential range from 0.4
< E < 1.2 V, reaction ∗H2O

r2−⇀↽− ∗OH+H++ e− is predominant, which results in a high amount
of present ∗OH ≡ Ir(IV) of 25.1 %. At higher potentials above 1.2 V, the second deprotonation
reaction rate ∗OH

r3−⇀↽− ∗O+H++ e− increases significantly and produces a considerable amount
of adsorbed ∗O. This is additionally supported by the fact that chemical H2O adsorption via step
∗O+H2O

r4−⇀↽− ∗OH2O is balanced heavily towards the side of the educt. The resulting availability
of ∗O gives rise to r7 and the OER. The minor extent of the oxygen production via this pathway
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might be explained by high activation barriers, as there are two sites involved. At potentials
above 1.45 V, the rate of this dual-site pathway rapidly decreases because the competing path-
way, including the steps r4, r5, r6, and r8, becomes favorable. The inset of Figure 3.6b shows
that all four reaction rates converge and ascend exponentially. The increase in potential acceler-
ates especially the effective rates of both deprotonation steps ∗OH2O

r5−⇀↽− ∗OOH+H++ e− and
∗OOH

r6−⇀↽− ∗OO+H++ e−. In consequence, the chemical adsorption rate r4 follows to compen-
sate for the depletion of ∗OH2O, and oxygen is chemically evolving with a rate r8 directly linked
to the amount of produced ∗OO.
Regardless of the increase in reactions r4, r5, r6, and r8, ∗O ≡ Ir(V) remains the major available
intermediate species and covers 63.4 % of the surface sites. This is explained only by a limitation
of the overall cyclic process by the chemical H2O adsorption r4. H2O adsorption, therefore, is a
crucial step. This becomes additionally visible in the slight increase in the number of free surface
sites * at potentials above 1.5 V up to a total amount of 7.0 % at 1.55 V. In Figure 3.6a, slow H2O
adsorption r1 forces the first deprotonation reaction rate r2 to undercut the single site OER rate
r8. As r1 tends to converge with r8 from below and the reduced intermediate species ∗ ≡ Ir(III)
is produced, this H2O step is limiting at high potentials.
Overall, for mechanism M1, one can conclude that the definition of the rate-determining step
becomes challenging in the dynamic context. An accumulation of three species Ir(III), Ir(IV),
and Ir(V) is occurring at the high potentials E > 1.5 V relevant for electrolysis. This is a clear
sign that the subsequent reactions r1, r4, and r5, which use these species as reactants, are slow
and define the overall turnover.

3.3.5 Microkinetic Insights of Mechanism M2

For mechanism M2, surface coverages and reaction rates are shown in Figures 3.7a and 3.7b,
respectively. In analogon to mechanism M1, there are distinct regions in the pre-OER potential
region in which one or two reactions are dominant. At potentials below 1.2 V, deprotonation via
reaction ∗H

r1−⇀↽− ∗+H++ e− describes the feature A1, and the slow H2O adsorption leads to an

accumulation of ∗≡ IrO2 ≡ Ir(IV) species. Above 1.2 V, H2O adsorption ∗+H2O
r2−⇀↽− ∗H2O and

the deprotonation ∗H2O
r3−⇀↽− ∗OH+H+ + e− increase significantly and are the major observed

reactions. Hence, the amount of present ∗OH ≡ Ir(V) rises with higher potentials and enables
oxygen to evolve chemically via the dual site pathway 2 ∗OH

r5−→ 2 ∗H+O2. The oxygen evolution
via this pathway reaches its highest rate of r5 < 0.25 mmol m-2 s-1 at the highest simulated
potential. The second OER pathway 2 ∗O

r6−→ 2 ∗+O2 becomes dominant at potentials above 1.52
V since potential-driven deprotonation ∗OH

r4−⇀↽− ∗O+H++ e− provides a sufficient amount of
∗O ≡ Ir(VI). Both rates r4 and r6 converge at the highest potential at a value of 0.43 mmol m-2 s-1

and are comparably faster than r5. At OER potentials, each of the processes of H2O adsorption r2
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Figure 3.7: Simulation results of mechanism M2. a) Coverage of intermediate surface species with dynamically upwards
(bold lines) and downwards (dotted lines) sweeping potential on the left axis. The mean iridium oxidation
state value is indicated by the bold black line with respect to the right axis. b) Effective reaction rates during
the forward scan of the CV.

and deprotonation r3 equal the total oxygen evolution rate, i.e., the sum of both oxygen evolving
steps r5 and r6. Since species ∗≡ Ir(IV) accumulates and covers 45.0 % of the surface sites, even
at high potentials, the H2O adsorption step is mainly limiting both OER pathways. Additionally,
both oxygen evolution pathways are determined by the chemical desorption of oxygen r5 and r6,
since they converge from below and both of the reactants Ir(V) and Ir(VI) are present with quite
a high amount of 35.5 % and 9.8 %, respectively.
In conclusion, the oxygen evolution in mechanism M2 is, as well as in mechanism M1, limited
due to H2O adsorption and due to the dual site desorption of oxygen. An accumulation of three
species, Ir(IV), Ir(V), and Ir(VI), is occurring, and the respective subsequent reactions r2, r3, and
r6 define the overall turnover.

3.3.6 Surface Coverage of Intermediate Species and
Oxidation States

With the change in the intermediate states over the whole potential range, the mean oxidation
state increases monotonously from +3 to approximately +4.7. The ascending trend matches X-
ray spectroscopy results at the Ir L1 and L3 edges[80, 81] quite well. At an OER potential of 1.6 V
vs RHE, the surface species Ir(V) covers 63.4 % and 35.5 % of the surface for the mechanisms
M1 and M2, respectively, which also is found to be present experimentally by X-ray spectroscopy
measurements[81]. Ir(IV) covers 25.1 % (M1) and 45.0 % (M2). Interestingly, in mechanism
M1 the fraction of the reduced species Ir(III) increases with high potentials, starting from its
minimum of 0.01 % at 1.35 V vs RHE to a coverage of 7.0 % at the highest simulated potential.
This species arises due to a limitation of the non-electrochemically driven adsorption reaction
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of H2O, as discussed above. A reported analysis of X-ray spectroscopy results matches these
findings as it suggests the presence of a species with a low oxidation state of +3.3±0.2[81]. In
contrast, the simulation of mechanism M2 exhibits Ir(III) to decrease strictly monotonic to a
value of 2.7 % at OER potentials.
Thus, one may conclude the following: both mechanisms strongly differ in the adsorbed species
and oxidation states, and only M1 shows some more reduced species at very high potentials.
Further, M1 matches and also explains experimental findings of low oxidation states at high
potentials. They are attributed to a slow water adsorption process. This suggests that the theory-
derived mechanism, M1, seems to be the more likely mechanism and that accelerating OER
requires better water adsorption at the catalyst.

3.3.7 Thermodynamic Analysis

The presented microkinetic models use the transition state theory. This allows the calculation of
thermodynamic Gibbs free reaction energies ∆Gr right away from the simulation results for each
reaction i:

∆Gr,i =−kBT · ln
(

k+i

k−i

)
(3.20)

In the experimental setup, the reversible hydrogen electrode serves as a reference at pH ≈ 1.
In consequence, all parameters are identified with respect to this special condition. in order to
allow appropriate comparability with other studies, the energy value is corrected with respect
to the generally accepted electrochemical standard conditions. This is conducted by using the
following equation:

∆G0
r,i = ∆Gr,i + kBT · ln(aH+) (3.21)

The results of the PCET and H2O adsorption steps are given in Figure 3.8a for mechanism M1
and Figure 3.8b for mechanism M2. Additionally, the standard Gibbs free energy of 1.23 eV of
the overall oxygen formation is represented by the dotted line. In M1 the overall catalytic process
is limited mainly by the highest energy value, which is ∆G0

r,5 = 1.60 eV. Step 6 follows without
further thermodynamic limitation since ∆G0

r,6 < ∆G0
r,5. Values gained for the electrochemical

steps in mechanism M1 are qualitatively in good agreement with DFT-based calculations for ru-
tile (110) IrO2 surface[84]. This suggests the hydrous iridium mechanism M1 to be related to
IrO2 DFT results not only from a mechanistic point of view but as well backed by the thermo-
dynamic analysis. In M2, the most unfavorable and, hence, limiting step is ∆G0

r,4 = 1.67 eV. No
comparable values are found in the literature for M2.
Specific H2O adsorption energies are calculated to ∆G0

r,1 = -135.4 kJ mol-1 at Ir(III) and ∆G0
r,4
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Figure 3.8: Gibbs free energy for the electrochemical deprotonation reactions (green) and H2O adsorption steps (light
blue) at the hydrous Ir surface under electrochemical standard conditions for a) mechanism M1 and b) mech-
anism M2.

= 114.5 kJ mol-1 at Ir(V) for mechanism M1 and ∆G0
r,2 = 31.4 kJ mol-1 at Ir(IV) for mecha-

nism M2. In comparison, the calculation for (110) and (011) surfaces of rutile IrO2 by ab initio
molecular dynamics[102] obtain energy values of ∆E(110) = -211.5 kJ mol-1 and ∆E(011) = -145.9
kJ mol-1 for dissociative H2O adsorption. This shows for ∆G0

r,1 of M1 good agreement with ab
initio results.
Only taking the thermodynamics into account reveals a simplified description: the energy val-
ues are directly correlated to the potentials, above which the oxidation product of the respec-
tive reaction is energetically favorable. Thermodynamic energies are widely gained ab initio
with DFT[17, 84] and used to calculate CV curves with the generalized computational electrode
method[103]. But since the OER is a highly dynamic reaction cycle, an analysis purely based on
energy values might be oversimplified. The energy diagram of mechanism M1 claims the for-
mation of Ir(VI) via reaction r5 to be energetically favorable at potentials higher than 1.60 V and
with this the overall OER. In contrast, the results of the kinetic study suggest Ir(V), Ir(IV), and
Ir(III) be present in descending order and give evidence that oxygen is already produced. Such
details need to be taken into account while analyzing complex catalytic systems. Still, the energy
diagrams provide an outstanding way to compare DFT-based calculations with kinetic modeling.
Overall one can conclude that energy values provide an elegant way to validate microkinetic
models or compare the results with other methods, such as molecular dynamics or DFT-based
calculations. A study approach purely based on thermodynamics simplifies the occurrence of
multiple surface species and misses out on important insights regarding kinetics.
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3.4 Concluding Remarks

Within this chapter, a systematic model-assisted approach is presented to evaluate mechanistic
reaction pathways, underlying blocking species, and limiting reactions, as well as to quantify
essential microkinetic parameters based on CV. For the first time, electrocatalytic surface ad-
sorption and deprotonation steps prior to and during the OER on hydrous Ir are analyzed based
on microkinetic modeling. Two reaction mechanisms were compared: while mechanism M1 is
inspired by DFT studies and mechanism M2 is proposed based on experimental insights, both
are able to describe experimental CV data properly. However, findings of reduced Ir(III) species
at typical OER potentials and low water adsorption energy indicate clearly that only the DFT-
inspired mechanism M1 is able to describe the catalytic system to the full extent. Simulations
based on this mechanism give potential-dependent reaction rates for individual electrocatalytic
steps. Oxygen is predominantly formed via a single site pathway ∗OO

r8−→ ∗+O2. Dual site
evolution although occurring at a less oxidized Ir state is negligible. Stepwise deprotonation by
consecutive PCET processes reveals an increasing mean oxidation state ranging from +III at 0.45
V up to approximately +4.7 at 1.55 V. This goes along with the formation of higher oxidized in-
termediate states, which results in a surface covered by roughly 7 % Ir(III), 25 % Ir(IV) and 63 %
Ir(V) species at 1.55 V. During the OER, non-electrochemically driven and therefore comparably
slow H2O adsorption was found to be a crucial step in the electrocatalytic cycle. This explains
experimental findings of reduced Ir(III) species at high potentials and further, water adsorption
is also identified as a slow step at lower potentials. Furthermore, the Gibbs free energies and the
H2O adsorption energy were found to be equivalent to values calculated by DFT and ab initio
molecular dynamic simulations. By considering these findings, mechanism M1 and the presented
kinetics are able to describe all major aspects of the OER. The results suggest, that the search
for catalysts and process conditions which favor or support the adsorption of water at the surface
might be a promising subject for further investigations to increase the activity of the OER.
Besides analyzing the mechanistic details as shown in this chapter, the applied modeling method
can also provide insights into the degradation behavior of OER catalysts. This is especially rele-
vant for long term electrolyzer operation and will be covered in the following chapter 4, in which
a model based analysis of the highly stable rutile structured IrO2 is presented.
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4 Analysis of the Oxygen Evolution
Performance at Different Stages of
Iridium Oxide Degradation4

4.1 Introduction

Multiple OER catalysts have been screened over the last decade. Among them, IrO2 was found
to outperform most active transition metals and their oxides and it provides the highest stability
under harsh process conditions with strong oxidizing potentials in acidic media.[12, 13] Therefore,
it is considered a benchmark material in PEM water electrolysis.[6, 7, 41, 106] However, due to its
global scarcity, the efficient use of the material is of high interest in the scientific community.[107]

Recent research focuses on the performance of the material and the degradation behavior under
OER operation.
In a PEM cell assembly operated at 3 A cm-2, only minor overpotentials are induced by hy-
drogen mass transport (~20 mV), proton conduction resistance (~20 mV), and the ohmic losses
are reported to account for 155 mV.[6] The major loss arises due to the OER kinetics, even for
high active IrO2 quantified with an overpotential of about ~350 mV in the PEM cell assembly.[6]

An in-depth understanding of the microkinetics at the surface and the kinetically and thermo-
dynamically limiting processes is, thus, of significant interest to optimize the catalytic system.
Moreover, high operation potentials are applied to reach technically relevant conversion rates.
These provoke side reactions and processes that lead to catalyst degradation and, as a result, a
lowered activity.[108] A recently reported process that leads to a performance decrease during
operation is the formation of nano- and micro-sized oxygen bubbles in the electrolyte phase.[109]

4 Parts of this chapter have been published in the following articles:
[1] Geppert, J.; Röse, P.; Czioska, S.; Escalera-López, D.; Boubnov, A.; Saraçi, E.; Cherevko, S.; Grunwaldt, J.-D.;
Krewer, U. J. Am. Chem. Soc. 2022, 144, 13205-13217.
[104] Czioska, S.; Boubnov, A.; Escalera-López, D.; Geppert, J.; Zagalskaya, A.; Röse, P.; Saraçi, E.; Alexandrov,
V.; Krewer, U.; Cherevko, S.; Grunwaldt, J.-D. ACS Catal., 2021, 11, 10043-10057.
[105] Czioska, S.; Ehelebe, K.; Geppert, J.; Escalera-López, D.; Boubnov, A.; Saraçi, E.; Mayerhöfer, B.; Krewer,
U.; Cherevko, S.; Grunwaldt, J.-D. ChemElectroChem 2022, 9, e202200514.
Results that did not originate from the work of the author of this dissertation are marked accordingly.
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As a degradation process, the dissolution of the active IrO2 material was detected and quan-
tified using a scanning flow cell coupled downstream to an inductively coupled plasma mass
spectrometer.[12, 110] The use of operando XAS has recently proven the formation of oxygen
vacancies during the OER.[104] Interestingly, their formation led to a stabilization of crystalline
IrO2. The extent and way in which degradation affects the microkinetics of the IrO2 surface
processes is still unresolved, although it accounts for the major impact on the catalytic perfor-
mance. This demonstrates the urgent need to analyze and quantify activity-defining processes at
the catalyst surface and their degradation-related changes under operation conditions.
The electrocatalytic activity of IrO2 is explained by adsorbed intermediates that pave a ther-
modynamically efficient pathway alongside the reaction coordinate of the OER.[17, 46] Although
the free-energy values were extensively studied by DFT approaches,[44, 47] the reaction energies
and even the identified reaction that constitutes the overpotential defining step vary drastically
with the applied computational details.[111] Kinetic modeling approaches have been employed to
circumvent this issue. They rely on rate equations parameterized by Tafel slope data and DFT
results to study the energy profile and the coverage of the surface at different applied potentials
under steady-state conditions.[112, 113] Recent analyses suggest two different rate-determining
steps depending on the applied overpotential,[114] and a corresponding change in the charge is
correlated to the surface coverage of adsorbed species.[115]

Experimental studies on rutile structured IrO2, prepared by exposing it to increasing calci-
nation temperatures, widely conclude on increasing electrocatalytic stability but decreasing
activity.[77, 110] In a recent interesting work, the kinetics of the stability-related dissolution pro-
cesses was modeled with a network structure approach.[116] So far, there are no reported microki-
netic studies on the effect of degradation on the OER kinetics on rutile IrO2 itself. However, the
effect of material degradation on the OER performance is one of the most relevant issues to
address to ensure long-term stability. In general, degradation studies are rare and focus mostly
on experimentally observable values such as overpotential and current density.[117] To date, it is
still unknown which interactions of surface processes define the OER performance on IrO2, and
how they change due to operation-related degradation. In the present chapter, the novel model-
assisted microkinetic methodology is provided for the degradation analysis of electrocatalysts
using CV and employed for the first time for the degradation analysis of the important OER
benchmark catalyst. This allows to access and quantify all relevant degradation parameters, thus
enabling a holistic understanding of the OER performance.
Present state-of-the-art approaches for the model-based reaction analysis of the OER use DFT
to calculate energy values for ideal catalyst surfaces with ideal conditions, not nanoparticulated
catalysts in an electrolyte. Only a few microkinetic modeling studies on the OER on IrO2 ex-
ist, where ideal DFT values predict the microkinetics and process rates.[44, 112] In contrast, the
method presented here starts at the experiment and quantifies the kinetics and thermodynamic
energies from dynamic experimental data using a kinetic model. This ensures a realistic analysis
of the complex situation at the nanoparticulated catalyst surface of CV experiments. Analyzing
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the drift of these parameters with time due to degradation is a further natural step presented
in this chapter, which does not require bottom-up guessing of degradation mechanisms. The
methodology can, thus, be applied to analyze catalyst surfaces during OER operation over mul-
tiple hours. Herewith, not only the performance limitations are revealed, but also the effect of
catalyst degradation on the most relevant thermodynamic parameters.
The structure is as follows: After presenting the model and its parameterization using experi-
mental CV results, the energy profile alongside the OER reaction coordinate is revealed, and
the limiting surface processes on the pristine IrO2 material over a wide potential range are iden-
tified. Due to the fact that the model approach is not restricted to a particular material state,
degradation-related changes of the geometry as well as energy parameters are quantified, and
the performance losses are traced back to changes in the energies of single reaction steps. As a
result, this study provides essential new mechanistic, kinetic, and thermodynamic insights into
the OER performance at degrading IrO2.

4.2 Methods

In this section, the formulation of the OER mechanism, the microkinetic model, and the ex-
perimental methods are described. The methodology comprises the following steps: firstly, the
reaction mechanism of the surface processes is identified based on already published studies.
Based on the mechanism, rate equations for the processes at the electrode surface are formu-
lated. To reproduce experimental CV data, the reaction rates are determined for a dynamic input
signal, a cyclic potential in E(t), by balancing the coverage of all adsorbed surface species. In
addition, the resulting time-dependent current density j(t) is calculated by employing a charge
balance. To estimate the unknown kinetic energy parameters and the density of active sites,
global and local optimization algorithms are used, which identify those values that allow to best
reproduce the experimental data. The procedure is used for fresh and degraded catalysts alike.

4.2.1 The OER Mechanism on Rutile IrO2

The first step in the methodology comprises the formulation of a detailed OER mechanism on
rutile IrO2, which provides the basis for the microkinetic model. Over the last decades, multiple
OER mechanisms were used to explain the electrocatalytic formation of oxygen from water.[46]

A selection of proposed mechanisms was reported recently for iridium oxide by Naito et al.[118]

Using DFT, a four-step proton-coupled electron transfer mechanism has been proposed for OER
on IrO2

[17]: on the free Ir CUS denoted with *, adsorbed intermediates *OH, *O and *OOH
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are formed by deprotonation of either water or the adsorbed species itself. Recent DFT studies
show process limitations due to oxygen detachment and water adsorption.[44, 47] Similar limita-
tions are found with the kinetic model for OER on hydrous IrOx as described in chapter 3.[3] To
take these steps into account, the four-step proton-coupled electron-transfer mechanism of Ross-
meisl et al.[17] is complemented by elementary reaction steps on water adsorption and oxygen
detachment, which results in the assumption of three additional surface species: *OO, *H2O, and
*OH2O. For the latter species, DFT results disagree on whether it is energetically favorable for
one of the protons to adsorb on a neighboring *O site[44] or on the outermost lattice oxygen[47].
In the mechanism for the microkinetic kinetic model, a single site is assumed as further discrim-
ination does not affect the kinetics. The proposed mechanism here is given with equations 4.1 to
4.7 and consists of two water adsorption steps: equations 4.1 and 4.4, four deprotonation steps:
equations 4.2, 4.3, 4.5, and 4.6, and the oxygen detachment: equation 4.7.

∗+H2O
r1−⇀↽− ∗H2O (4.1)

∗H2O
r2−⇀↽− ∗OH+H++ e− (4.2)

∗OH
r3−⇀↽− ∗O+H++ e− (4.3)

∗O+H2O
r4−⇀↽− ∗OH2O (4.4)

∗OH2O
r5−⇀↽− ∗OOH+H++ e− (4.5)

∗OOH
r6−⇀↽− ∗OO+H++ e− (4.6)

∗OO
r7−→ ∗+O2 (4.7)

4.2.2 Microkinetic Model

In this section, the mathematical model is briefly summarized. The input function is defined as
the electrode potential E(t) in the form of equation 2.24. Reaction rates are implemented with
equation 2.18, in which a j is the activity of the electrolyte species j ∈ Ωel = {H+; H2O; O2},
and θ j is the surface coverage of adsorbed species and the free sites ∗ j ∈ Ωsur = {∗; ∗H2O; ∗OH;
∗O; ∗OH2O; ∗OOH; ∗OO}. The matrix of stoichiometric coefficients ννν = ννν+−ννν− of all species
Ω and reactions r are given in equations 4.8 and 4.9, respectively.
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ννν+ =

j ∈ Ω = {H+; H2O; O2; e−; ∗; ∗H2O; ∗OH; ∗O; ∗OH2O; ∗OOH; ∗OO}︷ ︸︸ ︷

0 1 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1


(4.8)

ννν− =



0 0 0 0 0 1 0 0 0 0 0
1 0 0 1 0 0 1 0 0 0 0
1 0 0 1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
1 0 0 1 0 0 0 0 0 1 0
1 0 0 1 0 0 0 0 0 0 1
0 0 1 0 1 0 0 0 0 0 0


(4.9)

To consider the effect of changes in the surface energy state due to areal spacing of the surface
sites and the lateral interaction energy of adsorbed species ∆Gint, j, the function of the van der
Waals isotherm, also known as the Hill-de Boer isotherm, is adapted to the model in the form of
a function f (θ), which is described in detail elsewhere[3, 55, 57] and in section 2.4 and given in
equation 2.21. The surface species balance and the charge balance by taking equation 2.22 and
equation 2.23 into account, respectively.

4.2.3 Model Parameterization

The final step in the modeling methodology contains parameterization. Experimental parameters
such as electrolyte resistance R = 18.2 Ω, electrode area A = 0.1963 cm2, the activity of elec-
trolyte species aH+ = 0.2 and aH2O = 1 and temperature T = 298.15 K can be inserted directly, as
well as the stoichiometric parameters, which are deduced from the mechanism. The symmetry
factor β = 0.5 and the pre-exponential frequency factor k0 = 343.2 s-1 are defined by the sym-
metric peak-to-peak position as described in section 2.5.
The remaining parameters, that is, the energy values, the density of active sites, and the double-
layer capacitance, need to be determined from the CV measurements. The process of model-
based parameter identification is of major importance to gain a reliable and valid model. Two
identification algorithms were combined. In the first step, the dynamic model output of one mil-
lion randomly selected sets of parameters was compared to experimental CV data by evaluating
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the rmse. The 250 sets with the best agreement were further optimized locally by minimizing the
rmse with a pattern search algorithm. Details of the overall procedure are given in appendix A.2.
For the parameterization of the processes at the degraded material, the pattern search algorithm
is employed and values of the previous modeled state are used as initial parameter values.
To avoid model overfitting by the usage of an unjustified high number of model parameters,
four main requirements are considered. First, only physical parameters are used, which are
well established in the recent literature. Second, the mechanism is chosen based on widely ac-
cepted insights in the scientific community working on the OER on IrO2 and on further materials.
Thirdly, experimental CV curves are selected to get the maximum number of characteristic fea-
tures to correlate them to kinetic steps. Fourth, the model validity is tested by predictions of
further experiments, such as dynamic CV curves with other scan rates or steady-state polariza-
tion curves.
With the described model approach, one is able to reproduce and analyze the ongoing electrocat-
alytic processes at the electrode surface, which will be discussed in detail in the result section.
Prior to this, the experimental characterization of the catalytic material is briefly introduced.

4.2.4 Experimental Characterization

The IrO2 nanoparticles used in this study were provided by the Institute for Chemical Technol-
ogy and Polymer Chemistry at KIT. They were produced by flame spray pyrolysis and have been
calcined at 600 ◦C.[104, 110] In previous publications by Escalera-López et al.[110] and Czioska
et al.[104], they have been extensively characterized by physical methods such as transmission
electron microscopy, XPS, X-ray diffraction, and operando XAS, as well as by electrochemical
methods such as CV and potential steps, whereas the dissolution was analyzed with an induc-
tively coupled plasma mass spectrometer.5

For the experimental electrochemical analysis in this study CV, EIS, and chronoamperometry
measurements are used. All electrochemical experiments were conducted with a working elec-
trode from PINE research Instrumentation Inc., which consists of a glassy carbon disc electrode
tip fixed in a PEEK shroud with an available circular area of A = 0.1963 cm2. Back-sided elec-
tric connection to a Gamry Reference 600+ potentiostat was ensured via the rotator shaft of a
RDE setup from PINE research Instrumentation Inc. Deionized water (16 MΩ cm) was used for
rinsing the PTFE cell prior to the experiments, and as a solvent to prepare the aqueous 0.1 M
H2SO4 electrolyte solution from concentrated sulfuric acid (98 %, Carl Roth). The catalyst ink
was prepared by weighing 2 mg of the IrO2 nanoparticles and adding 750 µL of deionized water,
250 µL of isopropanol, and 8.58 µL of Nafion 5 % dispersion (D-520, VWR). Further, 1.2 µL of

5 Production of the particles, X-ray diffraction and operando XAS characterization were done by S. Czioska. Trans-
mission electron microscopy, XPS and dissolution measurements were conducted by D. Escalera-López.
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1 M KOH is added to achieve a pH value of ca. 11, which is reported to homogenize particle
distribution on the electrode.[119] After ultrasonication for 10 min, 10 µL of the dispersion was
dropped onto the glassy carbon electrode, which had been mirror-polished with 0.05 µm alumina
suspension prior to drop-coating. To gain a uniform film distribution,[120] the electrode was ro-
tated at 700 rpm for 30 min during drying under atmospheric conditions. The procedure resulted
in a catalyst loading of approximately 0.1 mgcat cm-2.
For the electrochemical experiments, a Pt wire and a HydroFlex RHE from Gaskatel GmbH
served as counter and reference electrodes in the 250 mL aqueous 0.1 M H2SO4 electrolyte so-
lution, respectively. Electrochemical analysis of the pristine catalyst material was conducted by,
first, potentiostatic impedance spectroscopy at the open-circuit potential with frequencies from
f = 105 to 10-1 Hz and a perturbation amplitude of Ê = 10 mV. Second, three consecutive cyclic
voltammograms were recorded at each of the following scan rates: dE/dt = {200, 100, 50, 25,
200} mV s-1 in between potentials of E = 0.05 and 1.60 V. All potentials are given with respect
to RHE and were iR-corrected after the measurements by the electrolyte resistance R, which in
turn was gained from the impedance spectra at high frequencies at a phase angle of φ = 0◦.
Degradation of the catalyst was monitored with the following protocol: first, potentiostatic
impedance spectroscopy at the open-circuit potential was conducted as described before to mon-
itor electrolyte resistance. Next, three consecutive cyclic voltammograms with a potential scan
rate of dE/dt = 200 mV s-1 in between potentials of E = 0.05 and 1.60 V were performed, fol-
lowed by holding a constant operation potential of 1.2, 1.5, 1.55 or 1.6 V for 30 min. The
variation in operation potentials allows studying conditions at which no, low, moderate, and high
OER activity can be expected, respectively. This step was repeated 30 times, which resulted in
30 sets of CV measurements over an operating time span of roughly 15 hours for each opera-
tion potential. For better visualization, only CV curves after every 150 min and only the last of
three CV measurements of the respective set will be shown in the result section. At the end of
the degradation test, the impedance measurement was repeated to reveal possible changes in the
electrolyte resistance. The electrode was rotated at 2000 rpm during the complete protocol to en-
sure fast electrolyte transport and avoid the blockage of the catalytically active area by evolving
oxygen bubbles.
For characterization of the steady-state, polarization curves were measured under a constant
rotation of 2000 rpm. To guarantee reproducibility, the protocol consists of two subsequent se-
quences of 17 constant potential steps, where each potential is held for 120 s. The first sequence
was conducted by starting at 1.4 V and increasing by 0.025 V up to 1.8 V, and the second se-
quence was conducted by decreasing the potential after each step by 0.025 V back to 1.4 V. The
measurement was repeated three times on freshly prepared electrodes, and the current measured
at the end of each potential step was used to calculate the mean value and standard deviation over
all measurements at a certain potential.
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4.3 Results and Discussion

In this section, the experimental CV results are discussed first; then, the identified model parame-
ter values are analyzed, and the interplay of surface processes and their impact are revealed under
dynamic and steady-state conditions. In the last subsection, this analysis is extended to degraded
catalyst states, in which the impact of material degradation on the electrocatalytic performance
and parameters is explained.

4.3.1 Experimentally Observed Electrocatalytic Behavior
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Figure 4.1: Cyclic voltammograms of pristine rutile IrO2 nanoparticles in 0.1 M H2SO4 at different scan rates. The inset
shows the linear current behavior of the absolute peak maximum at around 0.8 V. All potentials are referred
to RHE and are iR-corrected.

In the following, the experimental CV curves are analyzed to identify features that correspond
to electrochemical reactions and analyze the changes in these features, which relate to catalyst
degradation. Figure 4.1 shows the third cycle of CV curves at various potential scan rates. The
iR-corrected OER overpotential is quantified to 350 mV at the lowest potential rate of 25 mV s-1

and at a current density of 4 mA cm-2 or roughly 40 mA mg-1
cat, which is similar to previously re-

ported data with minor deviations due to the particle size and geometric area.[12, 41, 121] Currents
in 0.25 < E < 1.5 V vs RHE depend linearly on the applied potential scan rate, which is exemplar-
ily shown for the maximum peak position at 0.8 V in the inset of Figure 4.1 and are, therefore,
attributed to pseudocapacitive processes. Constant current contributions at 0.25 < E < 0.5 V occur
due to the charging of the double layer. Above 0.5 V, three partially overlapping redox transitions
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are visible at roughly 0.8, 1.1, and 1.3 V, which are reported in the literature as subsequent de-
protonation steps oxidizing the Ir CUS and the adsorbed oxygen.[83, 106, 115, 122] The transition at
approximately 0.8 V is correlated to the first deprotonation step ∗H2O ⇌ ∗OH+H++ e−. This
is in good agreement with DFT calculations of this reaction on (110) IrO2, which gave reaction
free energy values of ∆Gr = 0.67 to 0.88 eV, depending on the employed revised Perdew-Burke-
Ernzerhof functionals accounting for van der Waals interactions and assuming the presence of
explicit water.[111] The broad response in current in 0.9 < E < 1.5 V covers approximately double
the amount of transferred charges of the previously discussed transition. It is thus attributed to
two deprotonation steps ∗OH ⇌ ∗O+H+ + e− and ∗OH2O ⇌ ∗OOH+H+ + e− with higher
reaction free energy values, ranging from ∆Gr = 1.21 to 1.56 eV and from ∆Gr = 1.26 to 1.68 eV,
respectively.[111] The exponential current increase at potentials E > 1.5 V implies that all species
in the circular mechanism are rapidly reacting in the forward direction, driving the formation of
molecular oxygen. In conclusion, the CV curves show four different electrochemically limited
current response features and provide a substantial data set to identify the model parameters.
This will allow us to differentiate further processes by the model-based approach, which are not
easily accessible with experiments, and to analyze their interactions and performance limitations
of the pristine IrO2.
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Figure 4.2: Changes in experimental CV curves with a scan rate of 200 mV s-1 during 15 h of OER operation at a
constant potential of 1.6 V vs RHE. The third CV curve, recorded every 150 min, is displayed with colors
changing from pristine (black) to degraded state (red); changes are indicated by arrows. The inset magnifies
the shift in anodic redox transitions.

One of the major concerns regarding the actual performance of a catalyst material is its long-
term stability. Therefore, the long-term electrochemical behavior of the IrO2 nanoparticles was
monitored by (i) applying a constant potential at which the OER occurs for 15 h in total and

51
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(ii) measuring during these 15 h cyclic voltammograms every 30 min in order to gain dynamic
current response of the steadily degrading system. The resulting CV curves in Figure 4.2 show a
strong decrease in the OER current density at the maximum applied potential of 1.6 V from 10.4
to 2.1 mA cm-2. This follows other literature reports stating that the catalytic system undergoes
strong degradation in acidic media.[123] Interestingly, at potentials below OER, a slight absolute
increase in the redox transition current is observed, alongside a shift of the anodic deprotonation
peak positions toward higher potentials (inset of Figure 4.2) and of the cathodic peak positions
toward lower potentials. Both effects, the decrease of OER current and the gradual change in the
redox transitions, are strongly dependent on the applied operation potential: experimental results
at lower operation potentials reveal significantly smaller changes and, thus, lower degradation,
as shown in Figure 4.3.
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The application of a constant operating potential for a total duration of 15 hours in the acidic
electrolyte leads to a decrease in the OER activity of the catalytic system. The dependence of
changes in the CV on the constant potential is shown in Figure 4.3 for 1.2, 1.5, 1.55, and 1.6 V.
The CV curves recorded every 150 minutes during the 15 hours constant potential protocol are
given. Only a minor absolute increase in redox transition current density and a decrease of OER
turnover frequency of 19 % is observable for the CV recorded in between an operation at a po-
tential of 1.2 V in Figure 4.3a. Both observations are even more pronounced with higher applied
potentials of 1.5 V in Figure 4.3b and 1.55 V in Figure 4.3c. This reveals a bigger loss in OER
activity with higher applied potential, as indicated by the relative OER loss in Figure 4.3d. It is
noteworthy that no decrease in the redox transition current is observed in the insets of Figures
4.3a to 4.3c, which indicates that, in this case, a loss of active material or the blockage by oxygen
bubbles can be neglected. The EIS measurements at open circuit potential prior to and after the
protocol exhibit the electrolyte resistances to vary insignificantly with values changing from R =
19.2 to 19.0 Ω, from R = 26.0 to 24.8 Ω, remaining constant at R = 20.0 Ω and changing from R
= 18.2 to 18.4 Ω at the applied potentials of 1.2, 1.5, 1.55 and 1.6 V respectively.
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Figure 4.4: Change in relative current density of the CV curves in between applying a constant potential of 1.6 V over
15 h followed by a constant potential of 1.2 V over 5 h.

This change in performance cannot be attributed to electrolyte concentration changes, as dis-
cussed in the following. The electrolyte resistance before and after all long-term measurements
remained almost constant. Therefore, a significant change in the concentration of protonic charge
carriers and, thus, pH value is disproved. Further, the local oxygen concentration gradient is held
constant due to a high electrode rotation speed of 2000 rpm. One might argue that the forma-
tion of oxygen micro-bubbles leads to a decrease in catalytic currents, as recently reported.[109]
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4 Analysis of the Oxygen Evolution Performance at Different Stages of Iridium Oxide Degradation

However, in the experiments, it is clearly shown that the absolute current of the redox transitions
does not decrease and, thus, possibly produced bubbles at high potentials are either reduced com-
pletely while applying reductive potentials prior to the third of the consecutive cyclic scans or
transported away from the electrode by the fast electrode rotation. Also, only a slight recovery
of the activity is observable in Figure 4.4 while applying a moderate constant potential of 1.2
V for 5 h after the OER operation for 15 h. Anyhow, no major blockage of active surface sites
is detectable in the CV curves. In summary, this change in dynamic current behavior due to
long-term operation is attributed exclusively due to the progressive degradation of the catalytic
material itself.
In the following section, two remaining aspects will be tackled by the model-based analysis: first,
which microkinetic processes are affected by this material degradation, and second, how to quan-
tify the change leading to this loss in activity with physically meaningful values. Beforehand,
the parameters and the simulation output of the pristine material are discussed, which reveal the
performance-limiting steps.

4.3.2 Energies and Further Model Parameters
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reactants are displayed for each of the reaction steps, that is, equations 4.1 to 4.6.

With the parameter estimation procedure described in the method section, a set of parameters
was elaborated, which allows the reproduction of the experimental CV data with extremely low
deviation (a rmse value of 0.066 mA cm-2), as seen in Figure 4.5a. All major features, the redox
transitions, and the exponential increase of the OER are reproduced. The soundness of the model
and its parameterization are further confirmed, as the simulations with the same parameter set
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can also reproduce experimental cyclic voltammograms at different scan rates: the scan rate
dependence of the cyclic voltammograms and the features matches nicely, as shown in the ap-
pendix in Figure A.4e and A.4f. This is a further clear indication that the model is not overfitted.
In addition, profile rmse analysis was conducted on the reaction free energy parameters. The
results given in appendix A.3 confirm the high parameter identifiability. The resulting energy
parameter values for the pristine catalytic system are listed in Table 4.1 and will be discussed in
the following paragraphs to give a sound analysis of the model-based findings. Further identified
parameters are the double-layer capacitance of Cdl = 19.4 F m-2 and the density of active sites of
ρ = 1.40· 10-4 mol m-2.

Table 4.1: Values for the reaction free energy, the activation free energy, and the reactant species interaction energy of
reaction steps 1 to 7 on IrO2 identified by reproducing CV with the microkinetic model.

step ∆G0
r / eV ∆Ga / eV ∆Gint / eV

1 0.11 0.15 0.18

2 0.73 0 0.10

3 1.12 0 0.11

4 0.54 0 0.13

5 1.23 0 0

6 1.58 0.04 0.03

7 -0.39 0.43 0.02

Figure 4.5b allows a comparison of the reaction free energies at electrochemical standard con-
ditions to reported values obtained by DFT. The high fluctuations in the DFT-based values are
due to different revised Perdew-Burke-Ernzerhof functionals. For all electrochemical processes,
that are, reaction steps 2, 3, 5, and 6 with respective equations 4.2, 4.3, 4.5, and 4.6, the energies
estimated by the kinetic model are in good accordance with the DFT studies.[47, 111] Also, the
reaction energy of the second water adsorption step, equation 4.4, matches the range of reported
data. Only the first water adsorption step, equation 4.1, differs roughly 1 eV from the single
available DFT-based literature value.[44] To the best of my knowledge, no further values are re-
ported to compare with, probably because the intermediate species ∗H2O was often neglected in
DFT studies as it is not electrochemically limiting. As the DFT-values for the other steps showed
strong deviations and thus reliance on a single DFT-value is not recommended, a wide range
of -3 eV up to 1 eV for this parameter is evaluated, in which a value of 0.11 eV was identified
to describe the dynamic behavior best. It is concluded that this methodology enabled indeed to
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4 Analysis of the Oxygen Evolution Performance at Different Stages of Iridium Oxide Degradation

identify the free reaction energies of the mechanism while nicely describing the dynamic behav-
ior.
Activation free energies describe the energy barriers of transition states along a reaction coor-
dinate. For all electrochemical deprotonation processes, low values of 0.04 and 0 eV, as shown
in Table 4.1, were identified, and, thus, no or marginal barriers hamper the protons to desorb.
This is in good agreement with a barrier of < 0.05 eV reported in a recent DFT study.[112] Water
adsorption steps are also found to face marginal activation energies of ∆Ga,1 = 0.15 eV or ∆Ga,4

= 0 eV. In contrast, a high activation energy ∆Ga,7 = 0.43 eV is identified for the oxygen detach-
ment process (∗OO → ∗+O2), meaning that the microkinetic reaction rate is restrained by an
additional energy barrier alongside the reaction coordinate, which is in accordance to a recently
reported DFT study.[47]

The interaction energies of adsorbed species ∆Gint are also identified with the model-based ap-
proach and are given in Table 4.1. Derived by Frumkin[56] and de Boer[55], the interaction energy
in equation 2.21 affects the adsorption process with increasing coverage of the adsorbed species.
A physically meaningful ascription is given by two independent interpretations: (i) de Boer
stated that the energy covers lateral molecular interactions, nowadays known as van der Waals
forces.[55] This explanation does hold for the studied catalytic system since permanent charges
and dipoles are involved in the adsorption process. (ii) Temkin, in contrast, accounts for a non-
uniform catalytic surface.[124] As for IrO2 nanoparticles, different surface orientations, (110),
(101), and (100), are reported by analyzing the Wulff construction;[102, 125] also, the explanation
by Temkin is applicable to this material. In a recent DFT study by Rao et al. on electrocatalyt-
ically highly related RuO2, free energies of adsorbed species occurring in the OER mechanism
were found to differ due to the different assumed facets with values ranging from 0.02 eV up
to 0.33 eV.[22] In conclusion, both reported interpretations hold for the studied catalytic system
and might influence the adsorption process. The interaction energy values were identified for the
multiple species as given in Table 4.1 and range from 0 eV for ∗OH2O to 0.18 eV for the free ac-
tive site ∗. This is in the range of values reported for the adsorption of different alcohols.[63, 126]

From a microkinetic point of view, a higher interaction energy of a reactant species increases
the reaction rate initially due to high reactant coverage but lowers the rate by the ongoing pro-
duction of the product species. This behavior leads to the broadened current response of the
electrochemical reactions shown exemplarily for a PCET step in Figure 2.4. Although the mi-
crokinetic analysis is able to quantitatively identify the interaction energies very precisely, future
research may focus on this parameter to elucidate its origin and to prospectively resolve whether
the behavior is caused by different surface facets or the impact of van der Waals interactions of
neighboring species.
The estimated specific double-layer capacitance is Cdl = 19.4 F m-2 with respect to the geomet-
rical electrode area. It is in good agreement with previously reported data.[127] The density of
active sites is quantified to ρ = 1.40·10-4 mol m-2, which corresponds to 84.2 sites per nm-2 with
respect to the geometrical electrode area. Assuming nominal particles with an iridium to oxygen
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ratio of 1:2, a percentage of 3.1 % of all iridium atoms contained in the particles serve as active
sites for electrocatalysis.
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To evaluate the electroactive surface area (ECSA), a method reported by the group of Bandarenka[128]

was applied, using their reference value for the specific adsorption capacitance of IrOx. For this
analysis, impedance spectroscopy measurements were conducted at potentials of 1.3, 1.4, 1.5,
1.55, and 1.6 V with frequencies from f = 105 to 10−1 Hz and a perturbation amplitude of E
= 10 mV. Selective results are shown in Figure 4.6a, and following Bandarenka’s publication, a
simple equivalent circuit model was used to reproduce the spectra and identify parameters.[128]

Thus, the adsorption capacitance Ca was quantified as given in Figure 4.6b. It is the only pa-
rameter correlated to the ECSA. It shows the same increasing trend with increasing potential
up to 1.6 V, as reported for IrOx.[128] To determine the ECSA from Ca, the procedure and value
of the active-area specific adsorption capacitance C′

a from the Bandarenka group are used[128].
Here, the capacitance Ca,B measured by EIS was normalized to the ECSAB of an IrOx thin film
determined by atomic force microscopy, which resulted in C′

a = Ca,B/ECSAB = 135 ± 25 µF
cm-2. This value is used to calculate the actual ECSA of the present system ECSA = Ca/C′

a = 2.7
± 0.6 cm2, which is consequently 13.7 ± 2.8 times larger than the geometrical electrode surface.
By combining this value with the model-based identified density of the active site, the actual
density value normalized to the ECSA of ρECSA = ρ ·A ·ECSA-1 = 6.2 ± 1.3 nm-2 is received.
This value can now be directly compared to reported literature values. It is in good agreement
with the reported iridium CUS density in rutile IrO2 (110) and (100) facets of 5 and 7 nm-2,
respectively.[100] The large uncertainty arises due to the quantification of the specific adsorption
capacitance from the impedance spectra.
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The above given in-depth analysis and literature comparison proves that the model-based pa-
rameter identification process applied on CV curves provides reliably estimated values of the
thermodynamic energies, the double-layer capacitance, and the density of active sites. The
physically meaningful parameters are in good overall accordance with reported data and inde-
pendently describe different aspects of the catalytic system. Thus, it is conclusively shown that
the present model is not overfitted. With this fully parameterized physicochemical model, the
interplay of reactions and surface species and the resulting impact on the performance and its
kinetic limitations will be analyzed in the following.

4.3.3 Interplay of Surface Processes and their Kinetic Impact

To gain an understanding of the relationship between electrochemical behavior, the performance
of the catalyst, and the microkinetic processes, a model-based analysis is conducted. The ad-
vantage of a parameterized microkinetic model is the possibility to analyze with it the behavior
and interactions of elementary reaction steps as well as single limitations that affect the overall
electrochemical behavior and performance at a given potential. For this purpose, CV simulations
with a scan rate of 200 mV s-1 are analyzed to provide insights into the reversible and potential-
dependent changes in reaction rates and the surface coverage of adsorbed species. The evolution
of these variables over the third full cycle is shown in Figure 4.7.
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Figure 4.7: Simulated a) effective reaction rates according to the color-coded mechanism in the inset and b) surface
coverages of adsorbed species during a cyclic voltammogram with a scan rate of 200 mV s-1. Solid and
dashed lines indicate forward and backward potential cycling directions, respectively, as indicated by the
arrows.

High reversibility of all reactions can be concluded from the similar coverage curves for forward
and backward scans and the corresponding mirrored reaction rates. Furthermore, it is clearly
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observable that at different potentials, individual reactions kinetically limit the electrocatalytic
conversion. At low potentials up to 0.9 V, water adsorption (∗+H2O ⇌ ∗H2O) and the follow-
ing deprotonation step (∗H2O ⇌ ∗OH+H++ e−) are predominant, resulting in an increase in
adsorbed ∗OH. In the potential range from 0.9 up to 1.3 V, the second deprotonation process
(∗OH ⇌ ∗O+H++e−) sets in and becomes predominant, resulting in a high amount of ∗O cov-
ering the surface’s active sites with a share of up to 60 % at ∼1.3 V. With the further increase
of the potential above 1.3 V, the amount of ∗O slightly decreases to 44 % and the amount of
∗OOH increases. As two deprotonation processes, that is, production of ∗O and of ∗OOH, occur
predominantly in the potential range from 0.9 up to 1.5 V, the experimentally observed broad-
ened current feature comprises the transferred charges of both processes. Above 1.5 V, further
reactions, including oxygen release, set in, which finally leads to an exponential rise of oxygen
evolution and, thus, the overall OER turnover frequency. The fact that ∗O only slowly decreases
and very little ∗OH2O can be observed suggests that water adsorption partially limits the OER.
This outcome is expectable as, in contrast to the electrochemical steps, which accelerate with po-
tential, chemical rates are not directly dependent on the applied potential. In addition, the fourth
deprotonation step (∗OOH ⇌ ∗OO+H++ e−) is observable to limit the overall OER electro-
chemically as its rate increases rather only slightly at a high potential of 1.5 V and, hence, it
contributes significantly to the overpotential of the OER. The limitation is also manifested in the
high coverage share of 28 % of adsorbed ∗OOH at 1.56 V. At the highest simulated potential of
1.56 V, ∗OO species accumulate and cover a share of 20 % of the surface. This indicates a third
limitation in the oxygen detachment step (∗OO → ∗+O2). It is worth mentioning that this step
is not explicitly influenced by the applied potential as no electrons are transferred; however, it is
indirectly impacted as its rate depends on the coverage of the surface with the reactant species
∗OO, which gets significantly increased with a higher potential as shown in Figure 4.7b.
From the dynamically simulated coverages of adsorbed species, the mean oxidation state of the
iridium active site is derived. Starting from the free iridium CUS ∗ ≡ Iro+δ with the nominal
oxidation state o and δ = 0, the difference δ assigns the further influence due to the adsorption
processes.[118] Therefore, for the following adsorbed species, the difference in iridium oxidation
state is given: ∗ : δ = 0, ∗H2O : δ = 0, ∗OH : δ = 1, ∗O : δ = 2, ∗OH2O : δ = 2, ∗OOH : δ =

1, ∗OO : δ = 1. The surface coverage, which corresponds to the share of surface covered by a
species or its probability to be found at the surface, is multiplied by the difference in oxidation
state. The results are shown in Figure 4.8 for direct comparison to operando XAS measure-
ments6, which were published by Czioska et al. in [105] and described in detail there. In direct
comparison to the white line peak position of the Ir L3-edge absorption spectra at constant ap-
plied potentials, simulated and experimental results correspond to two main trends: (i) For both,
an increase in the mean oxidation state with potential is observed in the range of 0.6 to 1.35 V.

6 Operando XAS measurements are conducted by S. Czioska, A. Boubnov and J. Geppert. Data analysis was done by
S. Czioska and A. Boubnov.
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Figure 4.8: Potential dependence of the simulated difference in mean oxidation state and the white line position of the
absorption edge measured by operando XAS from Czisoka et al.[105].

(ii) Both also show that at higher potentials, a maximum oxidation state is reached, after which
the oxidation state decreases. Thus, the active sites are reduced. The stepwise oxidation is ac-
companied by an increase in the mean oxidation state of Ir CUS by roughly 1.6. This trend is
confirmed by performing X-ray adsorption measurements, which result in a corresponding shift
of the absorption edge in operando X-ray absorption spectra. The connecting point between mi-
crokinetic modeling of IrO2 and operando spectroscopy is a helpful link to correlate insights and
study further catalytic materials.
An intuitive way to visualize the limitations by electrochemical and chemical steps as a func-
tion of potential is shown in the energy diagram in Figure 4.9. Such representation allows us
to easily study the changes in energy levels with respect to potential. Figure 4.9 shows that the
low activation energies of deprotonation steps facilitate the highly reversible microkinetics. The
only notable activation barrier is found to be present for the oxygen detachment step, step 7. It
leads to a limitation in the OER. At high potentials of 1.58V, besides this step, only the reaction
energies of both water adsorption steps pose an additional notable energy barrier. All three limi-
tations can be kinetically overcome by increasing the amount of the respective reactant species.
However, this is at the cost of the subsequent reactions: for example, the third deprotonation
step (∗OH2O ⇌ ∗OOH+H++e−) proceeds at a potential roughly 0.5 V higher compared to the
second deprotonation step (∗OH ⇌ ∗O+H++e−) shown in Figure 4.7a, although both reaction
energies differ only by about 0.11 eV. Here, the kinetic analysis provides further input to describe
the interactions. The scarce availability of ∗OH2O due to the sluggish water adsorption process
consequently increases the potential at which the subsequent electrochemically driven reaction
kicks in. This is particularly relevant at the highest potential of 1.58 V: Here, all electrochemical
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reactions are thermodynamically favorable, but the high amount of the reactant species ∗O and
∗OO, which are required for the two chemical steps of water adsorption and oxygen detachment,
respectively, indicates that especially these steps limit the overall OER cycle. Since no electrons
are transferred in both steps, they are not explicitly accelerated by higher applied potentials. The
reader should bear in mind that this is a dynamic scan. Whether the limitations are similar during
steady-state operation will be analyzed in the following section.

4.3.4 Polarization Behaviour

Cyclic voltammograms are inherently dynamic and do not show steady-state behavior and lim-
itations as they would occur during the practical operation of PEM water electrolyzers. Here
instead, steady-state measurements such as a polarization curve are of more help. Therefore,
the CV-parameterized model is analyzed for its steady-state performance and checked whether
it could reproduce experimental behavior and aim to analyze the underlying loss processes. This
is accomplished by comparing experimental polarization results to simulated ones, as shown in
the Tafel plot in Figure 6. The original energy parameter set from the CV simulations was taken,
and a good match was achieved between the experiment and the simulation. This proves that
the model, which was parameterized with CV curves up to 1.58 V, is not only able to reproduce
steady-state behavior in the same range but also able to predict even the steady-state currents at
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4 Analysis of the Oxygen Evolution Performance at Different Stages of Iridium Oxide Degradation

higher OER potentials such as 1.67 V. This positive outcome confirms the validity of the pre-
sented OER model and its parameters. It should be further noted that – as to be expected for such
a complex process – the simple approach of mapping the kinetics to a single Tafel slope is not
feasible: both curves show a slightly curved profile with a continuously changing slope, which
is especially visible for the simulation. Thus, there is not a single Tafel slope across the OER
operating window, neither experimentally nor in simulation. This corresponds to a recent analy-
sis of published Tafel slopes for CO2 reduction, which showed an extremely broad distribution
between ca. 30 and 200 mV dec-1.[129] It is thus highly recommended to conduct model-assisted
microkinetic analysis, as given in this work, to understand such limitations.
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Figure 4.10: a) Experimental and simulated polarization curves for technically relevant potentials and the simulated
change in elementary charge per active site. Experiments were repeated three times. b) Corresponding
surface coverages of the steady-state simulation.

The corresponding coverages of surface sites during the OER are also given in Figure 4.10 and
show interesting additional insights: the surface is mostly covered by species ∗O, ∗OOH, and
∗OO, which corresponds to slow water adsorption on ∗O, slow deprotonation of ∗OOH and slow
O2 desorption.
While most of the species remain at a rather constant amount, the share of adsorbed oxygen ∗O
continues to decrease with potential down to 37 %, and conversely, the share of the ∗OO species
increases up to 30 %. As a consequence, this replacement leads to a change in accumulated
charge in the surface species. By calculating the number of accumulated elementary charges
per active site, a logarithmic increase in the number of elementary charges per active site with
current density is found, increasing from 2.3 e at 1.47 V to 2.8 e at 1.67 V, as displayed in Figure
4.10a. This logarithmic trend was recently reported as a common relation of the OER[115], and
further confirms the validity of the microkinetic model. This model-based analysis shows clearly
that not only the potential-driven reaction (∗OOH ⇌ ∗OO+H++ e−) is limiting, but also the
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two chemical steps, the water adsorption on ∗O and O2 detachment, are limiting. Therefore it
is proposed that an increase in OER activity and performance of the Ir oxide can be reached by
improving the ability to adsorb water and detach ∗OO species efficiently. It is concluded that the
microkinetic model is a powerful and versatile tool for in-depth analysis of the OER behavior of
Ir oxide. This brings us to the last part of this chapter, where the model is used to answer the
question of how the kinetic behavior changes during catalyst degradation.

4.3.5 Kinetic Changes due to Degradation

Understanding the process of degradation of a catalyst and its performance opens the opportunity
for knowledge-driven improvement of its long-term stability. Loss in activity may be associated
with a change in the mechanism[130], which would require adapting the model equations. Al-
ternatively, it may be related to a loss in active sites or in their ability to catalyze the reaction
steps efficiently. The latter would be reflected by a change in the model parameters for the kinet-
ics (e.g., free energies) or of geometric specifications (e.g., the density of active sites). Finally,
external conditions, for example, electrolyte-related values such as proton concentration and
conductivity, might have changed, whereas the model equations and parameters remain valid. To
evaluate if the experimentally observed degradation can be attributed to a change in mechanism,
kinetics, or electrolyte, it was checked if adjusting certain sets of parameters of the pristine sys-
tem allows to fully reproduce the experimental CV data of the degrading system. If reproduction
is possible, the mechanism is valid, and changes in performance can be attributed to kinetics,
geometry, or electrolyte, depending on the affected parameters.
For the analysis, different combinations of parameters were changed, and the resulting rmse were
monitored, as shown in Figure 4.11. Experimental CV data shown in Figure 4.2 in between ap-
plying a potential of 1.6 V vs RHE are used for evaluation. Adjusting the density of active sites
alone or in combination with the resistance or electrolyte concentration did not allow to explain
the experimentally observed degradation behavior. Nevertheless, in all the following analyses,
the density of active sites is also adjusted to account for the known and likely degradation ef-
fects of material dissolution[110], particle detachment[131], particle cracking, and loss of binder
material[132]. The changes in proton concentration, electrolyte resistance, and double-layer ca-
pacitance are individually evaluated, and the maximum rmse values of 0.33, 0.18, and 0.26 mA
cm-2 are gained, respectively, in Figure 4.11a to 4.11c. Although the change in electrolyte re-
sistance is evaluated with the lowest rmse so far, a maximum parameter value of R = 392 Ω is
required to describe the completely degraded system, which is in contrast to the experimentally
observed 18.2 Ω. Due to the high discrepancies, any correlation between the electrolyte-related
parameters and the degradation behavior is disproved. By analyzing both cases of changing the
electrolyte resistance and double-layer capacitance, the simulated behaviors do not match with
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experimental observation. Thus, degradation is not related to a change in the electrolyte proper-
ties.
The free energy parameters are analyzed with the same method, and the results are shown in
Figures 4.11d to 4.11i. Low values of the rmse and, thus, good reproduction of the experimental
behavior are gained by optimizing all activation free energy values in Figure 4.11d. The activa-
tion free energy was found to be the best descriptor for the degradation process with a maximum
rmse value not exceeding 0.11 mA cm-2, which is significantly lower compared to the error val-
ues of 0.18 mA cm-2 for the reaction energy in Figure 4.11e and 0.22 mA cm-2 for the interaction
free energies in Figure 4.11f, respectively. Optimizing only activation free energies of the de-
protonation steps hardly increase the rmse in Figure 4.11g. Also, the change of the reaction
energy in Figure 4.11h or the interaction energy in Figure 4.11i of only deprotonation steps gives
comparable rmse values with a change in all steps. Evaluated with a high rmse value of up to
0.55 mA cm-2 in Figure 4.11j, the change in the density of active sites is not able to explain the
experimentally observed degradation behavior solely. Best reproduction is obtained by the op-
timization of the activation and reaction free energies of the deprotonation steps, evaluated with
a rmse remaining for each evaluated timestep below the 0.1 mA cm-2 threshold in Figure 4.11k.
The simulation results and identified parameter values of this case are shown in Figure 4.12.
The activation free energy was found to be the best descriptor for the degradation process,
whereas changing only the reaction and the interaction free energies showed significantly higher
deviations from experiments. Reducing the full set of energy parameters to only deprotonation-
related parameters was found to hardly increase the errors, which indicates that deprotonation
processes are significantly impacted by catalyst degradation. On this knowledge base, a combi-
nation of parameters, including the density of active sites and activation and reaction free energies
of the deprotonation processes, was evaluated. The reproducibility was drastically improved and
led to excellent reproduction of the experimental CV. The simulated cyclic voltammograms in
Figure 4.12a present all experimentally observed degradation features: the drastic decrease in
OER current density, the slight absolute increase in redox transition currents, and the shift of
anodic peak position toward higher and cathodic peak position toward lower potentials. The
parameters which changed and are consequently responsible for replicating the degrading CV
performance can be individually assessed. The density of active sites increases up to 20 % after
8 h of operation, as shown in Figure 4.12b. The significant increase is most likely attributed to
a loss of binder material, which leads to faster exposure of active material than dissolution[110]

of active material. A decrease of active material provoked by dissolution is, thus, excluded from
beeing responsible for the observed performance decrease of the catalyst. The reaction free ener-
gies of all four deprotonation steps reveal only minor changes below 0.04 eV of the value for the
pristine material in Figure 4.12c, which corresponds to < 2.8 % relative changes. The most sig-
nificant changes are exhibited in Figure 4.12d with the changes in activation free energies of all
four deprotonation steps. There is a clear correlation between time of degradation and activation
free energy. After a fast increase during the first hours, a linear increase in activation energies
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Figure 4.12: Simulation of the effect of degradation of Ir oxide catalyst during 15 h of operation at 1.6 V. a) Changes in
the cyclic voltammograms from pristine (black) to degraded (red) correspond to the states after operation
for each 150 min, b) relative change of site density and changes in c) free reaction energies, and d) activation
energies.

is observed for all four activation energy parameters; slopes are similar for all four steps. This
observation of changes in electrocatalytic material properties corresponds well to an experimen-
tally reported partially reversible formation of oxygen vacancies during degradation, which was
reported to occur on rutile IrO2 nanoparticles under constant potential operation at 1.6 V.[104]

Two likely pathways were proposed and shown in Figure 4.13.
One possibility would be the formation of a lattice oxygen vacancy by saturating a vacant CUS
site ∗ to form ∗O. In the second proposed pathway, molecular O2 is formed by combining oxy-
gen from the already ∗O-occupied site with a lattice oxygen atom. As in the present study, high
coverage of ∗O is observed at such high potentials, the observed degradation is attributed to the
formation of oxygen vacancies by combining oxygen from the ∗O-covered site with a lattice
oxygen atom to form molecular O2. As the formation rate of the oxygen vacancies is rather
slow compared to the overall OER rate, the results at high potential are insufficient to prove
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Figure 4.13: Proposed pathways of the vacancy formation on the IrO2 surface a) from the free ∗ CUS site and b) by
the formation of molecular oxygen from the oxygen atom of the ∗O species with a near-surface atom. The
bridge Ir site is denoted with BRI.

that formation via the free surface species ∗ is negligible. However, as no significant amount of
degradation is seen at a low potential, where free sites ∗ are prevalent, and as degradation mono-
tonically correlates to potential, the degradation is most likely related to the ∗O-covered sites,
which are prevalent at high potentials. The amount of one of the species being present at the
surface does not correlate with the formation of oxygen vacancies, but higher potentials do. The
oxygen vacancy formation process and, thus, the degradation are identified as potential-driven.
Major conclusions can be drawn from the above-given analysis. First, the assumed mechanism is
able to describe the electrocatalytic behavior not only on the pristine IrO2 catalyst but also on all
transient states during the long-term aging test. Furthermore, the observed loss in electrocatalytic
activity is correlated with a catalyst-related degradation process. This was correlated here to the
significant increase in the density of active sites and the activation free energy of deprotonation
steps. After several hours of degradation, the change in activation free energy of the elementary
deprotonation steps is identified to correlate linearly with time and with the formation of oxygen
vacancies[104] during the degradation process.

4.4 Concluding Remarks

A microkinetic model of the oxygen evolution reaction on IrO2 nanoparticles was presented,
which elucidates performance limitations by single surface processes and the impact of cata-
lyst degradation on surface processes occurring during OER. In contrast to state-of-the-art ap-
proaches, a comprehensive description of the kinetics, thermodynamics, and their changes due to
degradation was identified by the use of experimental data. Electrocatalyst-related parameters,
such as thermodynamic energies and the density of active sites, were analyzed, and an in-depth
understanding of the dynamic formation of surface species was given.
The identified microkinetic model was shown to be highly robust, as it reproduces experimental
cyclic voltammograms at various potential scan rates and polarization curves and shows similar
trends to X-ray spectroscopic methods. Moreover, the identified free energy values are predom-
inantly in the range of reported values by DFT studies. In contrast to DFT calculations, the
parameters were determined experimentally. The model provided a deep insight into not only
thermodynamics but also kinetic limitations. In contrast to kinetic modeling methods relying on
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steady-state or quasi-equilibrium assumptions, the presented dynamic model enabled resolving
the microkinetic quantities of individual elementary processes. Furthermore, the method was
shown to be highly effective in studying the decrease of catalyst performance in-depth by re-
producing experimental degradation. It is thus a highly attractive, complementary method for
kinetic and degradation analysis.
Analysis of the simulated reaction rates and surface coverages of adsorbed species indicate three
main limitations during the OER: (i) low water adsorption (∗O+ ∗H2O ⇌ ∗OH2O) leads to an
accumulation of ∗O species. (ii) The third deprotonation step (∗OOH ⇌ ∗OO+H+ + e−) is
identified as the potential determining step due to the high reaction free energy. (iii) A notable
activation energy barrier limits the oxygen detachment (∗O → ∗+O2). Regarding the search
for a catalyst with better performance, it can be suggested to focus on active sites that not only
catalyze the electrochemical deprotonation but also facilitate the water adsorption and oxygen
detachment steps.
Further, analysis of degradation-related changes in CV revealed a catalyst-related loss in activity.
The assumed reaction mechanism can also reproduce degraded catalyst behavior and, thus, re-
mains valid for the degraded state as well. The identified change in the parameters demonstrates
that the degradation is correlated to a nonlinear increase and a subsequent slower linear increase
in the activation free energy of the deprotonation steps. In the study, the main reason for the
loss in activity is identified as a material-related change, which is correlated to the formation of
oxygen vacancies on ∗O sites.
Future efforts to develop stable electrocatalytic materials may focus on understanding their
degradation process and elaborate strategies to reduce its impact. The present study provides
insights even into the thermodynamics and kinetics on a long timescale. It demonstrates that mi-
crokinetic modeling is a viable method to understand electrocatalytic surface processes even for
degrading material states. The methodology is not limited to OER on rutile IrO2; the studies in
the following chapter 5 indicate its applicability to other OER catalysts, such as the highly active
RuO2 and mixtures of both. The mixtures are of special interest, as they provide the benefits
from both transition metal oxides, high stability and high activity.
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5 Microkinetic Barriers of the Oxygen
Evolution on the Oxides of Iridium,
Ruthenium and their Binary
Mixtures7

5.1 Introduction

In contrast to the last chapters, which primarily investigate Ir-based materials, the study presented
here focuses on Ru-based catalysts. Rutile-structured RuO2 offers record activity amongst var-
ious oxides for catalyzing the OER in acidic media.[10, 41–43] It outperforms IrO2 in terms of a
low overpotential, but its stability is modest due to a dissolution rate of 300 pg cm-2 s-1, which
is 100 times higher compared to its competitor IrO2.[12] Although this drawback prevents its
widespread use in commercial PEM systems, the catalyst is an excellent model system for study-
ing the relationships between material properties and high OER performance.
To increase the electrocatalytic activity of the OER and reduce the amount of the very scarce
and, thus, expensive iridium, binary oxide mixtures containing various transition metals were
investigated.[7, 10, 11, 133] So far, the most promising catalyst results from the combination of Ir
and Ru oxide, as it benefits from both the high OER activity found for RuO2 and the high sta-
bility of IrO2.[12, 15] Rutile-structured nanoparticles[110, 134], as well as sputtered films[135] of
IrxRu1-xO2 mixtures, show increasing activity with higher Ru content, while electrocatalytic sta-
bility is highest at a relative Ir content of 0.2 when an intermittent current is applied in acidic
electrolyte.[135]

The high electrocatalytic activity of single transition metal oxides is explained by complex cat-
alytic processes: the overall OER proceeds in multiple consecutive steps in which the catalyst
surface provides active sites to form adsorbed but reactive intermediate species. According to

7 Parts of this chapter have been published in the following articles:
[2] Geppert, J.; Röse, P.; Pauer, S.; Krewer, U. ChemElectroChem 2022, 10, e202200481.
[110] Escalera-López, D.; Czioska, S.; Geppert, J.; Boubnov, A.; Röse, P.; Saraçi, E.; Krewer, U., Grunwaldt, J.-D.;
Cherevko, S. ACS Catal. 2021, 11, 9300-9316.
Results that did not originate from the work of the author of this dissertation are marked accordingly.
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DFT studies on the OER on IrO2
[17, 44] and RuO2

[17, 22], several species, such as ∗O, ∗OH, and
∗OOH, are thermodynamically favorable. They are produced by the adsorption of water and sub-
sequent deprotonation.
It is crucial to quantify the kinetics of all reaction steps individually to understand the overall
performance of the electrocatalytic OER. This allows for analysis of the major process limita-
tions in order to provide suggestions to optimize the catalysts further.
Thermodynamic binding energies of adsorbed OER intermediate species are reported for the sin-
gle rutile structured transition metal oxides IrO2 and RuO2 and indicate the following process
limitations: due to its high reaction energy, the formation of the ∗OOH species on the CUS of the
(110) RuO2 surface is reported to determine the potential of the overall process.[17, 45] In contrast,
on the IrO2 active site, the reaction energy of the ∗OOH formation is significantly smaller, and
the subsequent deprotonation step is potential-determining as this step is thermodynamically less
favorable.[1, 44] In the previous microkinetic modeling study in chapter 4, further kinetic limita-
tions of the OER on rutile IrO2 are identified by slow water adsorption on the ∗O species and the
oxygen detachment,[1] which confirms DFT-based findings.[47] Such kinetic limitations have not
yet been explicitly quantified for the RuO2 material.
Despite the progress in the field, less effort was made to analyze the mechanism and kinet-
ics of binary Iridium-Ruthenium oxide mixtures. It is known that they form well-mixed bulk
structures[136, 137] as the bulk formation energy gets lowered.[138] The surface processes under
OER conditions, however, are rarely studied. In a recent study by Reksten et al., lumped kinetic
equations were derived for analyzing various options for limiting steps at combined Ir-Ru active
sites.[139] By parameterizing the equations with experimental steady-state polarization curves,
the deprotonation of the ∗OH species was identified as a rate-limiting step.[139] However, further
studies showed that good agreement with the experimental polarization data might be insuffi-
cient for reliable kinetic identification. This was pointed out in microkinetic studies, in which
different sets of parameters and, thus, limiting steps were able to reproduce the same polarization
curve of the general OER.[24, 25] Also, the assumption of a combined active site contradicts DFT-
based findings of distinguishable Ru and Ir active sites. It was predicted that the CUS consists
of either Ir or Ru surface atoms and that they show composition-dependent binding energies for
∗O, ∗OH, and ∗OOH adsorbed species.[138] This theory was recently supported by experimental
CV measurements of deprotonation currents on the binary oxides, which are clearly assigned to
either the pure RuO2 or IrO2.[110] The finding of the Ir-content-dependent binding energies[138]

indicates that transferring the insights from the single transition metal oxides to binary mixtures
might not be trivial. However, a significant influence on the OER performance can be expected.
This impact of the material mixing on the kinetics of all individual steps in the OER mechanism
on distinguishable Ir and Ru active surface sites was, to the best of my knowledge, never been
reported so far.
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5.2 Methods

For reliable identification of the kinetic surface processes, the use of dynamic analysis is sug-
gested. It contains more information than analysis under steady state or quasi-equilibrium as-
sumptions, which may lead to multiple solutions, as discussed above.[25] For dynamic analysis,
a dynamic microkinetic modeling approach of the complex OER mechanism has shown to be a
powerful tool to reproduce and study the interactions during a catalytic process.[1] In addition,
the method allows for validating the model and its parameters with dynamic experimental data
such as impedance spectroscopy[32, 33] and CV measurements.[3, 27, 28]

Within this chapter, the reaction kinetics and process interactions during the OER on rutile struc-
tured Ir-, Ru- and IrxRu1-xO2 mixtures are determined and analyzed by employing a microkinetic
model approach. A widely accepted OER mechanism from literature provides the basis to formu-
late the model equations. Parameterization is conducted by comparing the dynamic simulation
results to experimental CV curves. With this, thermodynamic parameters such as the free reaction
energies and free activation energies of individual process steps are quantified. Theoretical find-
ings on the single transition metal oxides IrO2 and RuO2 are not only confirmed experimentally,
but also the kinetics of individual process steps during the OER on binary IrxRu1-xO2 mixtures
are quantified and clarified. In a later section, an in-depth understanding of the performance-
limiting reactions and identification of synergetic effects by material mixing will be given.

5.2 Methods

5.2.1 Experimental Characterization

To parameterize the microkinetic model, a proper experimental dataset is required. Here the ex-
perimental method is only briefly summarized as it contains steps, which are already described
in subsection 4.2.4: rutile structured single crystal nanoparticles, which were produced by flame
spray pyrolysis and calcination at 600 ◦C, had been provided by the Institute for Chemical Tech-
nology and Polymer Chemistry at KIT.8 2 mg of the material was mixed with 750 µL of deionized
water, 250 µL of isopropanol 8.58 µL of Nafion 5 % dispersion (D-520, VWR) and 1.2 µL of 1
M KOH. 10 µL of the resulting ink was drop-casted onto in a glassy carbon working electrode
with a geometric area of A = 0.1963 cm2. The electrode with the pristine particles was put into
the PTFE cell filled with 0.1 M H2SO4 electrolyte solution together with a Pt wire as a counter
electrode and a HydroFlex reversible hydrogen electrode from Gaskatel GmbH. Using a Gamry
Reference 600+ potentiostat, impedance spectroscopy measurements at open circuit potential
with frequencies from f = 10-1 to f = 105 Hz and a perturbation amplitude of E = 10 mV as
well as three consecutive CV curves in between potentials of E = 0.05 and 1.6 V were recorded

8 Production of the particles was done by S. Czioska.
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with different potential rates of dE/dt = {200, 100, 50, 25, 200} mV s-1. The potential was
corrected afterward by the Ohmic resistances gained from the impedance spectroscopy analyses.
The consideration of data over such a wide potential range is important due to the fact that the
faradaic current of only the OER itself provides little information for parameter identification
as multiple processes contribute here to the overall current simultaneously.[25] Aiming for better
process discrimination, the careful analysis of the potential region prior to the OER allows for
gaining essential kinetic information about the reactions proceeding here as well.

5.2.2 The OER Mechanism on Rutile Oxides
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Figure 5.1: Adsorbate evolution mechanism of the OER. The catalyst active site is denoted with an asterisk *.

For modeling the processes at the catalytic surface, the adsorbate evolving mechanism is as-
sumed to take place, as it is widely agreed on in literature for IrO2,[44] RuO2

[45], and even for
their mixtures[138, 139]. It is shown in Figure 5.1 and consists of water adsorbing on the active
site, denoted with ∗, in equations 5.1 and 5.4, producing ∗H2O and ∗OH2O, respectively. Via
deprotonation in equations 5.2, 5.3, 5.5, and 5.6, several respective intermediate species ∗OH,
∗O, ∗OOH, and ∗OO are formed and adsorbed O2 is detached in equation 5.7, resulting in the
final product of molecular oxygen.

5.2.3 Model Equations and Parameterization

To simulate the dynamic changes during a CV, the equations for the time dependent potential
in equation 2.24 and the reaction rates in equation 2.18 are used. The surface coverages θ j by
a void or adsorbed species j ∈ Ωsur = {∗; ∗H2O; ∗OH; ∗O; ∗OH2O; ∗OOH; ∗OO} are defined,
so they sum up to unity x ·∑θ Ir

j + (1− x) ·∑θ Ru
j = 1, and the activities a j of all electrolyte
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species j ∈ Ωel = {H+; H2O; O2} are set constant as given by the experimental conditions. The
matrix of the stoichiometric coefficients ννν of the adsorbed species, the electrolyte species, and the
transferred electrons are derived from the mechanism in Figure 5.1 in forward ννν+ and backward
direction ννν−. The pre-exponential frequency factor k0 is set to a constant value for all reactions to
avoid over-parameterization, as the experimental data do not allow for determining the frequency
factor and the free activation energy independently.[140] Further, the function taking Hill-de-Boer
type adsorption into account, as well as the surface species balance and the current balance are
implemented as given in equation 2.21, equation 2.22 and equation 2.23, respectively.
The resulting current density j of a cyclically applied potential is compared to experimental
current jexp during the CV with the aim of estimating the model parameters, which are the free
energies, the density of active sites, and the double-layer capacitance. For best estimation, the
root mean squared error in equation 3.16 is minimized by two optimization algorithms: 106 sets
of randomly defined parameter values are simulated. The 20 sets of parameters resulting in the
lowest rmse are further optimized by the MATLAB build-in pattern search algorithm, each with a
total of 98,000 objective function iterations. For the reaction free energy parameters of the single
transition metal oxides RuO2 and IrO2, and the binary mixtures, a profile rmse analysis with
deviations of {(-0.2); -0.1; -0.05; 0; 0.05; 0.1; (0.2)} eV was conducted with 25,000 objective
function iterations. This is used in the same way as the profile likelihood method is used to check
for parameter identifiability.[141]

5.3 Results and Discussion

In the following sections, a detailed kinetic and thermodynamic analysis of the single transition
metal oxides RuO2 and IrO2, as well as the binary mixtures IrxRu1-xO2, is given. First, the ex-
perimental findings of the CV measurements are presented, and the influence of atomic material
composition on the OER activity is investigated. An in-depth and qualitative analysis and dis-
cussion of the microkinetics and the thermodynamic energies of single adsorption steps on the
single transition metal oxides RuO2 and IrO2 will be provided in the second section. The results
were gained from the model-based analysis method. In short, the model equations were derived
based on an OER mechanism gained from literature and shown in Figure 5.1. The reaction rates
were considered in the forward and backward directions for chemical and electrochemical pro-
cesses at the active sites. This allows for dynamic simulations and the identification of the kinetic
and thermodynamic properties by comparison to experimental CV curves. After the analysis of
the single transition metal oxides, the microkinetics at IrxRu1-xO2 mixtures will be reported and
discussed in detail, as well as the effect of material mixing on the OER performance.
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5.3.1 Experimental Dynamic Current Response
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Figure 5.2: Experimental CV curves of RuO2 (red), IrO2 (green), and binary mixtures of IrxRu1-xO2 nanoparticulated
catalysts in a 0.1 M H2SO4 solution at room temperature and a scan rate of 200 mV s-1. The third cycle of
the first measured scan is shown with a solid line, and the third cycle of the last scan was measured after a
series of three scans with five different scan rates to determine the stability of the materials and shown with
a dashed line. A reference measurement with the glassy carbon substrate is shown in black.

The cyclic voltammograms of all nanoparticles as well as a reference measurement of the glassy
carbon substrate, are shown in Figure 5.2. The effect of the nanoparticles is clearly observable
as the respective current responses differ significantly from the measurement with the substrate
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only. On RuO2, three broad redox transitions are visible at potentials of 0.66, 1.23, and 1.43 V.
Also, three redox transitions can be detected on IrO2 but at different potentials of 0.79. 1.12 and
1.3 V. The features correlate with the oxidation of the active sites or of already adsorbed species
by deprotonation steps.[22, 142–144] Interestingly, such redox transitions are also found at similar
potentials in the measurements of the binary mixed oxides. The findings indicate that on the
surface of the mixtures, both Ir and Ru active sites are active and define their electrochemical
properties. The magnitude of the current density on the specific potentials, which is associated
with processes on the Ir and Ru sites, changes in qualitative accordance with the material com-
positions. This is additional evidence of the presence of individual active Ir and Ru sites.
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Figure 5.3: Experimentally observed OER potential at a catalyst mass normalized current of 10 mA mg-1
cat. Each circle

indicates an independent measurement.

The third cycles of both the first and the last scan in Figure 5.2 differ only insignificantly. This
leads to the conclusion of a stable state of electrodes during the measurement time of about 15
minutes, which allows for a valid analysis of the OER activity. The current density at the highest
measured potential of 1.55 V is the highest for the RuO2 sample and, thus, shows the highest
OER turnover frequency. The OER overpotentials are quantified at a mass-normalized current
density value of 10 mA mg−1

cat to provide a better comparison of the activity between the samples.
The resulting values of two independent measurements are given in Figure 5.3. A linear trend
of an increasing overpotential with higher Ir content is observed, which is in accordance with
the literature.[15, 135, 145] This shows a distinct connection between the material and structural
specification and the activity of the OER. With the aim to provide insights into the kinetics and
thermodynamics of the electrochemical processes on the surface of the different materials, a
model-based analysis will be given in the following sections.

75



5 Microkinetic Barriers of the Oxygen Evolution on the Oxides of Iridium, Ruthenium and their Binary Mixtures

5.3.2 Kinetic Analysis of the OER at RuO2 and IrO2

For the following model-based analysis, high model validity is key to providing accurate and
trustworthy results. With a three-step parameter estimation algorithm, which contains global and
local optimization as well as a check for parameter identifiability, the main process of defining
parameter values was carefully conducted. Excellent agreement between the experimental CV
results and the dynamic simulation data is shown for the OER on RuO2 in Figure 5.4a and on IrO2

in Figure 5.4b. The experimentally observed features for RuO2 and IrO2 are reproduced well by
the models, and both simulations show low rmse of 0.024 and 0.069 mA cm-2, respectively. Even
when applying different potential scan rates, good reproducibility is achieved, as shown in the
appendix in Figure A.4. The high identifiability of the free reaction energy parameters is visible
from rmse profile analysis shown in the appendix in Figure A.2 and A.3. In conclusion, a valid
model with identified parameters is gained, which shows trustworthy results due to its excellent
reproduction of experimental data.
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Figure 5.4: Experimental and simulated CV curves a) on RuO2 and b) on IrO2 nanoparticulated catalysts in a 0.1 M
H2SO4 solution at room temperature and a scan rate of 200 mV s-1. The numbers in the figures correspond
to the reaction steps of the reaction mechanism shown in the inset.

The assumed mechanism in Figure 5.1 and the corresponding kinetics are thus a valid choice
to reproduce the dynamic electrochemical behavior on both catalysts. In order to elucidate the
kinetic limitations at RuO2 and compare them to the kinetics at IrO2, the seven reaction steps in
equations 5.1 to 5.7 can now be analyzed individually over a wide potential range. The model
parameters to describe the processes on IrO2 are already given in the last chapter in Table 4.1 and
are discussed in section 4.3.2. The sets of the estimated parameters for the reaction free energies,
the activation free energies, and the interaction free energies of the RuO2 catalyst are given in
Table 5.1. The values of the reaction free energy are normalized to electrochemical standard
conditions, which are defined at room temperature and with the activities of all substances at
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Table 5.1: Values for the reaction free energy, the activation free energy, and the reactant species interaction energy of
reaction steps 1 to 7 on RuO2 identified by reproducing CV with the microkinetic model.

step ∆G0
r / eV ∆Ga / eV ∆Gint / eV

1 0.25 0.19 0

2 0.51 0.10 0.20

3 1.28 0 0.13

4 0.39 0.09 0.06

5 1.44 0 0.20

6 1.37 0.0. 0.20

7 -0.32 0.34 0.19

unity. Note that, unless specified, the values are given at 0 V. Further identified parameters on
the RuO2 material are the double-layer capacitance of Cdl = 11.05 F m-2 and the density of active
sites of ρ = 0.65·10-4 mol m-2.
At the lowest simulated potential of 0.4 V, water adsorption takes place:

∗+H2O
r1−⇀↽− ∗H2O (5.1)

The ratio between the free active site ∗ and adsorbed water is defined by the reaction free reaction
energy, which was quantified to ∆G0

r,1 = 0.24 eV on RuO2 and ∆G0
r,1 = 0.11 eV on IrO2. Water

adsorption is, therefore, thermodynamically unfavorable, whereas kinetic simulation yields a
water coverage of 10.4 % on the RuO2 surface and 34.8 % on the IrO2 surface. The high amount
of free active sites on RuO2 is also known from near ambient pressure X-ray photoelectron
spectroscopy on RuO2.[146] An increase in potential above 0.4 V starts the electrochemically
driven deprotonation of adsorbed water, given in equation 5.2.

∗H2O
r2−⇀↽− ∗OH+H++ e− (5.2)

The reaction free energy values of ∆G0
r,2 = 0.51 eV on RuO2 and ∆G0

r,2 = 0.73 eV on IrO2 cor-
relate with the potentials of the first redox transitions in Figure 5.4. Deviations from the noted
potential values arise due to the preceding slow water adsorption. The small but notable value
of the activation free energy for this process on RuO2 of ∆Ga,2 = 0.1 eV is in good agreement
with the shift in the absolute cathodic to anodic peak maxima observed in the experimental CV.
On IrO2, rather no shift is observed between cathodic and anodic absolute peak maxima of the
experimental redox transition; this corresponds to an activation energy of ∆Gr,2 = 0 eV. Compa-
rably low activation barriers of deprotonation steps were also reported in a DFT study, in which
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die authors explain this finding by the short traveling distance of the proton from the surface
oxygen to the water molecule in the electrolyte.[112] A further increase in potential initiates the
second deprotonation step, the deprotonation of ∗OH, in equation 5.3.

∗OH
r3−⇀↽− ∗O+H++ e− (5.3)

Mayor differences are observed in the potential and the reaction free energy parameters of this
redox transition between both materials. On RuO2, the process starts at a higher potential, which
corresponds to a higher reaction free energy of ∆G0

r,3 = 1.28 eV on RuO2 than ∆G0
r,3 = 1.12 eV on

IrO2. In comparison to DFT-based calculations,[111] the estimation for the reaction free energy
on RuO2 is in good accordance, but the value on IrO2 is slightly lower.
The subsequent step is the second water adsorption:

∗O+H2O
r4−⇀↽− ∗OH2O (5.4)

On both catalysts, this chemical reaction requires high reaction energies of ∆G0
r,4 = 0.39 eV on

RuO2 and ∆G0
r,4 = 0.54 eV on IrO2. This finding is qualitatively in good agreement with reported

DFT results for RuO2
[141] and IrO2

[47]. This reaction energy does not only influence the lower
potential region. It also has a significant impact on the OER performance at potentials above
1.5 V. Figure 5.5a shows the free energies of all reaction steps on RuO2 and IrO2 corrected to
the standard redox potential of the OER of 1.23 V. It is clearly visible, that the second water
adsorption in step 4 possesses the largest free energy of all steps. In consequence, this step
limits the overall process chemically and causes a high accumulation of the reactant species on
the surface, as shown in the appendix in Figures A.6 and A.7 on the Ru and the Ir active site,
respectively. Adsorbed atomic oxygen, ∗O, is dominant even at the highest simulated potentials
of 1.55 V and 1.6 V, at which the OER is typically performed. This proves that the chemical
adsorption of water limits the overall OER rate. The third deprotonation step in equation 5.5

∗OH2O
r5−⇀↽− ∗OOH+H++ e− (5.5)

occurs on RuO2 directly at the onset of the exponential increase of the OER, which has the
overall highest value in reaction free energy of ∆G0

r,5 = 1.44 eV. Hence, it describes the potential
determining step of the OER. As shown in the energy diagram in Figure 5.5b, an applied potential
of 1.44 V is required to reach equilibrium conditions for this process step. On IrO2, in contrast,
the energy is lower with a value of ∆G0

r,5 = 1.23 eV, and, thus, the reaction takes place at potentials
lower than the actual OER onset. The reaction free energy of the fourth deprotonation step

∗OOH
r6−⇀↽− ∗OO+H++ e− (5.6)
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Figure 5.5: Energy diagrams along the reaction coordinate of the OER mechanism are given in Figure 5.1 on RuO2 (red)
and on IrO2 (green). The potential dependent reaction free energy values are denoted in full lines, and the
activation free energy barriers are in dotted lines. Values are given at electrochemical standard conditions
(room temperature and the activities of all substances at unity) and different potentials of a) 1.23 V, b) 1.44
V, and c) 1.58 V.

on RuO2 ∆G0
r,6 = 1.37 eV is smaller than the value from the previous step and is, thus, not the

potential limiting step. However, on IrO2, this step is crucial. With a reaction free energy value of
∆G0

r,6 = 1.58 eV as the overall maximum, it represents the potential determining step. According
to the energy diagram in Figure 5.5c, the thermodynamic equilibrium is reached at an applied
potential of 1.58 V. The final step of the OER reaction mechanism marks the oxygen detachment
given in equation 5.7.

∗OO
r7−→ ∗+O2 (5.7)

The chemical process is thermodynamically favorable due to negative reaction free energies of
∆G0

r,7 = -0.32 eV on RuO2 and ∆G0
r,7 = -0.40 eV on IrO2, suggesting a fast reaction. Yet, the step

faces a strong kinetic barrier. In contrast to the previous reaction steps, very high activation free
energies of ∆Ga,7 = 0.34 eV on RuO2 and ∆Ga,7 = 0.43 eV on IrO2 are quantified for the oxygen
release, which is in qualitative agreement with DFT-based findings on IrO2 of ∆Ga = 0.58 eV.[47]

These activation barriers not only limit the overall OER process but also lead to an accumulation
of the reactant species ∗OO on the Ru and the Ir active site, as shown in the appendix in Figure
A.6 and A.6, respectively.
In conclusion, the OER performance is constrained by three steps on each catalyst material: a
chemical limitation by water adsorption on ∗O in equation 5.4, the potential defining deprotona-
tion of ∗OH2O on RuO2 in equation 5.5 and of ∗OOH on IrO2 in equation 5.6. Finally, a kinetic
limitation of the oxygen detachment in equation 5.7 is observed and explained by the high ac-
tivation energy. Although the mechanism is identical on both materials, the catalytic activity is
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especially defined by the energy values of the respective potential determining steps. As those
steps are different, it is analyzed in the following, how the processes interact when mixing the
materials.

5.3.3 Kinetic Analysis of the OER at Oxide Mixtures of
IrxRu1-xO2

Binary mixtures of transition metal oxides may inherit characteristics from both materials. Ide-
ally, this can lead to improved overall properties. For example, the binary mixtures of RuO2 and
IrO2 provide lowered bulk formation energy[138] and are, thus, more stable than pure RuO2

[110].
They further show increased OER activity in comparison to the single metal oxide IrO2.[110] In
the following, the OER kinetics on IrxRu1-xO2 mixtures are analyzed in order to understand the
interactions and processes on the active sites and surface species, which lead to the observed
increase in OER performance.
For the kinetic analysis of the binary transition metal oxides IrxRu1-xO2, separate active sites
consisting of Ru and Ir, are assumed as found by DFT calculations[138] and in dynamic CV
experiments[110]. In consequence, the OER mechanism, including all the adsorption, desorp-
tion, and deprotonation steps shown in Figure 5.1, is assumed to proceed on both active sites
independently. In the first step, the energy parameter values quantified for RuO2 and IrO2 were
used for the simulation. In addition, the relative Ir content x and the density of active sites were
parameterized in order to minimize the deviation from experimental data. The experimental and
simulated CV curves are given in the appendix in Figure A.5. A clear discrepancy between the
experimental and simulated current density is observable between 1.3 V and 1.5 V. This results
in deviations that are higher than for the single oxides and indicate that the kinetics of at least
one reaction step is not reproduced correctly by the parameters from the single oxides. Mixing
the material causes, thus, interactions, which possibly have a synergetic effect on the activity and
will be analyzed in the following.
To evaluate whether a change in energy parameters without modification of the OER mecha-
nism allows for properly describing the experimentally observed behavior of the mixtures, the
parameters were newly identified by using the parameters from RuO2 and IrO2 as initial values
for the Ru and Ir active sites, respectively. The assumption of different energy values is in full
agreement with DFT calculations, which suggested a change in the binding energy of adsorbed
species with different relative Ir content.[138] Also, the density of active sites, the double-layer
capacitance, and the relative content of Ir active sites were identified. A change in the relative Ir
content of the surface composition was considered to account for possible deviations between the
nominal bulk and the surface.[110] The estimated reaction free energy values are given for both
active sits of all mixtures in Table 5.2. The free energy parameters estimated for the activation
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and interaction are given in the appendix in Tables A.3 and A.4, respectively, and the values
quantified for the density of active sites, the double-layer capacitance, and the relative Ir content
are noted in Table A.5. The results of the profile rmse analysis are published in the supporting
information in [2]. The resulting simulated CV curves in Figure 5.6 show an excellent agreement
with the experimental CV curves for all three binary catalyst mixtures. This confirms that the
mechanism still holds but that there exist energetic interactions for the mixtures.
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Figure 5.6: Experimental and simulated cyclic voltammetry curves on the binary oxides a) Ir0.2Ru0.8O2, b) Ir0.5Ru0.5O2
and c) Ir0.8Ru0.2O2, with rmse values of 0.033, 0.017, and 0.032 mA cm-2, respectively. The simulations
allow for distinguishing between the processes at the Ru and Ir active sites, which results in the current
densities given with the dotted red and green lines, respectively. The data was recorded at 200 mV s-1 in 0.1
M H2SO4 solution at room temperature.

The analysis of the free energy values and the changes of surface coverages with potential in
Figure A.6 and A.7 in the appendix reveal similar process limitations for all mixtures as for the
previously discussed single oxides: On both Ir and Ru active sites, the water adsorption step in
equation 5.4 shows limiting behavior. Also, the oxygen detachment step of Equation 5.7 faces a
high, thus kinetically limiting, activation energy. The highest reaction free energy on the Ir active
site is obtained for the deprotonation of ∗OOH in Equation (5.6) for all mixtures. Moreover, the
highest reaction free energy on the Ru active site is identified for the deprotonation of ∗OH2O,
equation 5.5, for all mixtures with high Ru-content, i.e., Ir0.2Ru0.8O2 and Ir0.5Ru0.5O2. In con-
trast, for Ir0.8Ru0.2O2, the deprotonation energy of ∗OH2O gets lower, and the deprotonation of
∗OOH becomes limiting, similar to the Ir-sites. Since the highest reaction free energy on the Ru
active site is lower compared to the value on the Ir site, the mentioned steps on the Ru active site
determine the overall potential.
Now, the contribution of Ru and Ir sites to the performance of the CV is analyzed. At Ir0.2Ru0.8O2,
the current density shown in Figure 5.6a is strongly impacted by deprotonation on both Ru and Ir
active sites. The single processes at Ir and Ru sites occur at similar potentials as on the discussed
single oxides; as the potentials differ between RuO2 and IrO2, redox transitions at Ir and Ru sites
can be distinguished. The large share of Ir to the current in the CV can be explained as follows:
Although the nominal relative bulk Ir content is 0.2, the identified relative active site content at
the surface is twice this value, with a share of 0.4. Thus, the Ir signal contributes much more than
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Table 5.2: Estimated parameter values of the reaction free energies of the surface processes of intermediate species on
IrxRu1-xO2. Please note that only the adsorbed species are indicated in the reaction equations.

Ir site: ∆G0
r / eV Ir0.2Ru0.8O2 Ir0.5Ru0.5O2 Ir0.8Ru0.2O2

∗ → ∗H2O 0.15 0.21 0.16
∗H2O → ∗OH 0.74 0.72 0.71
∗OH → ∗O 1.22 1.21 1.18
∗O → ∗OH2O 0.44 0.44 0.44
∗OH2O → ∗OOH 1.27 1.27 1.30
∗OOH → ∗OO 1.55 1.57 1.58
∗OO → ∗ -0.46 -0.50 -0.45

Ru site: ∆G0
r / eV

∗ → ∗H2O 0.22 0.27 0.24
∗H2O → ∗OH 0.51 0.56 0.51
∗OH → ∗O 1.26 1.29 1.34
∗O → ∗OH2O 0.35 0.28 0.36
∗OH2O → ∗OOH 1.44 1.40 1.34
∗OOH → ∗OO 1.32 1.31 1.37
∗OO → ∗ -0.19 -0.19 -0.25

20 % to the CV curves at potentials below OER. Indeed, a similar accumulated Ir content on the
surface was also experimentally found by conducting XPS and was explained by the comparably
fast dissolution of Ru species in the acidic electrolyte.[12, 110] The experimental values of the XPS
characterization9 in Figure 5.7 are in good accordance with the model results. The accumulation
of Ir at the surface can also be seen in the experimental and simulation data of Ir0.5Ru0.5O2 and
is less pronounced in the data of Ir0.8Ru0.2O2. Finally, it is interesting to see for Ir0.2Ru0.8O2 a
notable difference between current shares in the CV between the adsorption region and the OER
region. Whereas currents in the adsorption region below 1.5 V are equally strong on both active
sites, the turnover frequency of the OER is mainly defined by the processes at the Ru active sites:
Ru sites convert more than two third of the electrons at the highest simulated potential of 1.55 V.
Thus, Ru sites are more active during the OER.
In Figure 5.6b, the experimental and simulated cyclic voltammograms of Ir0.5Ru0.5O2 are shown.

9 XPS characterization was conducted by D. Escalera-López.

82



5.3 Results and Discussion

0 0.2 0.4 0.6 0.8 1
relativ nominal bulk Ir content / -

0

0.2

0.4

0.6

0.8

1

re
la

tiv
 (

ne
ar

) 
su

rf
ac

e 
ac

tiv
e 

Ir
 c

on
te

nt
 / 

-

  Simulation (during OER)
  XPS (pristine)
  XPS (OER exposed)

Figure 5.7: Model-based estimation and XPS-measured values of the relative content of Ir active sites on the surface in
comparison to the nominal bulk content. The experimental data was gained from Escalera-López et al.[110].

At potentials prior to the oxygen evolution, the main current contribution arises from the depro-
tonation processes on the Ir active site. Also, here the identified share of active Ir sites on the
catalyst surface is 0.7 and thus higher than the bulk value. This observation corresponds to the
XPS-measured relative surface Ir content of the same material.[110] As a result, the contribution
of the processes on Ir to the overall current in the CV is much higher than at Ir0.2Ru0.8O2. At the
OER potential of 1.55 V, the number of electrons that are transferred at all active Ir and Ru sites
is roughly the same. This seemingly contradicts thermodynamic expectations, as the reaction
energy of the potential determining step on Ir sites, ∆G0

r,6 = 1.57 eV, is higher than on the Ru
site with ∆G0

r,5 = 1.40 eV. Yet, it can be well explained by the increased Ir site content and the
kinetics, as the share of the surface covered by reactant species differs from of θRu, OH2O < 0.01
on the Ru site to θIr, OOH = 0.17 on the Ir site. Thus, the potential determining step on the Ru site
is decelerated due to the low amount of both the reactant species and the active sites.
Finally, the CV curves of the Ir0.8Ru0.2O2 binary oxide and the corresponding partial current
densities are given in Figure 5.6b. They show dominating processes at the Ir site over the full
potential range due to the fact that the estimated share of Ir active sites given in Figure 5.7 is
0.88. Nevertheless, as the OER processes at 1.55 V, the Ru site still contributes roughly 20 % of
the total current density. Thus, the turnover frequency per active site is still higher on the Ru site
than on the Ir site.
Having discussed the partial currents in the CV curves on the Ir and Ru active sites, the syner-
getic effect of material mixing on the potential determining OER steps is now elucidated. An
overview of the changes in reaction free energies, which essentially determine the activity of
the IrO2, RuO2, and their mixed oxides, is shown in Figure 5.8. As previously explained, for
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Ir-contents until 50 %, the potential determining step of OER on the Ru active site is the deproto-
nation step (∗OH2O ⇌ ∗OOH+H++e−) given in equation 5.5. In contrast, on the Ir active site,
the deprotonation step (∗OOH ⇌ ∗OO+H++e−) in equation 5.6 was identified as the potential
determining step of the reaction. For the energy values, there is a clear trend that applies to both
sites: as the content of the dominant active site decreases, the reaction free energy of this site is
lowered. Thus, the mixed oxides exhibit a synergetic effect that results in higher OER activity at
both individual active sites. On the Ru site, this effect is strongest for the mixed oxides with a
relative Ir content of 0.8. On this material, the reaction free energy ∆G0

r,5 = 1.34 eV of the step in
equation 5.5 is lowered and undercuts the reaction free energy ∆G0

r,6 = 1.37 eV of the subsequent
process in equation 5.6. This results in ∗OOH deprotonation becoming the potential determining
step on Ru for high Ir contents. Despite the fact of a lowered share of active Ru sites present at
the surface, the synergies promoted by the material structure provide overall improved kinetics
at both active sites.
This work clearly shows that while the same mechanism holds for the single transition metal
oxides and the binary mixtures, the material mixing leads to a decrease in reaction free energies
of the potential determining steps and, thus, improved OER performance at both active sites.
As the reaction free energies are directly related to the binding energy of adsorbed species, it is
shown that these can be tuned by adding other atoms in such a way that higher catalytic activity is
achieved. While IrxRu1-xO2 is also commercially attractive, it serves as a well-characterized ma-
terial to study the origin of this effect and a possible correlation to the electronic band structure
to gain an in-depth understanding of the active catalyst material. Ir mixing with other materials
than Ru lowers the cost and might also provide an increased activity of the Ir active sites. This
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prediction might be especially useful for future studies which are aiming for further catalyst
development.

5.4 Concluding Remarks

In the presented chapter, an in-depth kinetic analysis of the reactions and adsorption processes
and their limitations on Ir and Ru active sites during the OER via a microkinetic model is pro-
vided. The kinetic model and the underlying mechanism allow for reproducing CV curves
of IrO2, RuO2, and their binary mixtures IrxRu1-xO2. The surfaces of the binary mixed ox-
ides IrxRu1-xO2 show an accumulation of Ir active sites, which exceeds that of the bulk stoi-
chiometry and is in accordance with recent experimental studies. Major findings are that two
chemical steps, which are the water adsorption (∗O+OH2O ⇌ ∗OH2O) and the oxygen release
(∗OO → ∗+O2), significantly impact the OER on all catalysts. Further, two different deprotona-
tion steps, depending on whether the active site consists of Ru (∗OH2O ⇌ ∗OOH+H++ e−) or
Ir (∗OOH ⇌ ∗OO+H++e−), determine the OER potential at which the OER is conducted. The
study reveals that the surface processes of the OER are taking place on both the Ru and the Ir
active sites, individually, by quantification of both corresponding current densities. Additionally,
a positive synergetic impact on the electrocatalytic activity by mixing the materials is revealed:
the thermodynamic reaction free energies of the potential determining steps are lowered for the
processes on both the Ru and the Ir active sites. In consequence, not only the presence of the
highly active Ru sites provides increased performance, but also the compositional change leads
to better Ir site activity. This effect might have a beneficial impact on further mixed oxide catalyst
development.
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6 Conclusion and Outlook10

6.1 Conclusion

This dissertation contributes to understanding the surface processes at Ir- and Ru-based elec-
trocatalysts during the OER. Therefore, microkinetic models were established, validated with
dynamic measurements, and employed to analyze the reaction on promising but differently struc-
tured catalyst materials. Chapter 2 addressed the first research question: "How can the complex
electrocatalytic processes on Ir- and Ru-based anodes be described comprehensively in terms of
modeling?" In the context of the principles of electrocatalytic water splitting, well-established
findings and fundamental correlations from the literature are presented. Based on this, the set of
model equations was derived so that it allows for dynamic simulations that are not restricted by
the common quasi-equilibrium or the steady-state approximation.
Furthermore, the effect of parameter variations and the assumption of different adsorption types
on the dynamic model output was examined and insight into basic model correlations are given.
Based on this analysis, it was concluded that the model allows for a comprehensive description
of the electrocatalytic processes by associating reaction kinetics and thermodynamic energies
with experimentally observable currents. In addition, this method provides the essential oppor-
tunity for parameterization and validation by dynamic experiments such as CV and EIS but also
polarization measurements. The ability to correlate simulations directly to experimental data
represents a new and significant benefit over the state-of-the-art model approaches commonly
used to investigate the kinetics of the OER. In conclusion, this methodology allows for a com-
prehensive and experimentally validated analysis of electrocatalytic reactions.
The developed model-based methodology was then applied to OER catalysts for the first time
to address the second research question: "How do the material structure and composition af-
fect the reaction kinetics of intermediate and product species formation during a dynamic OER

10 Parts of this chapter have been published in the following articles:
[1] Geppert, J.; Röse, P.; Czioska, S.; Escalera-López, D.; Boubnov, A.; Saraçi, E.; Cherevko, S.; Grunwaldt, J.-D.;
Krewer, U. J. Am. Chem. Soc. 2022, 144, 13205-13217.
[2] Geppert, J.; Röse, P.; Pauer, S.; Krewer, U. ChemElectroChem 2022, 10, e202200481.
[3] Geppert, J.; Kubannek, F.; Röse, P.; Krewer, U. Electrochim. Acta 2021, 380, 137902-137914.
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operation?" To answer this question, common OER catalysts with different structures and com-
positions and, thus, electrocatalytic properties were analyzed: the active Ir-based hydrous Ir, the
catalytically very stable rutile IrO2, and the highly active rutile RuO2, as well as binary mixtures
IrxRu1-xO2, which exhibit a trade-off between catalytic stability and activity.
In chapter 3, the investigation of the OER on hydrous Ir was conducted. Two proposed mecha-
nisms based on DFT calculations and experimental findings were evaluated. Only the simulation
results of the theory-based mechanism could describe and explain the cyclic voltammograms,
even at different potential rates. The simulation implies that oxygen is evolving mainly via a fast
single-site pathway (∗OO → ∗+O2) with an effective reaction rate that is several orders of mag-
nitude faster than the slow rate of the dual-site (2 ∗O → 2 ∗+O2) pathway. Intermediate states
of roughly 7 % Ir(III), 25 % Ir(IV), and 63 % Ir(V) are present at typical OER potentials of 1.6
V vs RHE. The kinetic limitation of the water adsorption explains counterintuitive experimental
findings of a reduced iridium species Ir(III) during highly oxidizing potentials. Although chemi-
cal water adsorption is generally thermodynamically favored, it is kinetically proceeding slower
than the electrochemical steps at high overpotentials. In the lower potential range from 0.05 to
1.5 V vs RHE, the stepwise oxidation of the iridium is accompanied by van der Waals ad- and
desorption processes. Overall, the analysis shows that the dynamic microkinetic modeling ap-
proach is a powerful tool to analyze electrocatalytic microkinetics in-depth and to bridge the gap
between thermodynamic calculations and dynamic experiments for the first time quantitatively.
In chapter 4, the anodic benchmark electrocatalyst in PEM water electrolysis, the nanoparticu-
lated rutile-structured IrO2, was studied at its pristine and OER-degraded state. The dynamic
microkinetic model was extended by directly implementing the thermodynamics and validated
using cyclic voltammetry at different stages of degradation. Herewith, interactions of individual
surface processes were revealed and analyzed. For the pristine catalyst, it was shown that the
interaction of three different processes, which are the adsorption of water, one potential-driven
deprotonation step, and the detachment of oxygen, limits the overall reaction turnover. Dur-
ing the reaction, the active IrO2 surface is covered mainly by ∗O, ∗OOH, and ∗OO adsorbed
species with a share, dependent on the applied potential, of 44, 28, and 20 % at an overpotential
of 350 mV, respectively. Further, the simulations verify the universal relation of a logarithmic
trend in elementary charge with increasing current density and the decrease in oxidation state
by increasing the OER operating potential. For the degraded catalysts, it was shown that the
loss in electrocatalytic activity during degradation is correlated to an increase in the activation
energy of deprotonation processes, whereas reaction energies were marginally affected. As the
effect of electrolyte-related parameters does not cause such a decrease, the model-based analysis
demonstrates that material changes trigger the performance loss. In combination with results
from operando XAS, the formation of oxygen vacancies was identified to provoke the material
degradation. The insights in this chapter into the degradation of IrO2 and its effect on the surface
processes provide the basis for a deeper understanding of degrading active sites for the optimiza-
tion of the oxygen evolution performance.
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In chapter 5, the highest OER activity of rutile-structured catalysts was analyzed by applying the
model-based method to RuO2. A direct comparison is drawn to the stable benchmark IrO2 and
binary mixtures IrxRu1-xO2, which show a trade-off between activity and stability. The surfaces
of the oxide mixtures IrxRu1-xO2 were found to consist of actives sites of both Ir and Ru. The
predicted accumulated amount of Ir compared to the nominal bulk is in accordance with XPS
findings. The OER mechanism is processed on both active sites independently and at different
overpotentials. It was shown that there is a correlation between performance and the relative
Ir content, which can be explained by the reaction free energies of two limiting deprotonation
steps. These are, in particular, the formation of the adsorbate species ∗OOH on rutile RuO2 and
∗OO on IrO2. The respective reaction free energies are quantified to 1.44 and 1.58 eV, which
are the highest values of the process, thus determining the overpotential. The additional find-
ing of adsorbed oxygen ∗O covering > 40 % of the active sites during the OER suggests that
subsequent water adsorption is the major performance-limiting step. Finally, a synergetic effect
between both active sites on the binary transition metal oxides is identified: the respective other
metal lowers the potential determining reaction energy on the Ru or Ir active site. This insight
into the surface processes on Ir and Ru binary oxides active sites can be leveraged for further
OER catalyst development.
In summary, the microkinetic modeling approach was used to analyze the electrocatalytic OER
on common catalysts under dynamic process conditions. While the theoretical analysis of the
parameter variation in chapter 2 provides a conformity check, the studies in chapters 3, 4, and 5
confirm that the established model is a viable tool to describe the complex electrocatalytic pro-
cesses on Ir- and Ru-based anodes. It is therefore considered a direct answer to the first scientific
question raised at the beginning of this document. Furthermore, by applying this methodology,
the dissertation provides not only an in-depth microkinetic analysis of the OER on various cata-
lysts but also of how structural changes, such as the formation of oxygen vacancies or composi-
tion in mixtures, affect reaction kinetics and the formation of intermediate and product species.
Therefore, the studies comprehensively describe the answer to the second research question.
Overall, the approach based on a microkinetic model is presented, for the first time, as a viable
tool to answer current scientific questions about the OER on Ir- and Ru-based anodes.

6.2 Outlook

So far, this dissertation focuses mainly on a small selection of catalytic materials and their in-
depth analysis. However, it is well known that production parameters affect the atomic structure
and microscopic shape of a catalyst and influence the OER activity. For example, the calcination
temperature can easily tune the particle size and crystallinity of Ir oxide nanoparticles. Also,
reactive sputtering methods can produce epitaxially grown thin films with a single facet. A
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systematic analysis of such physically well-characterized materials would reveal further trends
in the reaction kinetics. Such analyses might also be extended to other operating conditions such
as different pH, temperature, and pressure and their effect on the material degradation.
Despite the general agreement in the scientific community nowadays on the OER mechanism
occurring on rutile materials, as presented in this dissertation, alternative pathways are proposed
occasionally. Since the microkinetic approach allows for quantifying specific steps, it can be
adjusted to evaluate the validity and proportion of the overall turnover frequency of various
pathways. Assisting DFT-based analyses by providing quantitative insights into reaction rates
is especially advisable.
Although the anode-electrolyte interaction in a PEM electrolyzer cell is highly relevant for the
performance, other components may be addressed. To understand their impact on the input
variables of the reaction kinetics, such as pH, potential, and mass transport, and to elucidate the
effect on degradation at different operating points and strategies, a multiscale model or digital
twin can be helpful. In either approach, the microkinetic model presented in this dissertation can
be incorporated as an essential model component. It may be directly transferable to the use on
the cell level.
Despite its here presented application on the OER, the methodology is considered transferable
and beneficial in analyzing further electrocatalysts and reactions. The presented model equations
are generally valid and serve surface processes other than water adsorption and deprotonation. Its
application can be envisioned for many more electrocatalytic systems that can be characterized
well by CV. The electrocatalytic CO2 reduction, the oxygen reduction reaction or the electrolysis
of larger molecules are examples of promising reactions in an energy system based on renewable
energies. They can benefit from the presented approach. The presented studies in this dissertation
serve as examples and as a physical basis for a wide range of electrocatalytic and kinetic studies
for further reactions and processes in the field of electrochemical engineering.
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List of Symbols and Abbreviations

List of Symbols

A area m2

a activity –

C capacitance F m-2

c concentration mol m-3

E electrical potential V

e elementary charge As

F Faraday constant A s mol-1

f frequency Hz

G free energy eV

g interaction factor –

i current A

j current density A m-2

j0 exchange current density A m-2

K equilibrium constant -

k rate constant s-1

k0 pre-exponential frequency factor s-1

kB Boltzmann constant eV K-1

o nominal oxidation state –

p pressure N m-2

q charge A s

R resistance Ω

r reaction rate s-1

T temperature K

t time s
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List of Symbols and Abbreviations

x molar fraction -

α charge transfer coefficient –

β symmetry factor –

δ change in oxidation state –

ν stoichiometric coefficient –

Ω species –

ρ density of active sites m-2

θ coverage –

Indices

+ forward

- backward

a activation

dl double layer

el electrolyte

int interaction

r reaction

sur surface

Abbreviations

BRI Bridge

CUS Coordinatively unsaturated site

CV Cyclic voltammetry

DFT Density functional theory

ECSA Electroactive surface area

EIS Electrochemical impedance spectroscopy

HER Hydrogen evolution reaction

OER Oxygen evolution reaction

PCET Proton-coupled electron transfer
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List of Symbols and Abbreviations

PEEK Polyether ether ketone

PEM Proton exchange membrane

PTFE Polytetrafluoroethylene

RDE Rotating disc electrode

RHE Reversible hydrogen electrode

rmse Root mean square error

XAS X-ray absorption spectroscopy

XPS X-ray photoelectron spectroscopy
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A Modeling Details

A.1 Model Code of a PCET

The model code provided in this section is based on the mathematical description in section 2.4
and used to calculate the results in section 2.5.
File: start.m
%% Microkinetic model of electrocatalytic surface processes
clear all

% Define parameters
run parameterset.m

% Select adsorption isotherm: ’Langmuir’, ’Frumkin’ or Hill-de-Boer’
p.ads_isotherm = ’Hill-de-Boer’;

% Run model
run dynamic_model

% Tidy up
clearvars -except sim p
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File: parameterset.m
%% Define model parameters

p.e = 1.6021766*10ˆ-19; % elementary charge [J eVˆ-1] = [C]
p.F = 96485; % Faraday constant [As molˆ-1]
p.k_B = 8.617333*10ˆ-5; % Boltzmann constant [eV Kˆ-1]

p.T = 298.15; % temperatur [K]
p.R_ohm = 20; % ohmic electrolyte resistance [Ohms]
p.r = 2.5*10ˆ-3; % electrode radius [m]
p.A = pi*p.rˆ2; % geometric electrode area [mˆ2]
p.C_dl = 0.025; % double layer capacitance [F mˆ-2]
p.rho = 10ˆ-4; % density of active sites [mol mˆ-2]

p.a_H = 1; % activity of H+ ions [-]
p.a_H2O = 1; % activity of H2O [-]
p.a = [p.a_H]; % activtiy vector [-]

p.k_0 = 343.1; % pre-exponential frequency factor [sˆ-1]
p.beta = 0.5; % symmetry factor [-]

p.dG_a = [0]’; % activation free energy vector [eV]
p.dG_r = [1]’; % reaction free energy vector [eV]
p.dG_int = [0 0]; % interaction free energy vector [eV]
p.nu_f = [[0 0 1 0]]; % forward soichiometric coefficients matrix
p.nu_b = [[1 1 0 1]]; % backward soichiometric coefficients matrix

p.nu = p.nu_f - p.nu_b; % soichiometric coefficients matrix
p.iel = 1; % index of electrolyte species [=1:length(p.a)]
p.ie = 2; % index of electrons [=length(p.a)+1]
p.isur = 3:4; % index of surface species [=p.ie+1:length(p.nu)]

p.E_min = 0.5; % minimum (starting) potential [V]
p.E_max = 1.5; % maximum potential [V]
p.dE = 0.200; % potential scan rate [V sˆ-1]
p.E_num = 500; % number of potential steps [-]
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File: dynamic_model.m
%% Simulate equilibrium conditions at starting potential
% Define ode solver input
p.experiment = ’CP’;
p.t = linspace(0,10,10);
x0 = [ones(1,length(p.isur))./length(p.isur) p.E_min];

% Set solver options and run solver
options = odeset(’abstol’, 10ˆ-12, ’MaxStep’, 0.01);
[t y] = ode23s(@dynamic_ode, p.t, x0, options, p);

%% Simulate cyclic voltammogram experiment
% Define ode solver input
p.experiment = ’CV’;
p.t = linspace(0,2*(p.E_max-p.E_min)/p.dE,2*p.E_num);
x0 = [y(end,1:end-1) p.E_min];

% Set solver options and run solver
options = odeset(’abstol’, 10ˆ-12, ’MaxStep’, 0.01);
[t y] = ode23s(@dynamic_ode, p.t, x0, options, p);

%% Postprocessing the dynamic CV simulation output
% Restructure solver output
sim.theta = y(1:end,1:end-1);
sim.t = t(1:end);
sim.E = y(1:end,end);
sim.Edot = diff(y(:,end))./diff(sim.t);
sim.Edot(end+1) = sim.Edot(end);
sim.E_ext = [p.E_min + p.t(1:p.E_num)*p.dE p.E_max - ...

(p.t(p.E_num+1:2*p.E_num)-p.t(p.E_num))*p.dE]’;

% Calculate reaction rates
for i = 1:length(sim.E)

[sim.r(i,:)] = dynamic_rates(p,sim.theta(i,:),sim.E(i));
end

% Calculate current density
sim.j = p.F .* p.rho .* sum(-p.nu(:,p.ie)’.*(sim.r),2) + p.C_dl*sim.Edot;
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File: dynamic_ode.m
function [dxdt] = dynamic_ode(t,x,p)

% Allocate coverage and potential
theta = x(1:end-1)’;
E = x(end);

% Define the potential depending on the selected experiment
switch p.experiment

case ’CV’
[val idx] = min(abs(p.t - t));
if idx <= p.E_num

E_ext = p.E_min + t*p.dE;
end
if idx > p.E_num

E_ext = p.E_max - (t-p.t(p.E_num))*p.dE;
end

case ’CP’
E_ext = p.E_min;

end

% Calculate reaction rates
[r] = dynamic_rates(p,theta,E);

% Calculate change in theta
dtheta = sum(-p.nu(:,p.isur).*(r),1)’;

% Calculate change in Potential including R correction and double layer
dE = (E_ext - E - p.A*p.R_ohm*p.F*p.rho*sum(-p.nu(:,p.ie).*(r),1)) ...

/ (p.A*p.R_ohm*p.C_dl) / (max(p.t)/length(p.t));

% Output vector is defined as the derivatives of the input vector
dxdt = [dtheta; dE];
end
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File: dynamic_rates.m
function [r] = dynamic_rates(p,theta,E)

% Calculate adsorption functions of the selected isoterm
switch p.ads_isotherm

case ’Langmuir’
f_f = 1;
f_b = 1;

case ’Frumkin’
f_f = exp(p.beta*(...

prod((p.dG_int.*theta./(p.k_B*p.T)).ˆp.nu_f(:,p.isur),2)...
-prod((p.dG_int.*theta./(p.k_B*p.T)).ˆp.nu_b(:,p.isur),2)));

f_b = exp((1-p.beta)*(...
prod((p.dG_int.*theta./(p.k_B*p.T)).ˆp.nu_b(:,p.isur),2)...

-prod((p.dG_int.*theta./(p.k_B*p.T)).ˆp.nu_f(:,p.isur),2)));
case ’Hill-de-Boer’

f_f = exp(p.beta*(...
prod((p.dG_int.*theta./(p.k_B*p.T)).ˆp.nu_f(:,p.isur),2)...

-prod((p.dG_int.*theta./(p.k_B*p.T)).ˆp.nu_b(:,p.isur),2)...
+prod(theta.ˆp.nu_f(:,p.isur)./theta.ˆp.nu_b(:,p.isur),2)...
-prod(theta.ˆp.nu_b(:,p.isur)./theta.ˆp.nu_f(:,p.isur),2)));

f_f(isnan(f_f)) = 1;
f_b = exp((1-p.beta)*(...

prod((p.dG_int.*theta./(p.k_B*p.T)).ˆp.nu_b(:,p.isur),2)...
-prod((p.dG_int.*theta./(p.k_B*p.T)).ˆp.nu_f(:,p.isur),2)...
+prod(theta.ˆp.nu_b(:,p.isur)./theta.ˆp.nu_f(:,p.isur),2)...
-prod(theta.ˆp.nu_f(:,p.isur)./theta.ˆp.nu_b(:,p.isur),2)));

f_b(isnan(f_b)) = 1;
end

% Calculate reaction rates
r_f = prod([p.a.ˆp.nu_f(:,p.iel) theta.ˆp.nu_f(:,p.isur)],2).*f_f.*p.k_0...

.*exp((-p.dG_a-p.beta*p.dG_r+p.beta.*abs(p.nu(:,p.ie)).*E)...
./(p.k_B*p.T));

r_f(isnan(r_f)) = 0;
r_b = prod([p.a.ˆp.nu_b(:,p.iel) theta.ˆp.nu_b(:,p.isur)],2).*f_b.*p.k_0...

.*exp((-p.dG_a+(1-p.beta)*p.dG_r-(1-p.beta).*abs(p.nu(:,p.ie)).*E)...
./(p.k_B*p.T));

r_b(isnan(r_b)) = 0;
r = r_f-r_b;
end 113



A Modeling Details

A.2 Parameter Identification Process11

The identification of the parameter values of the reaction free energies, the activation free ener-
gies and the interaction free energies, the double layer capacitance and the density of active sites
requires to solve the optimization problem given in equation A.1.

P : min
x
J (x)

s.t. xlb ≤ x ≤ xub

(A.1)

J is the objective function defined by the root mean squared error given in equation 3.16. x is
the vector of input variables x ∈ {∆G0

r,i, ∆Ga,i, ∆Gint, j, ρ, cdl}, ∀i, ∀ j of the set of reactions i
and the set of adsorbed species j. For pristine IrO2 the design space is defined by the lower and
upper bound values xlb and xub respectively, given by the minimal and maximal values of the
ranges in Table A.1.

Table A.1: Ranges of the reaction free energy, the activation free energy, and the reactant species interaction energy of
reaction steps 1 to 7 and the the double layer capacitance and the density of active sites on IrO2 defining the
design space for the parameter identification process.

step ∆G0
r / eV ∆Ga / eV ∆Gint / eV ρ / mol m-2 cdl / F m-2

1 [-3, 1] [0, 0.15] [0, 0.2]

2 [0.7, 0.9] [0, 0.15] [0, 0.2]

3 [1.0, 1.2] [0, 0.15] [0, 0.2]

4 [-2, 2] [0, 0.15] [0, 0.2]

5 [1.0, 1.4] [0, 0.15] [0, 0.2]

6 [1.5, 2.0] [0, 0.15] [0, 0.2]

7 4.92 eV - ∑i̸=7 ∆G0
r,i [0, 1.65] [0, 0.2]

- [8 ·10−5, 20 ·10−5] [18, 20]

The ranges of the reaction free energy values of the electrochemical steps were set in such way
that they are able to reproduce the features in the CV e.g. the peak positions. For chemical steps,
the ranges of the reaction free energies were selected in between wider limits, as they are not

11 Parts of this section have been published in the supporting information of the following article:
[1] Geppert, J.; Röse, P.; Czioska, S.; Escalera-López, D.; Boubnov, A.; Saraçi, E.; Cherevko, S.; Grunwaldt, J.-D.;
Krewer, U. J. Am. Chem. Soc. 2022, 144, 13205-13217.
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easily specifiable by the experimental current response. The reaction free energy of the oxygen
detachment (step 7: ∗OO → ∗+ O2) is constrained by the thermodynamic formation energy
∑∆G0

r = 4.92 eV of the overall OER (2H2O → 2H2 +O2). As a consequence of the definition
of the pre-exponential frequency factor k0 = 343.2 s-1, the lower limits of the activation free
energies were set to ∆Ga = 0 eV as described in section 2.5. The upper limits are assumed to
a value of 0.15 eV, since no significant peak to peak difference is observable in the CV of the
pristine IrO2 material. One exception is the oxygen detachment (step 7: ∗OO → ∗+O2) which
was found by DFT calculations to have an activation energy up to 0.58 eV[44, 47] and, thus, the
respective activation free energy upper limit was increased to 1.65 eV. Lower and upper limits of
the interaction energies of adsorbed species were set to 0 eV and 0.2 eV, respectively. The density
of active sites and the double layer capacitance were found suitable to describe the experimental
data of pristine IrO2 in the ranges of [8 ·10−5, 20 ·10−5] mol m-2 and [18, 20] F m-2, respectively
and were used to define the design space.

106

global parameter search

best parameter set

local parameter optimization

Figure A.1: Schematic illustration of the two-step parameter identification process including the global parameter search
of 106 randomly selected sets of parameters and the local parameter optimization of the best sets.

The optimization process was conducted in two steps, as illustrated in Figure A.1. In a first step,
the dynamic simulations were performed by randomly defining 106 sets of parameters within
suitable ranges shown for pristine IrO2 in Table A.1. In a second step, the sets of parameters
with the lowest rmse values were locally optimized by the use of a pattern search algorithm i.
e. patternsearch provided by MATLAB. This algorithm requires higher computational costs and
was, hence, only applied on the most promising sets of parameters. The simulation data gained
with the best optimized set matches the experimental data of pristine IrO2 exceptionally well
with a rmse value of only 0.066 mA cm-2. The simulation results and the parameter values are
shown in Figure 4.5 and in Table 4.1, respectively.
The pattern search algorithm was also applied to identify the model parameter values of the
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steadily degrading catalytic system. Successively, the CV curves which were measured after each
30 minutes of operation at 1.6 V were used as input data in the objective function to minimize
the rmse. In every step, the values from the previously optimized set served as initial parameters.
The simulation results are shown in Figure 4.12.
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A.3 Profile rmse Analysis12

The profile rmse analysis was conducted to ensure parameter identifiability of the reaction energy
values. The method follows the profile likelihood analysis described elsewhere[147, 148] but uses
the rmse instead of the likelihood as a measure of deviation. Therefore, the free reaction energy
parameters were successively variated from the identified value found by the method described
in section 4.3, each by values of {(-0.2); -0.1; -0.05; 0; 0.05; 0.1; (0.2)} eV. Values in brackets are
only used for ∆Gr,4 and ∆Gr,7 on IrO2. Then, the rmse was minimized by the pattern search algo-
rithm, which was applied for all other parameters, each with 25,000 objective function iterations.
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Figure A.2: Rmse profile analysis of the reaction free energy parameters of the OER mechanism on IrO2. The dotted
line indicates the lowest value gained by pattern search optimization.

12 The graphs in this section have been published in the following article:
[2] Geppert, J.; Röse, P.; Pauer, S.; Krewer, U. ChemElectroChem 2022, 10, e202200481.

117



A Modeling Details

0.15 0.2 0.25 0.3
G

r,1
 / eV

0.02

0.03

0.04

0.05

rm
se

 / 
m

A
cm

-2

0.4 0.5 0.6
G

r,2
 / eV

0.02

0.03

0.04

0.05

rm
se

 / 
m

A
cm

-2

1.2 1.25 1.3 1.35
G

r,3
 / eV

0.02

0.03

0.04

0.05

rm
se

 / 
m

A
cm

-2

0.25 0.3 0.35 0.4 0.45
G

r,4
 / eV

0.02

0.03

0.04

0.05

rm
se

 / 
m

A
cm

-2

1.35 1.4 1.45 1.5 1.55
G

r,5
 / eV

0.02

0.03

0.04

0.05
rm

se
 / 

m
A

cm
-2

-0.25 -0.2 -0.15 -0.1
G

r,7
 / eV

0.02

0.03

0.04

0.05

rm
se

 / 
m

A
cm

-2

1.25 1.3 1.35 1.4
G

r,6
 / eV

0.02

0.03

0.04

0.05

rm
se

 / 
m

A
cm

-2

Figure A.3: Rmse profile analysis of the reaction free energy parameters of the OER mechanism on RuO2. The dotted
line indicates the lowest value gained by pattern search optimization.

In Figures A.2 and A.3, the resulting rmse values for variations of all reaction energy parameters
and all optimized variations are given for IrO2 and RuO2, respectively. Local minima in the
profile rmse are observed, which indicates high identifiability of all analyzed parameters. As the
minima in all profile rmse match the rmse found for the identified model parameters, this analysis
confirms that optimal reaction free energy values were identified.
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A.4 Simulations with Different Scan Rates13

Dynamic microkinetic simulations allow for an arbitrary change of the model input, i.e., the
applied potential over time. In Figure A.4, the simulated and the measured CV curves prove that
the model can reproduce the typical experimental variation in the potential scan rate. In direct
comparison, the trend of higher absolute current density with increasing scan rates from 25 up to
200 mV s-1 is valid for simulation and experiment in the lower potential range up to 1.45 V vs
RHE. Also, the exponential increase in current density at the higher potentials during the OER
matches all potential scan rates. Both are in good agreement, proving that the microkinetic model
can reproduce this dynamic behavior.

13 The Graphs in this section have been published in the following articles:
[1] Geppert, J.; Röse, P.; Czioska, S.; Escalera-López, D.; Boubnov, A.; Saraçi, E.; Cherevko, S.; Grunwaldt, J.-D.;
Krewer, U. J. Am. Chem. Soc. 2022, 144, 13205-13217.
[2] Geppert, J.; Röse, P.; Pauer, S.; Krewer, U. ChemElectroChem 2022, 10, e202200481.
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Figure A.4: Experimental a), c), e) and simulated b), d), f) CV curves of the different catalysts at scan rates of 25, 50,
100, and 200 mV s-1 in 0.1 M H2SO4.
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A.5 Simulations with Fixed Energy Values14
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Figure A.5: Experimental and simulated CV curves on the binary oxides a) Ir0.2Ru0.8O2, b) Ir0.5Ru0.5O2, and c)
Ir0.8Ru0.2O2 using the same energy parameter set as quantified for the single oxides RuO2 and IrO2. High
rmse values of 0.155, 0.082, and 0.098 mA cm-2 are obtained for the catalysts, respectively, indicating that
the assumptions may not be trustworthy. The simulations allow us to distinguish between the processes
at the Ru and Ir active sites, which results in the current densities given with dotted red and green lines,
respectively.

14 The graphs in this section have been published in the following article:
[2] Geppert, J.; Röse, P.; Pauer, S.; Krewer, U. ChemElectroChem 2022, 10, e202200481.
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A.6 Coverages of Adsorbed Species15
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Figure A.6: Surface coverage on Ru sites by intermediate species on RuO2 and IrxRu1-xO2.

15 The graphs in this section have been published in the following article:
[2] Geppert, J.; Röse, P.; Pauer, S.; Krewer, U. ChemElectroChem 2022, 10, e202200481.
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Figure A.7: Surface coverage on Ir sites by intermediate species on IrO2 and IrxRu1-xO2.
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A.7 Model Parameter Values16

Table A.2: Estimated parameter values of the reaction free energies of the surface processes of intermediate species
on RuO2, IrO2, and IrxRu1-xO2. Please note that only the adsorbed species are indicated in the reaction
equations.

Ir site: ∆G0
r / eV RuO2 Ir0.2Ru0.8O2 Ir0.5Ru0.5O2 Ir0.8Ru0.2O2 IrO2

∗ → ∗H2O 0.15 0.21 0.16 0.11
∗H2O → ∗OH 0.74 0.72 0.71 0.73
∗OH → ∗O 1.22 1.21 1.18 1.12
∗O → ∗OH2O 0.44 0.44 0.44 0.54
∗OH2O → ∗OOH 1.27 1.27 1.30 1.23
∗OOH → ∗OO 1.55 1.57 1.58 1.58
∗OO → ∗ -0.46 -0.50 -0.45 -0.40

Ru site: ∆G0
r / eV

∗ → ∗H2O 0.24 0.22 0.27 0.24
∗H2O → ∗OH 0.51 0.51 0.56 0.51
∗OH → ∗O 1.28 1.26 1.29 1.34
∗O → ∗OH2O 0.39 0.35 0.28 0.36
∗OH2O → ∗OOH 1.44 1.44 1.40 1.34
∗OOH → ∗OO 1.37 1.32 1.31 1.37
∗OO → ∗ -0.32 -0.19 -0.19 -0.25

16 The data in this section have been published in the following articles:
[1] Geppert, J.; Röse, P.; Czioska, S.; Escalera-López, D.; Boubnov, A.; Saraçi, E.; Cherevko, S.; Grunwaldt, J.-D.;
Krewer, U. J. Am. Chem. Soc. 2022, 144, 13205-13217.
[2] Geppert, J.; Röse, P.; Pauer, S.; Krewer, U. ChemElectroChem 2022, 10, e202200481.
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A.7 Model Parameter Values

Table A.3: Estimated parameter values of the activation free energies of the surface processes of intermediate species
on RuO2, IrO2, and IrxRu1-xO2. Please note that only the adsorbed species are indicated in the reaction
equations.

Ir site: ∆Ga / eV RuO2 Ir0.2Ru0.8O2 Ir0.5Ru0.5O2 Ir0.8Ru0.2O2 IrO2

∗ → ∗H2O 0 0 0.15 0.15
∗H2O → ∗OH 0.02 0.06 0.07 0
∗OH → ∗O 0 0 0 0
∗O → ∗OH2O 0 0 0 0
∗OH2O → ∗OOH 0 0 0 0
∗OOH → ∗OO 0 0 0 0.04
∗OO → ∗ 0.61 0.54 0.43 0.43

Ru site: ∆Ga / eV
∗ → ∗H2O 0.19 0 0.23 0.30
∗H2O → ∗OH 0.10 0.19 0.10 0.10
∗OH → ∗O 0 0.10 0.10 0.10
∗O → ∗OH2O 0.09 0.09 0 0
∗OH2O → ∗OOH 0 0 0 0
∗OOH → ∗OO 0.02 0 0 0
∗OO → ∗ 0.34 0.34 0.34 0.34
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A Modeling Details

Table A.4: Estimated parameter values of the interaction free energy of the surface adsorbed intermediate species on
RuO2, IrO2, and IrxRu1-xO2.

Ir site: ∆Gint / eV RuO2 Ir0.2Ru0.8O2 Ir0.5Ru0.5O2 Ir0.8Ru0.2O2 IrO2

∗ 0.19 0 0.10 0.20
∗H2O 0.20 0.20 0.20 0.15
∗OH 0.20 0.20 0.12 0.11
∗O 0.20 0.18 0.12 0.13
∗OH2O 0.16 0 0 0
∗OOH 0 0 0 0.03
∗OO 0.20 0.20 0.04 0.01

Ru site: ∆Gint / eV
∗ 0.00 0.12 0 0
∗H2O 0.20 0 0 0.20
∗OH 0.13 0.20 0 0.09
∗O 0.06 0.20 0.20 0
∗OH2O 0.20 0.18 0.20 0.20
∗OOH 0.20 0.20 0.20 0.20
∗OO 0.19 0.20 0 0

Table A.5: Estimated parameter values of the density of active sites and the double-layer capacitance, both normalized
to the geometrical electrode area, and the relative amount of active Ir sites of the RuO2, the IrO2, and their
mixtures.

RuO2 Ir0.2Ru0.8O2 Ir0.5Ru0.5O2 Ir0.8Ru0.2O2 IrO2

ρ / mol m-2 0.65·10-4 0.83·10-4 0.46·10-4 0.73·10-4 1.40·10-4

Cdl / F m-2 11.05 11.05 11.03 11.03 19.60

x / - 0 0.40 0.70 0.88 1.00
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