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Abstract: This paper presents a framework that integrates digital twin and virtual reality (VR)
technologies to improve the efficiency and safety of human–robot collaborative systems in the
disassembly domain. With the increasing complexity of the handling of end-of-life electronic products
and as the related disassembly tasks are characterized by variabilities such as rust, deformation, and
diverse part geometries, traditional industrial robots face significant challenges in this domain. These
challenges require adaptable and flexible automation solutions that can work safely alongside human
workers. We developed an architecture to address these challenges and support system configuration,
training, and operational monitoring. Our framework incorporates a digital twin to provide a real-
time virtual representation of the physical disassembly process, allowing for immediate feedback and
dynamic adjustment of operations. In addition, VR is used to simulate and optimize the workspace
layout, improve human–robot interaction, and facilitate safe and effective training scenarios without
the need for physical prototypes. A unique case study is presented, where the collaborative system
is specifically applied to the disassembly of antenna amplifiers, illustrating the potential of our
comprehensive approach to facilitate engineering processes and enhance collaborative safety.

Keywords: digital twin; virtual reality; disassembly; industrial robot; collaborative robotics

1. Introduction

The application of industrial robots in manufacturing is continuously rising due to
their ability to execute tasks with speeds and accuracy that exceed humans’ capabilities.
Particularly for the manufacturing of products that involve a high percentage of repeat-
able tasks, robots are an excellent resource. However, the deployment of robots is still
challenging in processes that are not standardized, predetermined procedures and are
characterized by extremely small batch sizes. Disassembly is one such process that is still
very difficult to automate for several additional reasons. These factors are related to the
high number of variants in product families, customization, mass personalization, product
structure [1–3], as well as the state of the product, which can also be characterized by
a variety of complications such as deformations, corrosion, and dust. In this context, it is
crucial to focus on a hybrid robotic cell in which humans and robots can work collabora-
tively on disassembly tasks and support each other [4]. Humans are still better suited for
tasks involving variability and fine physical movements and possess the ability to handle
unpredictable changes in the environment. A composition of complementary strengths,
which involve adaptability and automation, is necessary to make industrial robots more
applicable for use cases such as disassembly.
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1.1. Challenges within Human–Robot Collaboration

Despite its potential, human–robot collaboration in the disassembly domain also
brings challenges related to appropriate task distribution and safety [4,5]. Such collabora-
tion can be complex and dynamic, and collisions and possible injuries are, unfortunately,
unpredictable sometimes. In this context, ensuring that safety aspects are respected is
crucial for enabling robots to work in the immediate vicinity of humans. The challenge is
organizing dynamic task sequencing and allocation while considering speed, capabilities,
and safety issues while additionally reflecting the effectiveness of the actions. Consequently,
there is a need for a unified representation of the involved entities and objects, as well
as human and robot actions, in order to be more easily interpreted and integrated into
heterogeneous environments such as collaborative systems [6,7]. Such a model can increase
interoperability and can be used for system configuration as well as engineering purposes
to reduce the amount of time and effort required for these activities. Additionally, it is
important to provide new practical methods for the engineering and supervision of such
environments that could provide convenience and flexibility as well as cover safety require-
ments and standards for specific industrial applications such as disassembly. Advanced
human–robot interfaces are required to support the interaction between humans and robots,
and facilitate their safe and efficient (co)operation. This kind of interface should enable
users to communicate easily but also provide them with accurate information needed to
oversee the current system behavior and accordingly react in dynamic situations [8]. Con-
sidering the conventional way of programming industrial robots, where each new task or
process adjustment results in downtime that is not economically viable for smaller lot sizes,
such interfaces should provide methods for simpler and economical robot programming
not requiring comprehensive knowledge in the robotics domain [9]. Finally, it is essential
that a solution provides cost-effective training for the personnel who will be operating the
robotic system. Companies rely on robots or specialized software for training to under-
stand robot operation, programming, and troubleshooting. Without this practical exercise,
employees may lack the necessary skills, leading to potential operational inefficiencies and
safety risks. However, considering that many small- and medium-sized companies (SMEs)
cannot afford to acquire a robot specifically for training purposes, simulators are seen as
an economical alternative [10]. Hence, the main obstacles for SMEs that prevent them from
adopting robots on a massive scale are uncertainty about total cost and missing robotic
competencies [11].

Realistic industrial system models are indispensable in enabling the early and efficient
assessment of system design decisions as well as in improving a system’s operation perfor-
mance [12]. Such a solution should be able to mirror the physical system and should enable
the assessment of real scenarios, embodying and exactly showing the involved entities,
as well as enabling the realistic validation of poses and movements [13].

1.2. Digital Twin

The digital twin is an emerging technology that offers a new perspective on super-
vising the operation of physical objects. It provides a virtual representation of real objects
and facilitates interaction and data streaming between the physical process and the virtual
space [14,15]. A digital twin is used to establish a virtual representation able to mimic
the properties, behaviors, and processes of the real world. Due to the harmonized op-
eration of the real and virtual counterparts, digital twins provide means that can be
used to effectively test, observe, and evaluate the system but also propose changes and
visualize potential corrections [16]. Being a digital replica of a physical system, the digital
twin provides users with a reliable, high-fidelity, and real-time controllable instrument,
which is particularly useful for situations that require safe and efficient human-0machine
interaction [17]. However, the development of the virtual models is time-consuming and
requires significant efforts for their physical and logical modeling as well as for model-
ing the coupling correlation between them [18]. Further challenges are related to better
modeling and more accurate representation of the components and process, as well as
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improved data streams between the different parts of the digital twin [19]. Moreover, issues
related to two-way connection and synchronization, the guidance of the physical entities in
real time, and visualization should be addressed as well [15,20]. Finally, human–machine
interactions and direct feedback control should be significantly improved to better integrate
and involve humans in the manufacturing process [21]. In this context, digital twins lack
human-centered focus, and the currently developed solutions have limited interaction and
collaboration functionalities [22].

1.3. Virtual Reality

Virtual-reality-based industrial robotic systems have the potential to handle some of
the challenges mentioned earlier. Virtual reality (VR) is a safe and cost-effective solution
that can be used for offline robot programming, providing an authentic experience of a real
situation [10,23]. It can be used to analyze a variety of concepts and layout designs in
a trial-and-error manner with movement prediction and built-in collision checking. VR
allows an operator to observe and walk through the environment and to use handheld
controllers to interact/move robot arms or 3D objects virtually and make modifications
when necessary [24]. Furthermore, it is possible to perform reachability tests to identify
the locations that robots and humans can reach as well as placement tests to determine the
placement range and working conditions. VR also supports virtual experimentation before
transferring a scenario to a real system. However, even though research on VR has increased
and significant technological progress has been made in the last years, the application of VR
within robotics is still in the early stages, and applications have not substantially reached
the production environment [25]. Additionally, the development of the virtual plant model
requires a significant amount of time and effort, and new concepts should enable faster
system development [26]. Finally, VR applications are often deployed in a laboratory or
structured environment that can be easily managed. Therefore, it is important to test these
systems in real-world conditions, which are often unpredictable and unstructured [27].

To bridge all the gaps mentioned above and contextualize our contributions, this work
explored how digital twin and virtual reality technologies can address the challenges in
human–robot collaboration by providing a unified representation and advanced interfaces
for interaction, thereby enhancing safety, task distribution, and system integration. The
contribution of this work is as follows:

1. We developed a system architecture integrating digital twin and VR to enhance
human–robot collaborative systems.

2. We implemented a prototype that allows users to simulate and optimize disassembly
tasks in a safe, virtual environment.

3. We applied the framework in a case study to disassemble antenna amplifiers.
4. We demonstrated important aspects of human–robot collaboration, such as task

distribution and safety issues.
5. We demonstrated the framework for use in system configuration, training, and opera-

tional monitoring.

This paper is structured as follows: The following State of the Art Section analyzes
various aspects regarding human–robot collaboration and simulation, as well as digital
twin and virtual reality technologies. Afterward, this paper describes the development
of a framework that combines digital twin and VR technologies, as well as the software
communication infrastructure and the provided functionalities. The Experiments Section
presents the implementation and testing of the framework in a representative use case
scenario. Subsequently, the Discussion Dection examines the potential of the developed
digital twin and VR framework. In the final section, this paper concludes by summarizing
the developments and outlining directions for future work.

2. State of the Art

Collaborative human–robot systems are complex and commonly integrate a large
number of elements and aspects that have to be considered and optimized since they
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influence the safety and efficiency of the industrial process. In this context, it is important
that robotic systems are able to not only manage uncertainties about the geometry and
physical properties of objects but also partition the main task into primitive elements and
synchronize the robot’s action with its human counterpart [28]. In order for a robotic
system to function in an environment with a high degree of dynamic uncertainty and to
ensure safety and continuous operation, it is crucial to obtain reliable and meaningful
information about the state of the robotic system and the environment [29]. An important
challenge is also reflected in usability, where user-friendly and effective interfaces should
be provided to facilitate adaptability and the seamless interaction between humans and
robots [30]. Because of these reasons, there is a strong need to verify these kinds of systems
during the design and development phase and to optimize them once they are in operation.
Simulation is a powerful means of developing various robot solutions and improving their
quality during the design phase.

2.1. Robot Simulation Limitations

Robot simulation tools provide great means to design, program, and optimize a robotic
cell without stopping the manufacturing process. Simulation can provide functions such
as path and collision analysis, calibration, equipment placement, and reachability assess-
ment [31]. Robot simulation can also be successfully used to test and validate control
programs and algorithms. A general review of physics simulators covering various areas
of robotics research such as learning, soft, aerial, and underwater robotics, and manipu-
lation has been reported by Collins et al. [32]. Tsagaris et al. used RoboDK software to
convert a CAD model into a controllable simulation of a 5DoF robotic arm [33]. Sekala et al.
demonstrated the modeling and programming of robotic work cells using Siemens Pro-
cess Simulate software [34]. Baizid et al. presented the IRoSim platform to assist users
in designing and simulating robotic tasks [35]. There are also several available software
solutions, such as RobotStudio (ABB), KUKA.Sim Pro (KUKA), and RoboGuide (FANUC),
which have been developed by robot manufacturers and enable the offline programming
and simulation of robots [36]. With these kinds of solutions, it is possible to develop
a robot program in advance and immediately implement it on a real robotic cell. These
kinds of tools have been successfully used in various manufacturing processes such as
welding [37–39], palletizing operations [40,41], circuit board assembly [42], and paint-
ing [43]. Lukac conducted a comparative study of industrial robot simulation systems for
educational needs [44]. A disadvantage of these solutions emerges in situations when
robots from different manufacturers are used in production, having different programming
characteristics and requiring specific software tools. In general, simulations have limited
capabilities for assessing system performance since the direct link to the real system and
the ability to track current and past system states are missing [14] and the user cannot
preview motion replication in real time [17]. Additionally, the presence of human users in
a collaborative workspace raises the level of unpredictability, which is not easy to cover
with simulation tools [45]. In this context, the digital twin boosts the simulation ability
using data from real systems, enabling real-time optimization and decision making. This is
particularly necessary in environments such as collaborative human–robot systems, which
require reliable and efficient operation and interaction [17].

2.2. Digital Twin Technologies

The idea of the digital twin has its roots in NASA’s Apollo space program, where it was
used to mirror the conditions of the shuttles during the mission. NASA also contributed
with the first definition of the digital twin [46]. Since then, the digital twin has been
broadly applied in the entire product lifecycle, e.g., during the design phase for iterative
optimization; during the manufacturing phase for production control, planning, real-time
monitoring or evaluation; as well as in the service phase for predictive maintenance, fault
detection, and diagnosis or performance prediction [47].
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Given the omnipresence and increased deployment of robotics in industry, digital
twin technology has also found broad application in the development and supervision of
this kind of system. Digital twin implementations encompass Industry 4.0 [48], human–
robot interaction, work-cell simulation, maintenance [49], as well as solutions driven by
artificialiIntelligence to support control, energy modeling, or planning [45]. Considering
the significant benefits, such as the ability to assess the safety of a system and assist
in speed and configuration optimization as well as task planning and the training of
personnel, digital twins have found wide application in human–robot collaboration.
Ramasubramanian et al. reviewed related implementations and trends in human–robot
collaboration. The identified challenges included the lack of a generic framework, high cost,
limited training, and real-time connectivity issues, while future trends focus on AR/VR
advances in realistic representation, generic frameworks, and modular AI hardware to
improve the implementation and efficiency of DT in human–robot collaboration [19]. In this
context, Malik and Brem presented the development of a digitaltTwin for collaborative
robots and investigated its usefulness in an assembly use case [50]. Yao et al. proposed
a digital-twin-based framework for task rescheduling in robotic assembly lines. This
framework integrates physical entities, virtual entities, and a virtual reality interaction
mechanism, and handles the dynamic disturbances and uncertainties that affect assembly
processes by enabling real-time rescheduling. A mathematical model was developed, and
an improved discrete fireworks algorithm was introduced to optimize task scheduling by
minimizing computation time and improving solution quality [51].

2.3. Virtual Reality for Digital Twins

Virtual reality is seen as one of the main pillars of Industry 4.0, offering an effective
way of modeling and studying industrial processes [52]. In this context, VR technology
can be used complementary to the digital twin to enable users to better understand and
assess a collaborative environment, with a particular focus on safety and ergonomics assess-
ments [53], providing natural and effective training [52]. Recent research works have also
focused on addressing different issues in the robotics domain using VR. Dimitrokalli et al. in-
vestigated human–robot collaboration in mechanical product assembly using virtual reality.
The virtual environment was created using Unity 3D, with Leap Motion for hand tracking
and an Oculus Rift DK2 headset for immersion and head motion detection [54]. Garg et al.
presented a framework that facilitates online/remote programming of a robotic cell. It
consists of the digital twin model developed with the Unity game engine, as well as VR
and a real FANUC robot (model M-10ia/12) [55]. Burghardt et al. also used virtual reality
and digital twins to program robots in the process of cleaning ceramic molds. The digital
twin mimics a robotic cell, allowing the operator to perform tasks in a virtual environment,
and then the robot replicates these movements in the real world [56]. Furthermore, Kuts et al.
achieved synchronization between real and virtual industrial robots, enabling real-time
control and programming of industrial robots through a VR interface [57]. Finally, Perez et al.
developed a methodology for engineering and operating multirobot manufacturing cells
using digital twin and virtual reality technologies in a real-world part assembly use case [58].
The use cases presented are challenging; however, to comprehensively demonstrate the
potential of these technologies, it would be advantageous to investigate applications in
more complex and unpredictable environments, such as during disassembly. In this context,
better synchronization and interaction functionalities with the physical world are needed
to handle this kind of dynamic use case.

2.4. Safety in Human–Robot Collaboration

Physical safety is a primary aspect of human–robot collaboration that must be ensured
if it is to be widely accepted and effectively used. Hamad et al. analyzed various physical
and cognitive safety aspects and presented a multilayered safety architecture, integrating
both aspects for effective HRI [59]. Valori et al. presented the most relevant standards deal-
ing with the safety requirements in human–robot collaboration [60], and Robla-Gómez et al.
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gave an overview of the progression of safety systems and their implementation in robotic
environments [61]. Gualtieri et al. proposed guidelines for ensuring safety in collaborative
human–robot assembly systems and validated them through a laboratory case study [62].
Lacevic et al. presented a method for ensuring safe human–robot collaboration by continu-
ously monitoring and explicitly representing danger zones [63]. Effective HRC requires safe
collaboration, explainable and predictable robot actions, as well as bidirectional communica-
tion with built-in safety mechanisms from design to deployment [30]. The consideration
and integration of safety aspects and requirements in a way for the robot to understand the
risks are desirable. Additionally, there is a need for the consolidated and unified modeling
of human and robot actions to be easily integrated and generically reusable for various
kinds of products to be disassembled. For this reason, the knowledge representation should
be separated from the program logic to be used for different scenarios. Additionally, the
developed applications should be usable for different purposes (for design, simulation,
operation, or training), which can significantly speed up the realization of new applications.
Finally, the focus should be on improving collaboration through real-time data processing
and building trust through explainable robot actions and bidirectional communication.

3. System Overview

The main objective of this work was to develop oa framework that combines digital
twin and VR technology in order to support the user during the engineering and supervi-
sion of industrial and collaborative robotics systems applied in the disassembly domain.
The core components of the framework are the world model, the decision making, the vi-
sion system, the digital twin with a VR interface, and its execution components, which are
responsible for moving the robots. The architecture has its origin in our previous work,
which differentiated the control of a specific manufacturing unit into two levels: high-level
control (HLC) and low-level control (LLC) [64,65]. The architecture incorporates the control
system components into these two layers, as presented in Figure 1. The core functions of
the world model, decision mkking, and execution component (i.e., the LLC) are explained
more in detail in our previous research [66]. In this work, we extended the HLC, which
generally consists of the world model and decision-making components, by adding a
digital twin module with a VR Interface. In this way, the framework enhances functionality
from pure controlling functions to enable use for broader engineering purposes such as
commissioning, training, and supervision.

High-Level-Control

Python

Screw Classification
3D-Reprojection

Vision System

PLC

Real-Time Execution
Status Reporting

Low-Level-Control

PDDL & Kotlin

Semantic Mapping
Planning
Plan Execution
State Synchronization

Decision Making

Apache Jena

Reasoning & Classification 
Consistency Checking
Persistency

World Model

Unity & C#

Simulation & Monitoring
Reachability Estimator
Collision Analyzer
Operator Instruction

Digital Twin (VR)

Figure 1. The core components of the framework, each listed with their capabilities and implementa-
tion technologies: high-level control consisting of the world model and decision making, the vision
system, digital twin with VR Interface, and the lowlLevel control. The interfaces between each
component are shown as black lines.
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3.1. World Model

The world model is a core component of the framework, with the role of centrally
persisting all information and concepts of all interconnected components. These compo-
nents can query and store information to/from it via the decision-making component.
The world model maintains the exact model of the environment and delivers up-to-date
information to all other associated elements. Ontologies are applied to express information
models and store associated knowledge within the world model. Ontologies have recently
been used in industry to enrich data with semantics and provide a common vocabulary,
integrating different systems and making the content understandable to both humans and
machines [67–69].

Two important duties of the ontology within the system are reasoning and classi-
fication as well as consistency checking. Reasoning and classification involve deriving
new knowledge from the existing ontology by applying logical rules and categorizing
information into predefined classes. This enhances the ability of the world model to make
informed decisions based on the relationships and properties defined within the ontology.
Consistency checking ensures that the information within the ontology does not contain
contradictions and adheres to the defined rules and constraints. Consistency checking
helps to identify and resolve conflicts within the ontology, thereby supporting the stability
and coherence of the world model.

To be sufficiently exploitable for disassembly system configuration and function,
the ontology should include an adequate model of the system environment, including
human and robot capacities and limitations, tooling and other equipment, interfacing,
and support services. Recognizing the relevance of previously developed ontologies,
we reused some concepts associated with robotic devices and skills from the ROSETTA
ontology [70] and concepts related to human–robot collaboration from the CCORA ontol-
ogy [71]. We also extended our previously developed ontologies [66] further by inserting
concepts related to disassembly processes, human–robot interaction, and safety requirements
(see Figure 2). The central class concept is the PhysicalObject with its spatial properties of
position, rotation, and scale. It is the parent class for most other concepts, e.g., devices, parts,
connectors, manipulators, agents, etc.

Pose

Property

Connection

Screwed
Connection

Physical
Object

Connector

Screw

Part

InnerPart OuterPart

WorkRange

Agent

OperatorRobot

Device

Mani-​
pulator

Gripper Screwdriver

Articulated
Robot

hasProperty

contains

isWithin

isPropertyOf

canReach

canReach

locatedAt

canHandle

hasConnection

hasSubDevice

Figure 2. The core classes of the world model of the disassembly robotics system and their relation-
ships. The unnamed relationships are parent–child relationships (subClassOf).
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3.2. Vision System

The vision system plays a critical role in the framework for accurate and reliable auto-
mated disassembly. The key function is to accurately identify the position and orientation
of the screws and other components within the antenna amplifier. For this purpose, a neural
network approach using fully convolutional one-stage object detection (FCOS) [72] was
trained on synthetic screw data. An RGB-D camera, Intel Realsense 435 (Intel RealSense,
available at https://www.intelrealsense.com/ (accessed on 31 May 2024)), detects screw
heads in 2D images, which are reprojected back into the 3D point cloud, as explained
more in detail in our previous work [73]. This detection functionality is triggered by the
decision making and the recognized objects are stored in the world model. These data
are used to calculate approach points and collision-free paths for the robot, as well as
to optimize the robot’s trajectories. The vision system also plays an important role in
continuously monitoring the disassembly process and detecting any deviations or errors,
which are communicated to the decision-making component for dynamic rescheduling
and adjustments.

3.3. Decision Making

The decision-making component was designed to generate a plan, based on input
from the world model, to accomplish particular tasks and reach the final state. In our case,
the initial state is defined by the working environment, with the robot and its hardware,
and the product to be disassembled. The final state is defined as the extracted parts of
the product.

The decision-making component uses a planner implementing the Planning Domain
Definition Language (PDDL) [74] to generate sequences of actions (tasks) to reach the final
state (goal). To transform the knowledge from the ontology into PDDL, we implemented
a semantic mapping approach in our previous research [66]. During the design and
development phase of the robotic system, these actions are shared with the digital twin
and VR interface for validation. Once the system is operational, the actions are directly
forwarded to the execution component, which integrates the planning system with the
physical components (robots, tools, vision system, etc.). During the execution of the actions,
their execution status is monitored and synchronized back into the ontology. If execution
fails at a certain point, a replanning is triggered, which relies on the newly synchronized
world model state.

3.4. Execution

The execution component interprets the action plan generated by the decision compo-
nent and executes the code on the physical robot hardware in real time. To allow status
monitoring and state synchronization back into the ontology, the execution component
reports its execution status back to the decision-making component. The robot hardware
incorporates the robot with its motion controller and its attached tools, e.g., an industrial
screwdriver (nut runner).

3.5. Digital Twin

The purpose of the digital twin is to support the disassembly system during the engi-
neering process and its operation. The digital twin is automatically configured based on the
information from the world model via the decision making. This means the spatial infor-
mation about the geometry and positioning of the product, robots, and other mechatronic
components is transferred to the digital twin for the initial configuration [75]. Similarly,
the robot’s environment is reflected in the digital twin to define its workspace. This type of
automated configuration facilitates the rapid development of new production settings and
makes it easy to modify them. This is particularly important for the disassembly domain,
which is focused on disassembling different product types with potentially high uncertain-
ties due to the end-of-life product phase. In addition, by synchronizing the objects of the
physical system with their digital representation in the digital twin, it is possible to monitor

https://www.intelrealsense.com/
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the system conditions and visualize sensor data. Again, this is important to support the
dynamic and collaborative nature of the disassembly environment. Figure 3 shows the
digital twin of the disassembly robot cell and the corresponding real-world setup.

Unity (available at https://unity.com/ (accessed on 31 May 2024)) was used to create
visual representations of the disassembly environment and provide immersive physics
simulations. Unity is a cross-platform game engine with intuitive design tools that facilitate
the development of digital twins and advanced graphics rendering that supports VR
devices. It integrates a robust physics engine capable of simulating real-world physics
in the form of rigid body kinematics and collisions. The VR interface, as well as the
human–machine interface (HMI) on a screen for the human worker, can be used to monitor
the system.

Figure 3. The disassembly robotics cell in the virtual (left) and physical worlds (right).

3.6. Virtual Reality Interface

The VR interface is used to monitor and visualize the robot’s actions, including the
position and orientation of its end effector, as well as the products and environment (table,
boxes for storing parts or tools, etc.). It allows users to better gauge the depth of objects and
their spatial relationships in contrast to regular display interfaces. This enhanced spatial
perception helps in accurately identifying overlapping objects and potential collisions,
leading to improved interaction and navigation in complex environments. We chose virtual
reality (VR) over augmented reality (AR) due to the easier implementation, as it does not
require costly robotics and is inherently safer.

Using the VR interface, the human worker navigates through the virtual environment
using two handheld controllers to move objects from one position to another. Once the
layout is defined, the worker can start the dynamic simulation while still immersed in the
VR scene. It is also possible to explore different object placements in the environment and
analyze different disassembly scenarios and actions from different angles in certain situa-
tions. This is especially important given the collaborative nature of the disassembly process.
Within the framework presented, the worker can adjust the environment as needed by
moving equipment to a new position and specifying new feasible or safe paths. These
new positions are then directly transmitted and synchronized with a real robot or its world
model, as shown in Figure 4. They are immediately considered in the analysis and planning
of actions and the automatic generation of robot execution code.

During the design phase of the robotic work cell, we used this functionality to test
and optimize different workspace layouts. The immersive experience, thanks to improved
depth perception due to VR, opens up further possibilities for workspace design, improving
communication with stakeholders and avoiding time-consuming conversions of the physi-
cal prototype. For each of the designs, we performed a reachability analysis, as described in
Section 4.1, and simulated a disassembly, for example, of devices, which is further detailed
in Section 4.2.

https://unity.com/
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In addition, the virtual framework can receive information related to the motion in
the environment (robot, product, people, etc.) using the point cloud information of the
RGB-D camera and perform analysis based on the real data. This type of bidirectional
connection ensures that all changes from the real world can be transferred to the virtual
space and vice versa. Moreover, the subsequent integration with the PDDL planner of the
decision-making component, which generates actions such as movements for the human
worker and the robot, allows the visualization of the generated plans in cases where new
layouts are tested and analyzed. Given that humans and robots have different capabilities,
any planned disassembly operation can be evaluated against the process characteristics and
physical constraints of the component. In this way, the approach can be used to validate
robot movements for individual product parts and correct specific factors in the control
strategy until the actions are feasible and effective. In addition, the verification of tooling,
path planning, collision analysis, and safety considerations ensures safe operation and
resolves critical issues. Finally, mirroring and linking the disassembly processes, once
implemented and running, to the virtual space provides the ability to monitor and modify
them in real-time.

The immersion of 3D perception provided by the additional depth dimension of VR
also leads to advantages in the training and further education of operating personnel.
Inexperienced operators can be safely and realistically introduced to the system’s operation
using the digital twin and its visualization via VR. This avoids the considerable risk posed
by moving objects on the real robot system if safety regulations are violated. In addition,
the system does not have to be shut down to train new operators, which leads to further
efficiency gains in the operation of the system. More experienced users can practice
and further optimize changes in the workflow. The simulation functionality also makes
it possible to safely test modifications to the robot system’s motion planning without
endangering the operator or recognizing safety-critical situations at an early stage.
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Figure 4. Information synchronization and transfer (black arrows) between the system components
of the physical and physical environments. The detected screws of the vision system are annotated
using colored numbers.

3.7. Message Middleware

The system communication architecture was built on the Robot Operating System
(ROS) [76], as presented in Figure 5. ROS is used as middleware for communication with
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the robot as well as between the different components of the system. ROS is an open-source
framework that integrates a wide range of tools and libraries for robot operation. The ROS
MoveIt library [77] is used to calculate collision-free trajectories, create pick-and-place
paths, and compute the forward and inverse kinematics of the robot. The high number
of established interfaces to robot systems and simulation environments in programming
languages such as Python, C++, and MATLAB/Simulink supports a step-by-step integra-
tion of the components into an overall system and promotes the testing of the software in
the context of a digital twin. ROS utilizes its modular publisher–subscriber architecture,
where components (nodes), starting with task planning and ending with hardware com-
mands, communicate with each other as the nodes of a network via extensible messages.
The built-in parameter server and launch scripts handle different configurations. This
enables a seamless switch from simulation to real-world execution. The communication
infrastructure of the disassembly system is presented in [73].

HLC + LLC Robot
Controller

Nut Runner
Controller

EthernetDigital Twin Ethernet

ROS Topics ROS Topics

digital IO

Robot Nut RunnerVR

HMI

USB proprietary

Camera

USB

internal

proprietary

Figure 5. Communication infrastructure between the different system components. (Image
sources: ROS logo (https://www.ros.org/blog/media/ (accessed on 31 May 2024)) with permission
from Open Source Robotics Foundation, Inc.; Unity logo (https://unity.com/en/legal/branding-
trademarks (accessed on 31 May 2024)) with permission from Unity Technologies. HMI (https:
//thenounproject.com/icon/noun-hmi-5664890 (accessed on 31 May 2024)) by Eris Kusnadi (The
Noun Project); Virtual Reality (https://thenounproject.com/icon/virtual-reality-4177349 (accessed
on 31 May 2024)) by Abdulloh Fauzan (The Noun Project); Dual Camera (https://thenounproject.
com/icon/noun-dual-camera-598787 (accessed on 31 May 2024)) by Nikita Cherednikov (The Noun
Project); Robotic (https://thenounproject.com/icon/robotic-5610082 (accessed on 31 May 2024)) by
Rukanicon (The Noun Project); Screwdriver (https://thenounproject.com/icon/screwdriver-4104291
(accessed on 31 May 2024)) by DinosoftLabs (The Noun Project). All icons from The Noun
Project are licensed under CC BY 3.0 (https://creativecommons.org/licenses/by/3.0/ (accessed on
31 May 2024))).

ROS provides computed sensor data and robot positioning to Unity, which are then
presented in the HMI and visualized in the digital twin and available for handling in VR.
The decision making generates a task and sends it to ROS to generate a collision-free motion
path, which is then returned to Unity3D and visualized to the user for validation. Once the
user confirms the generated motion, a message is sent to ROS to convert the motion plan to
robot execution code. While the real robot performs the work, ROS communicates updated
robot positions continuously to Unity, further visualizing the motion in the digital twin and
the VR. Additionally, the robot controller’s digital IO controls an industrial screwdriver
(nut runner) consisting of a nut runner controller and a nut runner drive. Its corresponding
control and status monitoring are also handled by ROS.

4. System Functionalities

To facilitate the design and operation of the disassembly system, several functions are
integrated into the robotic system. These functionalities are the result of the benefits offered

https://www.ros.org/blog/media/
https://unity.com/en/legal/branding-trademarks
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https://thenounproject.com/icon/noun-dual-camera-598787
https://thenounproject.com/icon/noun-dual-camera-598787
https://thenounproject.com/icon/robotic-5610082
https://thenounproject.com/icon/screwdriver-4104291
https://creativecommons.org/licenses/by/3.0/
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by the synergies and interconnections between the virtual and real environments. On the
one hand, the focus is on enhanced engineering of the work cell prior to system operation.
On the other hand, the emphasis is on supporting supervision, simplifying programming,
and ensuring efficient and safe operation.

4.1. Reachability and Placement Analysis

To investigate and improve the layout of a disassembly system, the placement of
its entities can be visualized, taking into account various constraints and safety aspects.
By creating a virtual reach envelope around the robot, its position in the virtual environment
can be studied, and all reachable points can be determined and relevant safety issues
addressed (see Figure 6). Using the VR controllers, the robot’s current position can be
easily adjusted to place the robot in a position that allows it to reach all required locations.
In this way, other entities such as people, tables, products to be disassembled, and boxes for
disassembled parts can be placed in the most appropriate location in the work cell. With the
same functionality, placement can also be investigated to optimize manipulation paths and
improve safety measures. This is a cost-effective way to verify the manufacturing layout
before it is physically implemented.

Figure 6. The reachability simulation of the robot in the work cell shown in green.

4.2. Program Testing

Program testing involves reviewing the set of generated actions using the PDDL
planner, as detailed in our previous work [66]. Once the positions of the involved entities
(humans and robots) and objects (products and parts) are defined, the planner calculates
the actions of the human workers and the robots according to their capabilities, and the
robot program is generated based on the defined virtual environment. We developed a GUI
that allows the user to easily test the developed layout and generated program using the VR
controllers, as shown in Figure 7. The planner specifies the movements between the start
and target points, taking into account the operating conditions in the work environment
in such a way that the generated paths are collision-free. The generated robot program
can be tested by pressing the “Play” button, and the simulation of the generated robot
program starts automatically. The user can also browse through the sequence of robot
movements and scroll through time by moving the slider on the GUI to the left or right.
If the user is not satisfied with the result of the generated trajectories, the positions of the
involved entities can be changed, or the actions can be assigned differently. This process is
repeated until the user is satisfied with the program, which can then be saved or executed.
This kind of functionality enables a user to easily check for potential collisions or path
failures of the robot in a virtual environment before it is deployed in the real system.
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Additionally, the human worker can understand the robot’s actions and workspace as well
as observe specific sequences of the manipulation realistically without requiring the real
robot hardware.

Figure 7. Virtual reality interface for program testing. The user can spatially interact with each object
and scroll through time between the initial state and the goal state computed by the planner.

4.3. Task Communication

In order to ensure safe working conditions and effective task assignments between
humans and robots, information about the upcoming action should be communicated
appropriately. In this context, to support a human in a disassembly process, adequate
instructions are of great help by guiding the human and extending the knowledge about
the process. We developed the instruction generation function as an addition to the existing
decision-making component, which previously only generated an action plan for robots.
The planner reasons how to disassemble a product based on the available semantic model
of the manufacturing environment and the available system capabilities represented in the
world model. In this context, the planner considers different capabilities (time, accuracy,
flexibility, etc.) that a human or a robot provides to perform an operation. Together
with the disassembly models of the product, this information is fed into the assembly
sequence planning module, where the required actions are evaluated based on specific
parameters. The planner then generates a list of instructions for each resource, providing
a description of how to perform a particular task. The information is provided in the
form of multimodal text and visual animations. The generated actions could include
the following characteristics: type of action (take, move, disconnect, unscrew, etc.), part
name and location, targeted placement depending on the action, tools if required, etc. All
origin/target locations of objects are also spatially visualized to support efficient handling.
These instructions are displayed either in the VR or on the HMI on a monitor (see Figure 8).
After each instruction, the worker is encouraged to confirm the successful action or report
if effective finishing was not possible.
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Figure 8. Instructions generated for a human worker to remove a screw and report back if the removal
was successful.

4.4. Collision Avoidance

This functionality provides the ability to visualize and study robot trajectories. In
a dynamic and collaborative robot disassembly environment, it is important to identify
collision situations. Collisions are likely to occur when the human and the robot enter
each other’s work area. In addition, collisions are possible when some elements of the
environment (products, boxes containing parts, conveyors, etc.) are within the planned
trajectory of the robot. However, continuous contact or the possibility of contact reduces the
robot’s efficiency. Therefore, these situations must be avoided. Therefore, robot trajectories
should be defined in such a way that the possibility of collisions is minimized. In this
context, the ability of the system to examine possible contacts using the built-in collision
detection functionality is of particular importance for the overall safety as well as for the
productiveness of the collaborative disassembly environment. Additionally, we developed
and integrated the trajectory visualization functionality, which should help the human
worker avoid potential collision events and analyze the trajectories generated by the robot
in advance. In this context, the planned robot trajectories are visualized in the digital
twin to inspect and debug potentially dangerous movements and improve safety (see
Figure 9). The quality of the visualization and the accuracy of the models integrated in the
digital twin are essential to achieve reliable collision avoidance. The user can observe the
current robot positions, and the framework draws the trajectory of the virtual robot along
a sweep geometry. The integrated simulation of the trajectories allows the identification of
likely points of impact and the optimization of the trajectory, e.g., by relocating the robot
or equipment to avoid possible direct contact. The aim of this module is to reproduce
movements for better error detection and accident prediction.
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Figure 9. Trajectory visualization functionality for collision avoidance. The spatial motion of the robot
tool center point generates a pink sweep geometry to oversee possible collisions without monitoring
all the robot’s movements.

5. Case Study

This system was implemented and tested in a representative use case with the goal
of cooperatively disassembling antenna amplifiers. A video of the case study is available
in [78], showing the semiautonomous disassembly process with the embedded visualization
of the digital twin. Figure 10 shows the disassembly of the real antenna amplifier next
to the visualization of the digital twin, highlighting the removed and remaining screws.
In general, the system is designed to function without any prior knowledge regarding
these antenna amplifiers since this information is not available for all possible antenna
amplifier types, lacking both geometric models and detailed information about all possible
antenna amplifiers. The presence of screws is presumed, yet there is no insight into their
condition. Each antenna amplifier contains multiple hundred screws; therefore, the main
objective of the robot is the automatic removal of the screws, while the human is expected
to remove parts that require complex handling operations, such as the removal of front
and back cases, cooling fins, and integrated printed circuit boards (PCBs). Once the robot
completes its actions or is unable to complete them, the human user is notified and can
safely approach and perform a specific task. However, before the real execution begins,
the user can perform analysis and verification of the layout, testing the safety issues as well
as the placement of components in the work cell. In addition, the user can simulate the
sequence of robot operations and execution of robot actions to ensure optimal trajectories.
During the execution, the current status of the robot is monitored on the digital twin.
The robotic system was realized with a Yaskawa Motoman MH50 robot equipped with
a screwdriver capable of changing bits for different types of screws.
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Figure 10. Photo (left) and visualization (right) of the digital twin during the disassembly of
an antenna amplifier at the same time instance. The antenna amplifier is represented as a point cloud
from the RGB-D camera. The screws that have already been removed are shown in dark purple,
and the screws still to be removed in bright purple.

5.1. Development of the Virtual Environment

To realize the system, a virtual environment was first developed and reconstructed .
In this step, we reproduced the 3D environment, inserting the virtual models of all the other
components of the disassembly system. The models of the additional components were
derived from CAD drawings (end-effector, workbench, robot base), and the robot model
was generated from a URDF description of its kinematic and link geometries. The effort
required for this task depends on the number and quality of the existing CAD models.
Finally, the virtual scene was completed by setting up the physical behavior of the elements
so that the virtual elements behaved similarly to the real ones. In addition, a set of elements,
such as buttons and text boxes, were integrated to facilitate immersive user interaction
with the virtual environment.

The digital twin also allows the insertion of a virtual camera, which significantly
simplified the debugging of the image processing system. For this purpose, an antenna
amplifier was recreated as a CAD model and inserted into the work cell. A virtual camera
captured a photorealistic image and transferred it to the image processing system. This was
based on the same functionalities of the digital twin required to generate virtual reality. The
recorded point clouds from the depth camera were also imported into the digital twin and
visualized there. The positioning of the camera within the work cell was also optimized
based on this approach.

5.2. Preparation Phase with Digital Twin

At the beginning of this phase, the digital twin was used to determine the disassembly
process. This included identifying which steps the robot could perform and which required
human intervention. In this context, the goal of the decision-making component was to
automatically generate coherent plans based on the current state of the world model and
the skills required for each operation in the disassembly process so that the product could
be disassembled. For this purpose, the entire disassembly environment was initially repre-
sented in the world model, including the workpiece and tool types and positions, as well
as the robot and human with their skills. The generated program was then tested in VR to
determine if the generated plan was feasible to execute. Afterward, different layouts were
investigated considering different parameters and constraints (working range, available
production space, etc.) by using the provided VR features (see Figure 6). The human
worker could consider all virtual positions that each robot could take at specific operation
steps. During several iterations, the robot behaviors, as well as the accuracy of the per-
formed actions for each specific layout, were analyzed. In each iteration, the current layout
setting was virtually improved by the worker and tested again. Once all robot actions were
validated, the system was implemented in the real environment.
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5.3. Execution Phase

Once the program was tested in the virtual environment, the robot used its depth
camera to identify the position and type of screws on the antenna amplifier. In the first
step, only the captured 2D images were used to detect the screws using neuronal networks,
whereas the detected 2D positions were reprojected into 3D coordinates. By reconstructing
the surface from the point cloud in the vicinity of the screws, the robot tool approach vector
was by using the normal vector. The mentioned screw detection process is described more
in detail in our previous work [73].

After detection, the robot automatically started loosening the screws. In case some
screws could not be removed, or the screw removal was finished but parts needed to be
removed manually, the human worker took over (see Figure 11). This could also include
the removal of jammed or damaged components that require careful handling. During the
disassembly process, the digital twin was used to monitor progress, as shown in Figure 10,
and make adjustments as needed. For example, the digital twin could be used to validate
that all steps were performed properly or if there were any discrepancies.

(a) Robot action (b) Human action

Figure 11. Division of tasks in the disassembly use case: if the robot’s actions (left) for unscrewing
and removal fail, the robot stops, and the human worker (right) is instructed to take over.

6. Discussion

This study aligns with the goals of Industry 4.0 and Industry 5.0 by leveraging
advanced technologies, such as digital twins and virtual reality, to enhance human–robot
collaboration and sustainable development [79]. The provided industrial use case is
representative and reflects the potential of the digital twin and VR system. As pointed
out in Section 5.1, a number of CAD files and kinematic descriptions were required to
create a virtual model of the work cell and the disassembly process. Although the initial
setup of the digital twin requires some effort and expert knowledge, it is easy to adapt
to different scenarios, such as repositioning the robot or replacing the robot model, as
well as facilitating a quick assessment of the modifications. This allows the analysis of
the reachability of poses in the workspace, the identification of singularities or joint limits
of the robot, and optimizing the layout of the work cell during the preparation phase. It
enables the identification of potential safety hazards in collaboration with human workers
during different steps of the disassembly process and makes it possible to analyze and
verify measures for risk reductions. Combined with task and trajectory planning, this
enabled us to test safety interlocks and motion restrictions during different operation
modes, such as automatic processing and the handover to the human worker for manual
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disassembly. The visualization of the planned trajectories in 3D allowed us to debug
possibly dangerous motions and modify the parameters of the motion planner and the
underlying collision avoidance accordingly. This currently manual process may be extended
to integrate risk calculation for safety speed reductions in the future. We demonstrated
the monitoring of the disassembly process in Section 5.3, where the digital twin tracked
the current state of the antenna amplifier and the motion of the robot system. This was
achieved by combining different data sources using ROS as a common message middleware.
The VR functionality not only enhances immersion during the planning and operational
phases but also delivers visual representations free from the depth perception inaccuracies
of 2D screens. The exhaustive simulation capability of the digital twin and integration
of motion planning allow for optimizing the workflow, task planning, and trajectory
validation without extensive knowledge of automation and robotics. This also enables
realistic training for employees to learn and improve their skills. Thus, the placement
and program tests do not interrupt the service, which reduce system downtime and the
associated costs.

Unity and ROS provided an ideal basis for setting up the digital twin due to their
openness and rich ecosystem in robotics and visualization. This allows for a vendor-
agnostic robot setup and enables the reuse and exchange of design data due to their
support of common file formats and protocols. For the communication between the digital
twin and the control system, various message types and services are provided and can be
easily extended to fit the required needs. However, some drawbacks may be the partially
poor documentation of some ROS packages, their lack of support by equipment vendors,
and the missing standardization of protocols and interfaces. Currently, the digital twin
considers only a kinematic model of the robot. This indicates the potential to benefit from
integrating a dynamics model of the robot and the robot controller’s behavior to assess
joint torques and interaction forces.

The described digital twin provides the basis to further unlock potential for different
user groups, automation solution builders, system integrators, recycling companies, and hu-
man workers. It provides a living documentation of a plant and its machinery over their
entire life cycle, which can be used during planning, commissioning, operation, and dis-
mounting. This enables workers, supervisors, and service personnel to build a knowledge
base. The monitoring merges sensor data and system states from different sources used
for operation and diagnostics in case of faults. This provides the foundation for advanced
features like anomaly detection and predictive maintenance, which will be addressed in
future work. However, the initial effort to set up the digital twin might be substantial since
the components for the world model have to be modeled, e.g., by creating CAD drawings
and a survey of the actual equipment positions. Another problem is the lack of openness of
component manufacturers, such as their support of only specific platforms, formats, or pro-
tocols. The missing relevant documentation, such as CAD data or control parameters, may
complicate the generation of an exact model. Moreover, poorly documented and updated
changes to the physical setup may cause the digital twin to become outdated, leading to
deviations between the actual and displayed states. Therefore, a user-friendly and more
intuitive user interface is required to ease the creation and updating of the digital twin.

7. Conclusions

In this paper, we presented a comprehensive framework integrating digital twin and
VR technologies to enhance the engineering, supervision, and operation of industrial and
collaborative robotic systems, specifically within the disassembly domain. The core compo-
nents of the framework—the world model, decision making, vision system, digital twin
with VR interface, and execution—were detailed, showcasing their roles in improving sys-
tem flexibility, safety, and efficiency. The case study, involving the cooperative disassembly
of antenna amplifiers, illustrated the practical application and benefits of this framework,
such as improved layout planning, task simulation, collision avoidance, and enhanced
human–robot interaction. The combination of digital twin and VR enabled a detailed
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and interactive virtual representation of the physical environment with enhanced spatial
perception in contrast to that of the traditional display interface, providing significant
advantages in system validation, training, and real-time monitoring.

The framework’s capability to dynamically simulate and visualize disassembly pro-
cesses allowed for a more in-depth understanding and optimization of human–robot
collaboration, addressing safety concerns and improving overall task efficiency. Addi-
tionally, the integration of ROS and Unity technologies provided a robust communication
infrastructure, supporting modular and scalable system design. Despite the initial setup
efforts and challenges related to component modeling and synchronization, the framework
demonstrated substantial potential in reducing system downtime, enhancing operational
safety, and offering realistic training opportunities.

Future work will focus on several key areas to further enhance the proposed frame-
work. This will include adapting the system for other products to be disassembled, ensuring
that it can handle a broader spectrum of items with varying complexities and conditions.
Moreover, extending the framework to support a wider range of robotic applications, in-
cluding those in unpredictable and variable environments, will demonstrate its versatility
and scalability. Applying the system to related domains such as assembly and maintenance
will showcase its adaptability and utility across different industrial contexts. For example,
the framework could be utilized in assembly lines for complex machinery and predictive
maintenance tasks for industrial equipment, highlighting its potential to improve efficiency
and safety in various collaborative robotic applications. Finally, while usability testing with
users was not conducted as part of this study, we recognize the importance of evaluating
and validating the usability of the developed collaborative robotics system in its presented
context. We plan to conduct extensive empirical studies and testing with end users as part
of our future work to ensure the effectiveness and usability of the system.
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