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Abstract—An algorithm for the integral calculation of effi-
ciency maps of variable flux machines under consideration of the
relative flux level is presented. The general idea and the algorithm
logic are presented in detail and the efficiency map calculation
is validated against a conventional gradient based efficiency map
calculation algorithm. Instead of calculating efficiency maps for
discrete flux levels and interpolating these maps afterwards, the
algorithm presented here directly includes the relative magnet
flux in the efficiency calculation. The presented approach uses
torque and voltage surfaces in a plane of current, current angle
and flux level. As results, the an exemplary efficiency map
calculated with the algorithm is presented and the effect of
different numbers of underlying data sets are discussed. Finally,
a short outlook on practical applications is given.

Index Terms—variable flux machine, optimization algorithm,
efficiency, flux level

I. INTRODUCTION

Variable flux machines (VFM) have been discussed as an

alternative to rare earth magnet synchronous machines (perma-

nent magnet synchronous machines - PSM). This machine type

typically employs the low coercive fields of AlNiCo permanent

magnets (PM) to allow control of the rotor’s excitation during

operation, eliminating the need for permanent d-current field

weakening and thus increasing a machine’s efficiency in the

field weakening range. [1], [2], [3]

During the design process of VFM, two parameters have to

be regarded in addition to those considered for the design of

regular PSM. The first of these are the external fields acting

on the magnets during ”normal”, i.e. operation without any

change of magnetisation state. Secondly, the optimum flux

level in terms of efficiency for each working point in the

speed-torque-plane needs to be considered. The first of these

restrictions was investigated and methods for its mitigation

were presented. Here, the number of points in a discrete

This work was part of the research project ”ReMos2” (”Reluktanzmaschine
für effiziente Mobilität ohne seltene Erden 2”), financed through the Ministry
of Science, Research, and Arts of the Federal State of Baden-Württemberg in
the framework of ”Innovationscampus Mobilität der Zukunft”.

flux map acquired through FEA simulations for which the

actual external fields exceed the permissible value are used

as nonlinear boundary in an optimisation process. [4]

Further design considerations for VMF include coupled mod-

els utilising magnetic equivalent circuits and mechanical mod-

els based on differential algebraic equations to describe the

effect of magnetisation state changes on the machine’s NVH

behaviour. This approach presented in [5] allows the consid-

eration of the NVH characteristics early in the design process.

General guidelines considering the design of VFM were dis-

cussed in [6] where the focus lay on establishing a parameter

plane, similar to the one presented in [7], assessing the effec-

tiveness of reducing the PM flux in the field weakening range

in terms of efficiency gains. Further, design methodologies

were presented to specifically meet traction requirements in

terms of inverter sizing and power delivery across the speed

range of the machine [8], utilising so called hybrid magnet

arrangements.

VFM employing this topology use two different types of

magnets, one low coercive field one, typically AlNiCo, and

the other a high coercive field one, mostly NdFeB alloys. By

arranging the two magnet systems either in series or parallel,

different advantages can be achieved, such as reduced d-

current amplitudes for magnetisation and less simple demag-

netisation in series configurations or easier demagnetisation

and higher output flux in parallel magnetisation. [8], [9]

Also, the losses occuring while changing the magnetisation

state were analysed in the authors’ previous work, allowing

to incorporate this knowledge in cycle efficiency calculations.

[10]

All of the works mentioned above present guidelines or design

principles for VFM. However, the effect of the varying rotor

flux on the machines’ characteristics is regarded mostly by

interpolation of efficiency maps recorded at different discrete

flux levels. These maps are typically computed using η-

optimisation algorithms or the MTPA strategy, meaning a

complete optimisation is carried out for each discrete flux level
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Fig. 1: Current phasor Irms (red, dashed) and current angle γ
(green) in the dq-plane

before the interpolation takes place. This approach requires

time and computational ressources. Therefore, an optimisation

algorithm incorporating the rotor flux as additional degree

of freedom in the optimisation process is presented in this

work, allowing the computation of efficiency maps with regard

to the optimal flux level across a machine’s entire operating

range. Thus, the interpolation is mitigated and the computation

becomes more efficient. In section II the basic idea and the

functionality of the algorithm are presented and discussed.

Subsequently, in section III, the integration for the calculation

of efficiency maps using this algorithm is discussed. The

performance of the presented method is put in perspective

through a comparison with an optimisation tool chain in

section IV. Finally, a conclusion and an outlook are given

in section V.

II. HOLISTIC EFFICIENCY OPTIMISATION

A. General idea

The proposed algorithm is based on a spatial interpretation

of the parameters of interest. The current Irms, the current

angle γ and the flux level in the machine Ψ% represent a three

dimensional plane, in which surfaces of constant inner torque

can be placed. The angle γ represents the angle between the

q-axis and the current phasor in the dq-plane as is presented in

Fig. 1. The concept of the three-parameter-plane is illustrated

in Fig. 2, where the first of the two surfaces represents the

constant torque one. The second surface (blue) represents the

voltage limit for the investigated working point and each of

the I-γ-Ψ-combinations presented in the figure. The colour

map of the torque surface represents the efficiency for each of

the combinations, illustrating that the same inner torque can

be achieved with an infinite amount of constellations of these

parameters, each yielding different machine efficiencies. To

find the optimal – being the most efficient one – combination

of the I-γ-Ψ-triple, the point with the best efficiency on the

torque surface that does not violate the voltage limit needs be

found. In order to generate the well-known efficiency maps

in the torque-speed-plane this process is iterated for every

working point of interest.

The data which these calculations are performed on consists

flux maps generated using 2D FEA analyses for one given

speed n. Further, loss maps are available in order to determine

the efficiency of the respective working points. All data exists
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Fig. 2: Constant-torque-surface, voltage limit represented by

blue surface

dependent of the current Irms and the current angle γ, while

each set of those maps also exists for each flux level Ψ%

simulated. To generate the constant torque surface as shown

above, the formulas for the steady state inner torque and the

voltage are applied.

T =
3

2

(
Ψq ◦ Id −Ψd ◦ Iq

)
(1)

Ud = Rs · Id − ωel

(
Ψq + Lwh · Iq

)
(2)

Uq = Rs · Iq + ωel (Ψd + Lwh · Id) (3)

Û =
√

Ud ◦ Ud + Uq ◦ Uq, (4)

Here, the d- and q-current components Id and Iq as well as

the respective flux components Ψd and Ψq are represented as

tensors, as are the electromagnetic torque T and the voltage

components Ud and Uq and the voltage amplitude Û. This

representation is selected to highlight the multi-dimensionality

of this data, with Irms × γ dimensions. The stator’s winding

resistance RS, the estimated winding head inductance Lwh and

the electrical angular frequency ωel, however, are scalar. In

addition to the calculations above, the loss maps are adjusted

to match the considered speed and torque working points using

Bertotti’s model [11]. Other losses, such as joule or windage

losses are calculated analytically for the desired working

points.

B. Algorithm execution

The single steps of which the algorithm consists are put in

context in Fig. 3. During the step denoted as Initialisation the

algorithm execution is prepared: The working points (torque

and speed) to be considered are defined and the underlying

FEA data is prepared. For example, the iron loss maps are

scaled. In a further step during the Initialisation node, the

initial search area for the free parameters Ψ% and γ is set by

initially assigning the length ||Ψ%search||� and ||γsearch||� of

the search vectors Ψ%search and γsearch and initialising them

with starting values. These typically are γmin = 0◦, γmax =



90◦ and Ψ%,min = 0%,Ψ%,max = 100%.

The variable k denotes the number of iterations done for the

main part of the algorithm, which is represented by the dash-

dotted line in Fig. 3. The variables i and j represent the control

variables for the steps in the Ψ%search and γsearch vectors,

respectively. Using both these vectors, the current values Irms

that allow the production of a desired inner torque Tw are

determined by solving for Irms|Tw
the equation

0 = f(Irms|TW
, γ,Ψ%)︸ ︷︷ ︸

T̄w

−Tw (5)

for i × j iterations, thereby regarding all combinations of

relative flux Ψ% and current angle γ. The voltage limit can

be represented as

0 = f(Irms|Û, γ,Ψ%)︸ ︷︷ ︸
Ūmax

−Umax (6)

and yields a maximum permitted current Irms|Û for the same

i× j combinations as above. The variables with the¯symbol

denote the interpolation of the respective quantities using the

current Irms, the current angle γ and the relative PM flux Ψ%.

The calculations for both the current Irms|Tw
and the current

Irms|Û take place during execution of the node labeled Torque

and voltage surface calculation and represent the surfaces

introduced in the previous section II-A.

After both surfaces were calculated, a comparison of whether

there is any entry in the resulting current matrix that satisfies

the condition

Iij,k|Tw
≤ Iij,k|Û (7)

is performed in the step Legality check. If such an entry is

found, it is labeled as legal by means of a search mask Qk.

This matrix is of the dimension i×j as well and thus represents

every γ-Ψ%-combination for which a given current can be

applied to produce the desired torque Tw without exceeding

Initialisation

k = 1

i,j = 1

Torque and voltage surface calculation

Legality check

η-calculation
- horizontal shrinking

- vertical shrinking

Current calculation
- horizontal shrinking

legal illegal

Check
stop criterion

Terminate

Update
search vectors

yes

no

k + +

Fig. 3: Holistic optimisation algorithm flow chart

the voltage limit in the current iteration k of the algorithm.

In case of one or more legal entries, i.e. one or more values

qij,k = 1∃i, j, the node η-calculation is activated, where the

highest efficiency is selected and written into a vector η̃(k).
Similarly, the current, current angle and relative flux are saved

to the respective vectors

η̃(k) = η̃k (8)

Ĩ(k) = Ik|Tw
(̃i, j̃) (9)

γ̃(k) = γsearch,k(̃i, j̃) (10)

Ψ̃%(k) = Ψ%,search,k(̃i, j̃), (11)

where the˜ symbol denotes the optimum values of the quan-

tities for the step k. Note that while Ĩ, γ̃ and Ψ̃% all depend

on the combination of γ and Ψ%, the efficiency η̃ is solely

dependent on the iteration variable k. To self validate the

algorithm’s results after each iteration k, the torque and voltage

values Tk and Ûk are calculated from the optimum values

presented above, instead of assigning the desired torque Tw

or the voltage limit Umax. This ensures correct solutions for

(5) and (6).

After these preliminary optima were recorded, the algo-

rithm then adapts the limits of the search vectors γsearch

and Ψ%search, while keeping their lengths ||Ψ%search||� and

||γsearch||� constant. This ”shrinking” of the search area –

which applies to the different maps introduced in section

II-A – is conducted in two steps: first a ”horizontal” one

along the dimension of γsearch and secondly a ”vertical”

one along the dimension of Ψ%search. For the horizontal

shrinking, the column j̃, containing η̃k is selected. If j̃ ≥ 2 and

j̃ ≤ ||γsearch||�−1 hold, the new limits of the search area, i.e.

γmax,k and γmin,k, are selected to include the γ-values of the

two neighbouring columns j̃+1 and j̃−1. If j̃ lies in the outer

columns to either side of the matrix, only one neighbouring

column is included, respectively.

The goal of the vertical shrinking is the removal of rows

containing NaN entries only. After exclusion of these rows

the remaining search area, i.e. the interval between Ψ%,max,k

and Ψ%,min,k, includes the maximum efficiency η̃k of the

current iteration k.

If however, the condition from (7) is not satisfied for the

current iteration step, the Current calculation is performed.

In this part of the process, it is not an optimal efficiency that

is sought after, but the γ-Ψ% combination yielding the smallest

difference between that current magnitude which can be used

to reach Tw and the one necessary to satisfy the condition (7).

Applied to the image of the surfaces as in Fig. 2, this means

looking for the point where the torque and the voltage surface

are closest to each other given as

ΔIk =
∣∣Ik|Mw

− Ik|Û
∣∣ (12)

Δ̃Ik = ΔIk(̃i, j̃) = min (ΔIk) . (13)

Here Δ̃Ik represents the current magnitude with the smallest

distance between both surfaces as the ”optimum” value. How-

ever, the corresponding efficiency η is not transferred into the



result vector η̃ with its actual value, but as a NaN to record

the infeasibility of this result. The other values are saved to the

respective vectors as they are. In a subsequent step, the search

is focused on the area around Δ̃Ik with improved resolution

through the horizontal shrinking described above. This opens

the possibility to find a small legal area for which (7) is met

and that was overseen with the coarser grid.

These steps in the main (dash-dotted) part are repeated k times

until either a maximum number of repetitions kmax is reached,

the desired residual

ε > |η̃ (k − 1)− η̃(k)| (14)

is achieved or the efficiency can not be calculated any further.

This is the case, if in two subsequent steps k the efficiency

η̃k is NaN . The reason for this is either the lack of an

intersection between the torque and voltage surfaces, while

both of them may be viable, or because the desired torque Tw

cannot be achieved with the permitted maximum current Imax.

This step is represented through the node Check stop criterion

in Fig. 3. If the execution is terminated, the respective kth

values of (8) - (11) are regarded as the optima. If, however,

none of the stop criteria apply, execution continues through

the node Update search vectors. Here, the new values for

γmax,k+1, γmin,k+1, Ψ%max,k+1 and Ψ%min,k+1 for the next

iteration step k + 1 are applied and the data within the new

limits is divided into the ||Ψ%search||� and ||γsearch||� steps.

III. CALCULATION OF EFFCIENCY MAPS

A. Overview

The holistitc algorithm presented in the previous section

allows the determination of the best η, considering Irms, γ,

as well as the magnetisation level Ψ%, for a given speed

n and torque Tw. To gain the desired efficiency and other

performance maps of the machine, the algorithm is embedded

in the procedure shown in Fig. 4. First, the speed sampling

points ns and the length ||ts||� of the torque sampling

vectors are defined in the Initialisation step and both iteration

variables are initalised: i = 1, j = 1. After setting these

initial variables, iteration over the j speed sampling points

begins. The actual values for the torque sampling points are

calculated dynamically depending on the maximum torque

found during the Torque-speed-envelope calculation. This

calculation is based on the holistic optimisation algorithm:

The torque matrix including all entries for the given speed nj

is calculated and compared to the voltage limitation. Should

the largest entry of the matrix stay within the limit, it is

accepted as the maximum torque for the given speed. Else,

the entry in the torque matrix with the largest value respecting

the boundary is selected. This step is executed for every entry

j in the speed vector ns, meaning the torque-speed-envelope

is calculated piece-wise.

After the partial envelope was calculated, the first torque

sampling point ts|nj
(i) is regarded and used as desired torque

Tw for the execution of the Holistic optimisation, which

yields the current, current angle, and flux level to achieve Tw

at maximum efficiency. The results of the algorithm execution

are stored in the Save data step and the torque’s iteration

variable i is increased by 1, until the maximum torque for

the current speed nj is reached (i = ||ts||�). This part of the

algorithm then yields a vector with a number of ||ts||� torque

sampling points for the given speed step nj. The outer loop

considers the speed sampling points ns. After all data points

were considered, such maps as the losses, the current’s and

flux’ dq-components or the power factor are calculated in

the step Calculation of additional maps. Upon reaching the

Terminate node, the machine’s characteristics are completely

defined for the ms × ns plane.

IV. CALCULATION RESULTS AND COMPARISON WITH

CONVENTIONAL METHOD

A. Machine under investigation

The machine considered for the results presented in this

section is a 6 pole VFM with a large portion of reluctance

torque. It employs 36 stator slots with hairpin windings. The

main features of the machine are summarised in Table I, its

cross section is presented in Fig. 5. The magnet material

is the AlNiCo alloy LNGT80, with a remnant flux density

Brem = 1.05T and a coercivity Hc = 119 kA/m. The

simulation results were recorded using Ansys Electronics and

the algorithm is implemented in MATLAB.

B. Validation of the holistic optimisation

The proposed algorithm is validated by comparison to a

conventional design toolchain based on η-optimisation via

gradient based optimisers. To enable a direct comparison, the

holistic algorithm is executed with FEA data employing one

Initialisation

nj = ns(j)

Torque-speed-envelope calculation

mi = ts|nj (i)

Holistic optimisation Save data

i = ||ts||�
no

yes

j = ||ns||�
no

yes

Calculation of additional maps

Terminate

j + +
i = 1

i + +

Fig. 4: Efficiency map creation flow chart



TABLE I: Characteristics of the machine under investigation

Characteristic Value

No. of phases m 3
No. of pole pairs p 3
No. of slots Ns 36
No. of conductors per coil Zc 4
Stator bore diameter Db (mm) 140
Electric sheet material NO-30
Maximum current (A) 300
DC link Voltage (V) 400

Stator iron
Coils

MagnetsRotor

iron

Fig. 5: Cross-section of the machine under investigation

magnetisation state only. To ensure a proper comparison, two

data sets are regarded individually: one with a magnetisation

level Ψ% = 50% and one with Ψ% = 100%. Fig. 6 presents

the results of this comparison, where the colour maps show

the error between the absolute value of both results as in (15):

Δη (ns,ms) =
∣∣η̃conv (ns,ms) |Ψ%

− η̃hol (ns,ms) |Ψ%

∣∣
(15)

where η̃conv is the result of the conventional post processing

and η̃hol is the result employing the holistic algorithm. To

ensure proper comparability, the speed sampling vectors ns

were selected to be equal. The torque sampling vectors ms

differ according to the dynamic sampling point definition

of the holistic algorithm described in section III. For both

optimisers, the residual was selected to be ε = 0.05, meaning

differences between both results up to this magnitude are

negligible. The length of both search vectors ||Ψ%search||�
and ||γsearch||� was set to 11 for these and all subsequent

results. Overall, the results show good agreement between

both approaches. With the computer setup used, the holistic

optimiser requires about one quarter of the time to complete

the efficiency map calculation compared to the conventional

algorithm.

C. Holistic optimisation results

The main goal of the holistic opimisation approach is to

calculate efficiency maps under regard of the flux level Ψ%.

The amount of FEA data sets with different flux levels is

fundamental for the quality of the resulting maps. Therefore,

the resulting maps are presented for two datasets of different

size, namely a large data set Dl with nine entries, and a

medium one Dm with five entries, to compare the execution
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Fig. 6: Percentage error between the holistic optimisation and

the conventional approach for two flux levels Ψ% = 50% and

Ψ% = 100%
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Fig. 7: Calculated efficiency map for optimised flux levels Ψ%

times and the results. The corresponding flux levels simulated

in FEA are the following:

Ψ%,b = [100%, 95%, 85%, 80%, 75%, 50%, 25%, 0%]

Ψ%,m = [100%, 75%, 50%, 25%, 0%]

The choice of data points in Dl especially was done based on

previous knowledge of the investigated machine, as presented



in section IV-A, where the main effect of flux reduction was

found for flux levels above 50%. A complete efficiency map,

that was calculated using Dl, is presented in Fig. 7 to give

a complete representation of the machine’s characteristics.

Here Tsh represents the machine’s mechanical shaft torque,

which regards the losses. The results for the optimal flux

and the efficiency gain for both datasets are presented Fig.

8. As becomes visible in comparison of both figures, the

differences between the calculation results are small. However,

due to the higher resolution of Dl especially in the area

of Ψ% between 100% and 50% it is valid to assume that

the results of the bigger data set give a better representation

of the optimum flux levels. The main effect of the variable

magnetisation is visible for high speeds under partial load.

Due to the machine’s geometry there is a large portion of

reluctance torque of about 80%. Therefore, a derating of

the magnets impacts efficiency only to a certain degree, as

the contribution to torque generation becomes negligible for

Ψ% < 50%, since the magnets’ output flux is small at this

point. This, in turn, means there is sufficiently little d-current

required during stationary operation to weaken the magnet flux

ΨPM, meaning a further ”permanent” demagnetisation would

have no beneficial effect on the machine’s efficiency. While

the results gathered with data set Dl may be more precise,

they also require 25% more computational time than those

of Dm. During the investigations into the holistic algorithm,

a small data set Ds consisting of only two magnetisation

levels Ψ%,s = [100%, 0%] was regarded also. The results of

this data set have little representative value and are therefore

omitted in this paper.

V. CONCLUSION AND OUTLOOK

An algorithm for the integrated efficiency map calculation of

variable flux machines based on a windowed search on torque

and voltage surfaces was presented. The single steps of the

algorithm were presented for the calculation of a single work-

ing point and subsequently the integration into the efficiency

map calculation is described. The presented algorithm was

tested against a conventional, i.e. gradient based, efficiency

map calculation algorithm and showed a four-fold increase in

performance. After the comparison proved the feasibility of the

proposed approach, the results of the integrated calculations

were presented.

In a next step, the generated results need be compared to

measurement data for further validation. This would prove

the feasibility of the algorithm for the prediction of the sta-

tionary behaviour of VFM. Once this validation is completed

successfully, the presented approach itself may be used to

validate analytical models of VFM. Also, with the ability to

efficiently interpolate data from discrete flux levels, test bench

measurements can be processed as well. For this application,

the dynamic search can be modified, so that measurements

with one specific flux level only need to be carried out in

those parts of the machine’s performance range for which

the respective flux level is expected to achieve efficiency

improvements.

At this point, the algorithm generating the efficiency maps is

executed serially. An implementation allowing parallel com-

putation of the torque speed working points would allow faster

computation, since these calculations take place independently.

The core functionality of the holistic optimiser also allows the

calculation of cycle efficiencies of the variable flux machines.

To do so, the torque and speed sampling points supplied to the

algorithm need to be the cycle working points. Utilising this

feature it is then possible to examine the efficiency of a VFM

compared to a conventional PSM under different boundary

conditions imposed by restricting the number of state changes

by using a hysteresis based flux level controller.

Since the choice of the third parameter in the presented plane

is not limited to the permanent magnet flux, the algorithm can

also be adapted for use with externally excited machines or to

include thermal restrictions in the design process.
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(a) absolute efficiency gain in % for Dl
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(b) optimum flux level Ψ% in % for Dl
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(c) absolute efficiency gain in % for Dm
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(d) optimum flux level Ψ% in % Dm

Fig. 8: Efficiency gain and optimum flux level for both datasets




