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Abstract

The demand for digital twins and suitable modeling techniques in
the automotive industry is increasing rapidly. Yet, there is no com-
mon understanding of digital twins in automotive, nor are there
modeling techniques established to create automotive digital twins.
Recent studies on digital twins focus on the analysis of the literature
on digital twins for automotive or in general and, thus, neglect the
industrial perspective of automotive practitioners. To mitigate this
gap between scientific literature and the industrial perspective, we
conducted a questionnaire survey among experts in the German
automotive industry to identify i) the desired purposes for and ca-
pabilities of digital twins and ii) the modeling techniques related to
engineering and operating digital twins across the phases of auto-
motive development. To this end, we contacted 189 members of the
Software-Defined Car research project and received 96 responses.
The results show that digital twins are considered most useful in the
usage and support phase of automotive development, representing
vehicles as-operated. Moreover, simulation models, source code,
and business process models are currently considered the most
important models to be integrated into a digital twin alongside the
associated, established tools.
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1 Introduction

Digital Twins (DTs) [25, 40] are complex software systems that
connect to an actual system, e.g., a (simulated) vehicle, obtain data
from it, represent it based on this data, and use this data to optimize
its behavior [13, 15, 22]. They are used in a variety of domains,
including agriculture [3], manufacturing [8], medicine [27], and
many more [11]. Typical purposes of digital twins include mon-
itoring [31], validating [20], predicting [34], and optimizing the
behavior of the actual system. For this, DTs require different prop-
erties [13], such as collecting data, model processing, simulation,
bi-directional communication, and more. At the center of digital
twins are models, representing the actual system, and data, obtained
from it, to which the models give meaning. Hence, digital twins are
model-centric software systems and modeling techniques shape
the capabilities and properties digital twins can express and reason
about. This is also reflected by large software vendors, such as Mi-
crosoft or Amazon, as well as the Eclipse Foundation that actively
develop dedicated modeling languages for DTs [28, 33]. While the
debate on the nature and components of digital twins is ongoing,
the question of whether different domains require conceptually
and methodically different kinds of digital twins, related to their
modeling technologies and modeling languages, is looming as well.

Related studies collected various definitions of DTs across do-
mains from the literature [11], and investigated how DTs can be
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engineered for the production of automotive and what their added-
value could be [7]. While other related studies focusing on modeling
languages [44] and model-based engineering [29] exist, they either
only query existing literature or are tailored to a certain domain
within the automotive development life cycle, e.g., to embedded
systems [2, 29]. A study surveying automotive industry experts on
the expectations, use, and modeling techniques for DTs in their
domain is missing

To remedy this, we investigate the purposes, expected proper-
ties, and modeling techniques for DTs in the context of the German
research project Software-Defined Car (SofDCar).! While SofDCar
features German partners only, its consortium includes (i) world-
wide leading automotive companies and suppliers, such as Bosch,
Mercedes-Benz, ZF Friedrichshafen; (ii) renown software compa-
nies working in automotive, including T-Systems International and
Vector Informatik, as well as (iii) leading research institutes on soft-
ware engineering, such as Karlsruhe Institute of Technology, the
University of Stuttgart, and the FZI Research Center for Information
Technology. With many of the consortium participants contribut-
ing to the shape of digital twins in automotive internationally, we
expect the insights from this survey to generalize beyond Germany.

To survey the experts in SofDCar, we designed and conducted
a questionnaire that inquires about their understanding of DTs
and the modeling languages and tools they currently employ in
practice. To this end, we answer the following research questions
(RQs) based on the responses from our industry experts:

RQ1: How is the DT understood in the automotive industry? )

RQ1.1: For which phases of automotive development are DTs
important?

RQ1.2: What are desired properties of DTs?

RQ1.3: What are desired purposes of using DTs?

RQ1.4: How do these purposes change in relation to different
phases of automotive development?

RQ2: Which modeling languages and modeling tools are cur-

rently employed in the automotive industry?

RQ2.1: Which kinds of models are important during automotive
development?

RQ2.2: How important are which models in the phases of auto-
motive development?

RQ2.3: Which tools are used to create and maintain these mod-
els?

J

The results of our survey indicate that DTs are especially impor-
tant when monitoring and collecting data from the vehicle in its
operation. Furthermore, at least one kind of modeling language is
currently employed by all participants, indicating that leveraging
these models in the context of digital twins will be the key to their
successful deployment in practice.

In the remainder, Section 2 introduces background information
before Section 3 explains the design of our questionnaire survey,
and Section 4 presents its results. Afterward, Section 5 discusses
the results as well as threats to validity, whereas Section 6 discusses
related studies. Finally, Section 7 concludes this paper.

1SofDCar website: https://sofdcar.de/language/en/.
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Figure 1: Illustrative examples of the employed diagrams in
our study.

2 Background
2.1 Digital Twins

DTs are software systems comprising data, models, and services
to interact with a cyber-physical system (CPS) for a specific pur-
pose [6, 23, 25]. Twinning means that changes to the counterpart
are automatically reflected in the DT and changes in the DT are
automatically reflected in the counterpart. To this end, DTs must
establish a representation of their corresponding system, along with
a mechanism for transmitting changes between both systems [14].
Hence, DTs enable a variety of value-adding services, such as moni-
toring, behavior prediction [24], process optimization [9], predictive
maintenance, and more [41, 45].

2.2 Diagrams

For the presentation of our results, we utilize a variety of dia-
grams. Besides histograms and bubble charts, we employ box plots,
heatmaps, and Sankey diagrams to visualize the information we
gathered. As the latter might be unfamiliar to some readers, Figure 1
illustrates each of them. First, box plots (Figure 1a) visualize the
distribution of answers given, especially for the four-point Likert
scales. On the x-axis, we show the different properties or statements
the participants could rate, and on the y-axis, we show the rating of
the participants. The box indicates the range from 75th to 25th per-
centile, whereas the thick line indicates the median. The whiskers
represent the highest and lowest answer in the interquartile range,
i.e., 1.5 times the 75th minus the 25th percentile. Any answer that
is beyond the interquartile range from the median is considered an
outlier, indicated by a circle. Second, heatmaps (Figure 1b) visualize
the correlation between different aspects of a dataset. Here, we
show the correlation between different participants answering A
or B in the first question and C or D in the second question. The x
and y-axis show the different options whereas the cell color indi-
cates the correlation coefficient between the two options. A legend
indicates which color corresponds to which coefficient. In addi-
tion, we indicate a strong significance (p < 0.05) of the correlation
between B and C with a star in the cell and a weak significance
(p < 0.1) between A and D with a plus. Last but not least, Sankey
diagrams (Figure 1c) visualize participants giving the same answers
as a flow from one question to another. Consequently, the width
of the flow indicates the number of participants giving the same
answers. In Figure 1c, the flow from option A to option C highlights
that most participants who chose A also chose B in the second
question, whereas only a few opted for D.
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3 Methodology

The creation of the questionnaire started with the selection of our
research questions to be answered. They are based on the research
gap in current literature where no study exists that surveys experts
from the automotive industry on their understanding, expectations,
and employed modeling techniques for DTs in automotive devel-
opment. Next, we created the initial version of the questionnaire
based on previous work on DTs [8, 10, 11, 17, 33] and model-driven
software engineering [19, 37, 44], and discussions with industry
partners within the SofDCar project. After that, we conducted two
preliminary studies, to end up with our final questionnaire compris-
ing 54 questions. The average time required to fill out the survey is
15 minutes. Since all members of the project are German, the survey
language is German, too. A PDF export of our questionnaire in Ger-
man as well as all answers can be found online.? We anonymized
the data to tackle re-identification risk. We created the survey with
the tool LimeSurvey>. LimeSurvey offers a CSV export that facili-
tates the import into other tools for data analysis. In particular, we
utilized the Statistical Package for the Social Sciences (SPSS)* and
custom Python scripts, for instance, to create the Sanky diagrams.

3.1 Preliminary Studies

We performed two preliminary studies before we came up with our
final version of the questionnaire. We handed out the first draft of
our questionnaire to institute members and collected feedback. The
results showed that open-ended questions for both of our research
questions hamper the analyzability of the responses. Therefore,
we reworked the questionnaire and introduced Likert scales that
allow for better analyzability. In the second preliminary study, we
handed out the reworked survey to institute members and selected
members of the project consortium. In this iteration, we got the
feedback that answering the complete survey takes 30 minutes
and thereby too much time. The reasons for that were too many
questions for all the different working areas, the utilized kinds of
models in these areas and the tools associated with the models. To
tackle this concern, the questions for which models are used in
which work area and with which tool were changed into dependent
questions. Consequently, a participant first chooses his/her work
areas and afterward selects the kinds of models used in each selected
work area. Likewise, we only ask participants for a selected kind of
model to name the tools employed and rate their importance in the
different phases of automotive development. In addition, in both
preliminary studies, we addressed feedback regarding misleading
formulations or spelling errors. To avoid bias, participants in the
two preliminary studies were excluded from the final questionnaire.

3.2 Questionnaire Design

The DT in the SofDCar project includes designing a DT infor-
mation management layer that manages car configurations and
information. To formalize this information and variants, models
should be used. For this purpose, we designed a questionnaire to
get an overview of employed models and associated tools in the
consortium. Concerning their employment by DTs, we furthermore,

ZReplication package: https://zenodo.org/doi/10.5281/zenodo.12529996
3Tool for the questionnaire: https://www.limesurvey.org/
#Tool for analysis of participant’s answers: https://www.ibm.com/spss
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wanted to gain the importance of purposes, properties, and develop-
ment phases that DTs should fulfill or be used in. Therefore, we split
the questionnaire into two parts comprising in total of 54 questions.
Since the project consortium consists of experts from different do-
mains, our first question asked for the scientific background of
the participant, i.e., cybernetics, business administration, physics,
mechatronics, mechanical engineering, electrical engineering, or
computer science. The first part of the questionnaire focuses on
questions regarding the purposes, properties, and important devel-
opment phases of DTs, and the second part focuses on modeling
techniques and tools.

3.2.1 Properties, Purposes and Phases important for Digital Twins.
The first part of the survey started with questions concerning the
DT. We asked for the agreement on properties of a DT using a
four-point Likert scale ranging from disagree completely (-), rather
disagree (-) to rather agree (+), completely agree (++). Participants
could propose additional properties in an open text field. After
the properties, we asked for the importance of purposes. Here the
participants, again, could rate on a four-point Likert scale whether
they consider a purpose unimportant (=), rather unimportant (-),
rather important (+), or very important (++). The participants could
enter additional purposes in a text field. The last question of the
first part of the questionnaire was about the importance of the DT
in different development phases. Here the same four-point Likert
scale as before for importance was used.

3.2.2  Models and Tools in the Automotive Industry. For the sec-
ond part of the questionnaire, we commenced by asking for the
utilization of models in various work areas in automotive develop-
ment. Here, the participants could select multiple work areas using
checkboxes, whereas a text field permitted participants to provide
additional work areas. Depending on the selected work area, one
additional question asked participants to name the kinds of models
they employ in each work area. Again, checkboxes were used, and
additional model kinds could be provided in a text field. Depending
on the model kind a participant selected, two model-kind-specific
questions were asked for each model kind. First, which tools the
participant uses to work on this model kind. Second, how important
they consider each model kind for the different phases of devel-
opment, employing the same Likert scale as before ranging from
unimportant to very important.

3.3 Selection of Participants

To reach as many participants from diverse work areas as possible,
we invited the participants by email via an internal mailing list
of 189 members of the Sof DCar project. To improve the response
rate, we implemented two deadline extensions from the initial one-
month-long time frame with 2 weeks of additional response time.
Together with the deadline extension, we sent a mail to inform and
remind the members of the consortium of the survey.

4 Results

This section presents the results of our survey. In total, we had
96 participants, of which 43 completed the questionnaire. Figure 3
shows the scientific background of all participants of our survey. For
incomplete survey responses, we took only the available answers
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Figure 2: Number of participants in different work areas (a),
where the * indicates answers from the free-form field, and
a box plot highlighting the distribution of work areas per
participant (b).
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Figure 3: Overview of the professional backgrounds of the
participants, whereas one participant could select multiple
backgrounds.

and did not include the missing answers in our data analysis. The
majority of participants were computer scientists (55), followed by
electrical (25) and mechanical engineers (11). The participants work
in a diverse set of areas, shown in Figure 2a, ranging from sales and
distribution and chassis over power train and infotainment to vehicle
requirements and autonomous systems. Overall, most participants
work on improving the automotive development processes and
only work in up to two work areas (cf. Figure 2b). Including auto-
motive diagnostics, named as an additional work area, we reached
participants of 11 distinct work areas.

4.1 RQ1: How is the DT understood in the
automotive industry?

4.1.1 RQ1.1: For which phases of automotive development are DTs
important? To answer the question of how important the partici-
pants consider DTs in different phases of automotive development,
we asked them to rate the relevance of DTs in the phases concept,
development, production, usage & support, and retirement. The an-
swers ranged from unimportant to very important. The box plot in
Figure 4a shows our results. We can see that the DT is considered
important in all phases of automotive development. Nevertheless,
the results show that it is less important during the concept and
retirement phase. Furthermore, it is considered very important in
the usage & support phase as well as in the development phase.

Pfeiffer, Fuchf3, Kiihn, Liebhart, Neumann, Neimock, Seiler, Koziolek, and Wortmann

4.1.2  RQ1.2: What are desired properties of DTs? To answer the
question of which properties a DT should have, we asked the partic-
ipants to rate the importance of various properties via a Likert scale
from unimportant to very important. We selected the following
properties based on current literature and discussions with our
partners in the project: (1) Simulates: the DT simulates the actual
vehicle. (2) Virtual representation: the DT is a virtual representation
of the actual vehicle. (3) Set of models: the DT encapsulates a set
of models. (4) Services: the DT provides services for the vehicle.
(5) Contains data: the DT contains data that is relevant for the
vehicle. (6) Bidirectional: a bi-directional connection between the
DT and the vehicle. (7) Collects data: the DT can collect current
data of the vehicle. (8) Influences: the ability of the DT to influ-
ence the vehicle. (9) multiple DTs: one vehicle can have multiple
DTs. (10) As-designed: the DT describes the vehicle in its state at
design time. (11) As-manufactured: the DT describes how the ve-
hicle is manufactured. (12) As-operated: the DT describes how the
vehicle behaves during runtime. The box plot in Figure 4b shows
the results regarding the different possible properties. We can see
that the participants consider all properties as rather important or
very important (median). The results show that the properties of
virtual representation, as-operated, collects data, and bi-directional
synchronization are considered very important.

4.1.3  RQ1.3: What are desired purposes of using DTs? DTs are em-
ployed for achieving a multitude of purposes. Based on the existing
literature and discussion with industry partners in our consortium,
we provided the following purposes in our questionnaire: (1) Moni-
toring: the analysis of runtime and historical data emitted from the
vehicle. (2) Validation: the DT can test the qualities and functional-
ities of the vehicle. (3) Homologation: helps car manufacturers to
get admission by authorities for their car, its components and soft-
ware. (4) Coordinating: the DT can coordinate and control multiple
vehicles, e.g., for fleet management. (5) Prediction: the DT can make
predictions on the vehicle, e.g., for erroneous behavior or the next
maintenance required. (6) Process optimization: the DT can improve
development, sales and operational processes. (7) Risk assessment:
the DT can point out possible risks depending on the phases of
development in automotive. The participants could rate how impor-
tant they consider the respective purposes based on a Likert scale
ranging from unimportant to very important. 1) For monitoring the
answers ranged from 2 rather not important to 4 very important.
However, the median and the majority of participants considered
that this is a very important purpose of a DT. 2) For the purpose of
validation, the median and majority considered it very important,
too. Only a few participants voted that this validation is not an
important purpose of a DT. 3) For the purpose of homologation the
answers ranged from not important to very important. The median,
however, is rather important. 4) This is true for the purpose of
coordination, too. 5) Prediction has the most answers considering it
as very important and no answer considering it not important at all.
6) For process optimization, the median of answers considers this
purpose as rather important. While most answers were between
rather important and very important, some participants replied
with not important and rather not important. 7) For the purpose
risk assessment the results are the same as for process optimization.
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or negative correlation. Strong significance (p < 0.05) is indi-
cated with a * and weak significance (p < 0.10) with a +.

4.1.4 RQI.4: How do these purposes change in relation to differ-
ent phases of automotive development? To answer the question of
which DT purposes are relevant in specific development phases,
we related the answers for both questions to one another, resulting
in the heatmap depicted in Figure 5. It shows that the purpose of
monitoring is especially relevant in the post-production phases of
support and retirement. In contrast, validation is important in the
pre-operational phases of conception, development and production.
Homologation is at all relevant in the conception phase. Coordinating
as a purpose of the DT is considered relevant in all development
phases but especially in the conception and retirement phases. The
purpose prediction is a purpose that is mostly relevant in the us-
age & support phase. Process optimization is highly relevant to the
production process and, thus, there is a strong relation between
this purpose and the production phase. Risk assessment has a strong
correlation in the phases of production, support, and retirement.

4.2 RQ2: Which modeling languages and
modeling tools are currently employed in
the automotive industry?

4.2.1  RQ2.1: Which kinds of models are important during automotive

development? As we were also interested in the kinds of models and
modeling tools currently employed for automotive development,
we first asked each participant to pick their work areas. From the
provided work areas, participants worked in 10 different areas, i.e.,
power train, autonomous systems, electrics, electronics, process de-
velopment, chassis, vehicle requirements, infotainment, production,
sales/distribution. Overall participants, all 12 model kinds were
stated to be employed within automotive development, as shown
in Figure 6a: (1) Variability models: represent all possible variants of
a system, usually by means of features and constraints. (2) Develop-
ment process models: model all aspects of a development process,
including project schedule and organization, employed to supervise
the development process. (3) Business process models: represent busi-
ness processes by means of activities, events, and flows; permits
their analysis, management, and automation. (4) Simulation models:
specify complex systems with continuous and discrete elements,
such that the system’s behavior can be simulated. (5) Finite element
(FE) models: represent the physical shape and properties of objects
to apply the finite element method [21] used for structural analysis,
heat transfer or body deformation. (6) Mathematical/physical mod-
els: capture physical phenomena and dynamic behavior of a vehicle
by means of mathematical equations. (7) Data schema: specify the
layout and type of data used, stored, and/or shared within a system.
(8) Source code: is a textual, human-readable representation of a
machine-executable program. (9) Electrical/electronic (E/E) architec-
ture: models the electrical and electronic hardware, the software
components, and the wiring of a vehicle. (10) Computer-Aided De-
sign (CAD) models: capture the physical shape and composition of
3D objects. (11) Circuit models: describe an electronic circuit used
to design and emulate electronic hardware. In addition to the 11
model kinds we provided, two participants declared deployment
models as an additional model kind that denotes the run-time con-
figuration of software components running on processing nodes
used to deploy or reconfigure a vehicle. The most common model
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Figure 6: Number of different model kinds employed by par-
ticipants (a), where the * indicates answers from the free-
form field, and a box plot highlighting the distribution of
model kinds used per participant (b).

kinds were source code (25) followed by simulation models (21) and
business process models (19). In contrast, FE models (5) and circuit
models (2) were the least common model kinds employed. Moreover,
we determined how many different model kinds each participant
named. The result is depicted in Figure 6b, whereas the median
number of different model kinds per participant is three. Notably,
one participant selected all model kinds, which is a clear outlier.

To further distinguish, in which work area which model kind was
used, the bubble chart in Figure 7 indicates, which model kinds are
employed in which work area. Please note that several participants
stated to work in multiple working areas, and, in turn, named the
same model kind in different work areas. In the bubble chart, these
mentions are counted separately. The data indicates that, except
for sales & distribution, each work area employs a wide variety of
different model kinds. Surprisingly, we found that the work area
of process development also employs FE models and mathematical/-
physical models.

4.2.2 RQ2.2: How important are which models in the phases of
automotive development. To answer how relevant each model kind
for each phase of automotive development is, each participant
rated the importance of each selected model kind for each of the
five phases. The results, summarized in Figure 8, show that all
model kinds are considered very or rather important in more than
one phase. For the conception phase, E/E architecture models, data
schemas and variability models are considered very important by
most participants. For the development phase, all model kinds are
considered rather important or very important by most participants.
For the production phase, only source code, business process models,
development process models and variability models are considered as
rather important by most participants. For the usage& support phase,
in addition to the model kinds of the production phase, circuit models,
CAD models, data schemas, and math./phy. models are considered
rather important by most participants. Finally, for the retirement
phase, only source code, data schemas, development process models,
and variability models are considered rather important by most
participants. In essence, the participant answers indicate that data
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Figure 7: Bubble chart relating the model kind (y-axis) to the
various work areas of automotive development (x-axis).

schemas, business process models, development process models, and
variability models are considered very important or rather important
throughout all phases of development when considering the median
importance. In contrast, the median importance of FE models and
math./phy. models varies per phase. To illustrate the variate of
model kinds considered important in each phase, Figure 9a relates
all development phases to the model kinds whereas the width of the
line corresponds to the number participants considering the model
kind as either rather or very important. In sum, all model kinds are
considered important in each of the five development phases. This
is true for CAD models and FE models despite the limited number
of participants using them.

4.2.3 RQ2.3: Which tools are used to create and maintain these mod-
els? In addition to the importance of model kinds, participants were
asked to name the corresponding modeling tools or development
environments. In total, we collected individual 152 mentions of
tools by participants resulting in 32 distinct modeling tools and
development environments. Please note, that many participants
stated multiple tools for each model kind. The most common tools
were MatLab Simulink for simulation models (15), Enterprise Archi-
tect for data schemas (14), Visual Studio Code for Source Code (14),
and MatLab for math./phy. models (14). To highlight the tools used
in the automotive domain, Figure 9b shows the relation between
model kinds and stated tools. Again, the width of the lines denotes
the number of mentions. Notably, though, a plethora of tools are
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Figure 8: Box plot of the importance of each model kind for the five phases of automotive development. The importance ranges
from unimportant (— —), via rather unimportant (—) and rather important (+) to very important (++). The number of answers
per model kind differs, as participants could select to employ multiple model kinds.

currently in use whereas many only focus on a specific model kind.
Only four tools support multiple kinds of models, i.e., MagicDraw,
Enterprise Architect, PREEvision and EPLAN.

5 Discussion

Moreover, we discuss how we avoided threats to validity.

5.1 RQ1: How is the DT understood in the
automotive industry?

5.1.1 RQI.1: For which phases of automotive development are DTs
important? Concerning the relevance of DTs in different phases
of automotive development (cf. Figure 4a) our participants from
the automotive domain agreed that the DT is relevant in all phases
of development. Most interestingly, the DT is considered very im-
portant in the usage & support phase. This indicates that the DT is
considered to be most useful when the vehicle is already in use. This
might be related to the DT’s ability to bridge the gap between the
physical and the digital world and to provide insights into the physi-
cal system’s behavior and performance. The second most important
phase is the development phase, where the DT could prevent early
errors and provide insights on the vehicle that would otherwise
be only available after production. For instance, if the DT of the
vehicle comprises a virtual representation, this could be used to
simulate certain vehicle functionalities where otherwise, a physical
prototype would be necessary in this phase of development.

5.1.2  RQ1.2: What are desired properties of DTs? Concerning the
properties of DTs (cf. Figure 4b) our participants from the automo-
tive domain agreed on all provided properties. Nevertheless, it is
important to see the differences regarding their importance. In this
regard, the data shows that the as-operated property is considered
very important. In contrast to that, the properties as-manufactured
and as-designed are considered important. This shows that DTs are
especially interesting for the operational state of vehicles. The fact
that the property virtual representation is considered very impor-
tant, too, aligns with the answers for RQ1.1, where the development
phase is considered one of the most important ones. Here, simulat-
ing the vehicle in development can be very helpful. The other very
important properties collects data and bi-directional align with the

automotive development phases usage & support and development.
These provide valuable insights into the actual vehicle.

5.1.3 RQ1.3: What are desired purposes of using DTs? Concern-
ing the purposes of DTs (cf. Figure 4c) our, participants from the
automotive domain agreed that prediction, monitoring, and vali-
dation are the most important purposes. This indicates that the
purpose of using the DT is focused on collecting data to observe
and predict the behavior of a vehicle, but not actively controlling
or interacting with the vehicle. The purposes of homologation and
coordination of multiple twinned systems had the full range of an-
swers, from not important to very important. Because some experts
of the consortium actively work on improving homologation and
fleet management, this might introduce some bias toward the im-
portance of the topic, while other participants did not consider
these purposes important.

5.1.4 RQI.4: How do these purposes change concerning different
phases of automotive development? For the correlation between
the answers for relevant purposes and development phases of DTs
(cf. Figure 5), we found that the DT is considered useful in all auto-
motive development phases. There is a strong correlation between
the purpose monitoring and the post-production phasesusage &
support and retirement. This indicates that the DT should monitor
the running system for instance to recognize erroneous behavior
early and to gain knowledge from the vehicle when it is retired, for
instance, to analyze historical data for a new product generation.
Since validation is required and important especially when concep-
tualizing a product, its development and its production, there is a
strong correlation between this purpose and these three develop-
ment phases. The purpose of homologation strongly correlates with
the concept phase. This indicates that automotive experts want to
know as early as in the concept phase whether the product is going
to be accepted or what might prevent it from becoming accepted by
the authorities. Our findings indicate that the purpose coordination
is relevant for the concept phase too. This enables the design con-
cept to already interact with other systems. For retirement, it seems
important to inform or to know the other systems the vehicle is
coordinated with. The purpose prediction only correlates with the
usage & support of the vehicle. This indicates that the prediction
is mostly useful during the usage of the vehicle, e.g., to predict
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future behavior or maintenance cycles. Concerning the purpose of
process optimization, the answers mostly correlated with the phase
production. This indicates that the participants mostly thought of
the production process when aiming for process optimization. In
fact, all phases include processes to be optimized. Risk assessment
strongly correlates with the phases of production, usage & support
and retirement. As such, this indicates that the automotive industry
experts consider these phases as the most risk full, e.g., production
errors or outages, malfunctions during the usage of the vehicle or
expensive retirement costs.

Answer to RQ1: In the automotive industry, the DT is consid-
ered most useful in the usage & support phase of automotive
development. This is supported by the fact that most participants
considered that the DT should describe the vehicle as-operated.
To this end, the most important purposes of the twins are the
monitoring of data, performing validations and predicting future
behavior. However, the purposes of the DT depend on the phase
of automotive development.

5.2 RQ2: Which modeling languages and
modeling tools are currently employed in
the automotive industry?

5.2.1 RQ2.1: Which kinds of models are important in automotive
development? Regarding the kinds of models relevant to the auto-
motive domain, we found that besides simulation models, source

code and business process models were the kinds used by most par-
ticipants. Notably, though, we found that deployment models, previ-
ously not considered by us, were employed by some participants.
While this might be in part explained by the distribution of profes-
sional backgrounds, we insist that this still highlights the variety of
models employed in the automotive domain regardless of the total
number of mentions. More importantly, our findings indicate that
several model kinds are relevant for each working area and most
participants work with two to four different kinds of models. Thus,
for a DT used during automotive development, it must be able to
include and relate multiple different kinds of models ranging from
structural, e.g., CAD models, via behavioral, e.g., business process
models, to quality models, e.g., variability models.

5.2.2 RQ2.2: How important is each model kind for the phases of au-
tomotive development? As the DT is supposed to support all phases
of development, we especially asked for the importance of each
model kind for each phase of automotive development. Although
we initially assumed that many model kinds would be considered
important in one or two phases, we found that most model kinds
are considered important for at least three phases, except CAD
models. Moreover, we were surprised to find that data schemes,
business process models, development processes and variability mod-
els are considered important throughout all phases of automotive
development. This indicates that DTs in the automotive domain
should consider the management of data schemas, business process
models, as well as variability models. In particular, DTs must handle
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different versions and variants of automotive. From the partici-
pant’s answers, we conclude that all model kinds are relevant for all
phases of automotive development. While some are more important
in a phase than others, we argue that all model kinds should be
supported by a DT, regardless of whether it is used in one phase or
multiple phases.

5.2.3 RQ2.3: Which tools are used to create and maintain these
models? Finally, we were interested in the kinds of tools and de-
velopment environments employed in the automotive domain and
whether they already support multiple different model kinds. Sur-
prisingly, we found that only a minority of tools integrate two (or
more) model types, such that both models can be created, and pro-
visioned, and their consistency be ensured. PREEvision is a model-
driven development environment[36] supporting multiple layers of
abstraction from requirements down to the car’s electrical wiring,
the tool landscape is characterized by isolated tools tailored to one
particular model kind. Consequently, to introduce a DT into the
automotive domain would require connecting to a large variety of
tools, as participants would want to continue using the existing
tools. Although there are established standards in the automotive
domain, e.g., AUTOSAR [18], used for the exchange of structural
and to some extent behavioral information about a specific automo-
tive, for many model kinds there is simply no standard. We conclude
that, for a DT to be successful in the automotive domain it must be
able to connect to and/or interact with many different established,
commercial tools and development environments. Granted, this
will be a major challenge for the modeling community.

Answer to RQ2: Simulation models, source code, and business1
process models are the most important models used. However,
in all phases of automotive development, models are relevant
and used in practice. Concerning tools, they are mostly limited
to one modeling language. Since all models are relevant in the
different phases of automotive development, the tools that allow
their creation are too. Therefore, we conclude that establishing a
DT in the automotive domain requires it to integrate and interact
with many different modeling languages and tools.

5.3 Threats to Validity

Our survey is subject to the four basic types of validity threats
according to [43] are construct validity (research design), internal
validity (data extraction), external validity (generalizability), and
conclusion validity (reliability).

Construct validity refers to how well the study represents what
the researchers intended it to represent in the study construction.
In this study, we relied solely on a questionnaire to measure the
definition of DTs and the models and tools employed by the German
automotive industry. To mitigate this issue, we did two pre-studies
and discussed the questionnaire content with experts in the field of
modeling and DTs. Another threat to construct validity could arise
from discretizing the importance of the different properties of DTs,
modeling languages, and used tools using balanced four-point Lik-
ert scales. This, however, has been investigated and identified as not
compromising construct validity [35]. Another threat to construct
validity could originate from too many questions overwhelming the
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participants and hindering them from completing the questionnaire.
To mitigate this threat, we showed questions that depended on the
agreement with another question only on the agreement, thereby
presenting every participant with the most minimal version of the
questionnaire.

A threat to internal validity could arise from the different under-
standings of what a DT is and the fact that the questionnaire was
filled out online without supervision. To mitigate this effect, we
performed multiple pilot studies before sending out the survey to
the participants. Since our survey targeted German automotive ex-
perts within a German government-funded project we designed the
survey in German language. To mitigate this issue, we provide the
original questionnaire in German online, together with the original
response data and a translated version of the data into English.

Threats to external validity indicate to which extent the results
of our study can be generalized. One threat to external validity
is that most of our 55 of 115 participants are computer scientists
and thereby the answers to our survey could be biased towards
their view on the definition of DTs and the importance of certain
models and modeling tools. Another threat to external validity is
that we only surveyed members of the SofDCar research project
that are representatives of the German automotive industry and,
thus, could prevent our results from being generalizable to the
automotive industry of other countries.

To mitigate both threats, we call for replication to extend and
generalize the results of the study to other disciplines that leverage
DTs and models in practice.

Threats to conclusion validity entail avoiding wrong conclusions
and permitting replicability. Regarding the former, because the an-
swers to the questions were selected by the authors of this paper
and could introduce some bias towards desired properties of DTs
or the importance of modeling language or tools given by us. To
mitigate this issue, we always included an open-answer field for
input that was not initially part of the survey. For the study’s repli-
cability, we detailed the complete research method in Section 3,
which enables replicating the methodology of this questionnaire
survey. In addition, we provide the data extraction results and the
original survey online.?

6 Related Studies

6.1 Surveys on Digital Twins

DTs are relevant in many domains and, as such, objective to cur-
rent research activities. A systematic mapping study on software
engineering for DTs [11] investigated the purposes and life cycle
phases considered relevant for DTs in the current literature. They
concluded that the main purpose of DTs is behavior optimization,
monitoring, and prediction, especially in the runtime of the vehicle.
These observations align with the responses from our survey where
monitoring, prediction, and optimization together with validation
are the main purposes of employing DTs. Another literature survey
focused on the technical aspects of realizing DTs [30] and iden-
tified four essential categories of technologies that are required
to work together that are communication, representation, compu-
tation, and microservices. Since the aim of the SofDCar research
project is building a DT from scratch the technologies to build a
DT were not the scope of our questionnaire. A survey among 22
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participants from the production planning department of a major
automobile manufacturer [7] showed that DTs increase the quality
and lower the complexity in automotive production planning. The
added value of DTs in production is also reflected in our study
where our participants identified production as the second most
important phase of development (cf. Figure 4a). Another systematic
literature review on DTs in automotive application [12] differenti-
ates between the purposes of a DT for manufacturing, which can
monitor and optimize the production of an automotive, and a DT
for the automotive in operation, where the DT can predict, moni-
tor and optimize the energy consumption of an automotive. Our
survey also investigated the question of which purposes of a DT is
relevant in which phase of automotive development (cf. Figure 5).
We identified validation, process optimization and risk assessment
to be desired purposes in the production phase and monitoring,
prediction, and risk assessment in the usage & support phase.

6.2 Surveys on Modeling Languages and Tools
in Automotive Development

A systematic mapping study on modeling languages for Indus-
try 4.0 [44] identified UML variants and domain-specific languages
as the most often applied languages followed by knowledge rep-
resentations, e.g., via data models. Furthermore, they state that
despite validation being an important concern in Industry 4.0, there
is little research in this direction. Compared to our study, the map-
ping study relies on literature, whereas we questioned experts from
the German automotive industry on which modeling languages
and tools they use most frequently. Concerning model-based engi-
neering in the embedded domain, a survey among 113 participants
from industry [29] highlighted that models are a central aspect
of developing embedded systems. Common languages are MAT-
LAB/Simulink, UML and SysML which are used for simulation and
code generation, as well as behavioral and structural consistency
checking. Another survey for modeling and model-driven engineer-
ing practices in the embedded industry [2] showed that informal
models are widely used in the embedded industry. A recent expert
survey [16] analyzed the use of informal models in the automotive
industry and showed their importance in the context of DTs. In
contrast to these studies, our study focuses on formalized modeling
languages, their tools and their relevance for the different phases of
development and work areas in the automotive industry. In partic-
ular, we did not investigate the relevance of current research efforts
in the automotive domain, such as, automotive reconfiguration [37],
consistency preservation [42], handling uncertainty [1], modelling
of variants and versions [4], or novel modeling and programming
languages [26]. Besides surveys covering the state of the art of
modeling in general, there exist surveys for model-based security
testing approaches [39], variability modeling [5], and requirements
modeling [38]. However, we wanted to provide an overview of
common tools and modeling languages in the automotive domain,
and surveying the languages and tools in detail was not the scope
of our survey and could be potential future work, e.g., employing
the assessment grid for intelligent modeling assistance [32].
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7 Conclusion and Future Work

We have investigated purposes, expected properties, and modeling
techniques for DTs in the automotive industry through the lens
of German automotive companies and suppliers involved in the
SofDCar project. Based on a questionnaire survey answered by 96
professional automotive (software) experts, out of which 43 com-
pleted all answers to the questionnaire, we found that digital twins
are considered most important in the usage and support phase (i.e.,
once the vehicle exists) and less during other phases. Depending
on the phase in which the DT is meant to be used, experts expect
it to fulfill different purposes, which might entail that there will
be different kinds of digital twins of a single vehicle throughout
its life cycle. The relevance of monitoring during the conception
phase of an automotive DT suggests that they also serve as a foun-
dation for learning and improvement for future vehicles. To model
digital twins, besides business process models, descriptive mathe-
matical/physical models and predictive simulation models are most
important to the participants. These are surpassed only by source
code, which might hint at a lack of sufficiently expressive mod-
eling languages for some aspects of automotive DT development.
Future studies might shed light on the role of source code in the
engineering and application of (automotive) DTs.

Overall, we conclude that integrating models into automotive
DTs is highly relevant, as expected from the definitions of digital
twins. Moreover, the modeling languages employed for such DTs dif-
fer from the modeling languages employed for DTs in general [11],
which, e.g., also includes knowledge representation techniques. Sur-
prisingly, in contrast to the existing literature, UML and SysML
models are not that frequently used. This suggests that automotive
DTs indeed are domain-specific, at least, for the employed models.
Furthermore, as most models are supported by a single tailored
modeling tool, to be accepted by practitioners, automotive DTs
must be coupled to a variety of existing tools. Therefore, future
studies could investigate which approaches companies leverage to
cope with the integration of these tools and how information across
models is persisted, e.g., by using knowledge graphs, tool APIs, or
exchange formats. Concerning the adoption of digital twins and
modeling languages in practice, future studies could also inves-
tigate the most significant technological challenges and barriers
that the industry faces today. Overall, we believe that the insights
gained from our questionnaire survey can help practitioners and
researchers engineering automotive DTs more systematically.
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