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Abstract

We present the first validated synthetic diagnostic for fast ion loss detectors (FILDs) in the
Wendelstein 7-X (W7-X) stellarator. This model has been developed on, and validated against
experimental data from, a FILD provided by the National Institute for Fusion Science
(NIFS-FILD), with potential future applicability to the existing Faraday Cup FILD (FC-FILD)
on W7-X as well as the scintillating FILD (S-FILD) currently under development. A workflow
combining Monte Carlo codes BEAMS3D and ASCOTS is used to track fast ions produced by
neutral beam injection from the moment of ionization until they are thermalized or lost from the
last closed flux surface, and from there to a virtual plane which serves as a projection of the
entrance aperture to the FILD. Simulations in ASCOTS are analyzed via a geometric method to
determine the probability of transmission through the FILD aperture and onto the detector as a
function of normalized momentum, pitch angle, gyrophase, and position at the virtual plane.
This probability is then applied to the simulated ions arriving from the plasma, producing a
simulated signal from a computationally tractable number of simulated fast ions. Simulated
signals are presented for two W7-X experiments with neutral beam injection and quantitatively
compared with experimental measurements from the NIFS-FILD diagnostic. An estimate of the
frequency of charge-exchange with neutral particles in the edge is performed, and it is found
that this process may have a significant impact on the measured signals.
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1. Introduction

1.1. Motivation

The confinement of fast ions is important for any magnetic
confinement fusion reactor, as ignition cannot be achieved
unless the ions produced in the fusion reaction can be con-
fined for a sufficient amount of time to transfer their energy to
the bulk plasma via collisions. For non-reactor plasma exper-
iments as well, confining fast ions is necessary to make effi-
cient use of heating systems such as neutral beam injection
(NBI) and ion cyclotron resonance heating (ICRH) and to
avoid damage to the walls and sensitive plasma-facing com-
ponents (PFCs).

Fastion confinement is a crucial topic for stellarators in par-
ticular, as the lack of axisymmetry means that trapped particle
orbits are not inherently confined as they are in tokamaks.
Stellarators must be numerically optimized for good fast ion
confinement, and this optimization is one of the main focuses
of stellarator design [1, 2]. As the largest optimized stellarator
in the world, verification that the optimization of Wendelstein
7-X (W7-X) truly translates into enhanced performance is an
important milestone towards the eventual design of a stellar-
ator fusion pilot plant. The successful neoclassical optimiz-
ation of thermal energy transport in W7-X has already been
verified [3], but the question of fast ion confinement is still an
open one.

In order to verify the successful optimization of fast ion
confinement in W7-X, information about fast ion losses must
be gathered through the use of diagnostics, and computer sim-
ulations of fast ions in W7-X must be compared to these meas-
urements in order to show that the losses are in line with our
predictions. In addition, measurements are necessary to valid-
ate the computational tools we use to predict fast ion losses in
the first place, so that these tools can be utilized in the design
of future stellarators.

This work will present a validated model for predicting sig-
nals to the diagnostics used to measure fast ion losses on W7-
X, and will shed light on areas in which our current models
may be inadequate.

1.2. Sources of fast ions in Wendelstein 7-X

Beginning in 2018, during the OP1.2b experimental campaign,
neutral beams were commissioned for operation on W7-X.
W7-X has two neutral beam boxes, each one containing four
beam sources. Two sources in one beam box were first oper-
ated during this campaign [4], with an additional two sources
in the second box commissioned and operated during the
2022-2023 experimental campaign, OP2.1 [5]. In H operation,
each beam source can inject around 1.8 MW neutralized power
for up to 5 s at a time.

The W7-X NBI system can inject neutral hydrogen (H) or
deuterium (D) at 55 or 60 keV, respectively, but has thus far
been limited to H operation [4, 5]. At these energies, and a
magnetic field strength of 2.5 T (the typical strength on the

magnetic axis of W7-X), H and D have effective gyroradii,
defined as the ratio of gyroradius to the minor radius of the
device, nearly equivalent to that of 3.5 MeV « particles in
the 5.5 T HELIAS 5-B reactor design—this ratio is around
0.019 and 0.028 for the NBI protons and deuterons, respect-
ively, and 0.019 for the fusion alphas in HELIAS, assuming
vy =V = v/ E/m, meaning that these NBI ions can be used
as proxies for fusion as [6], at least when considering neoclas-
sical transport. When taking instabilities into account, these
particles are not as similar: the ratio of birth velocity to Alfvén
speed is not equivalent, being around 0.59 and 0.44 for H
and D NBI ions in a hydrogen plasma in W7-X with a dens-
ity of 1 x 10?° m—3, while for fusion alphas in a DT plasma
in HELIAS with a density of 3 x 102 m™3 (the density at
which HELIAS is designed to operate [7]), this ratio would
be 2.9—around 5 times larger. This means that alpha particles
in HELIAS would be able to drive shear Alfvén waves through
the Landau resonance, while NBI ions in W7-X cannot.

The first two NBI sources operated were those labeled 7
and 8, located within beam box NI21 within the upper half of
module 2 of the 5-period W7-X, and the additional sources
added were sources 3 and 4, located within beam box NI20
within the lower half of module 2. Sources 3 and 7 inject at a
more radial angle to the magnetic axis, while sources 4 and 8
inject more tangentially.

1.8. Fastion loss detectors in Wendelstein 7-X

Fast ion loss detectors (FILDs) are a type of diagnostic used
to directly measure escaping fast ions from magnetic con-
finement devices, and are commonly used in many magnetic
fusion experiments, both tokamaks and stellarators [8-28].
The most popular types are the Faraday Cup type, which meas-
ures the flux of lost fast ions to a thin metal film as a current,
and the scintillating type, which measures the light emitted
from a phosphorescent screen when impacted by a fast ion.
Both types often make use of a pinhole and collimating struc-
ture to distribute fast ion strikes spatially based on their energy
and pitch, allowing for resolution of losses in these quantities.

Two FILDs have thus far been implemented on W7-X,
both Faraday Cup types: the NIFS-FILD [29], provided by the
National Institute for Fusion Science (Toki, Japan), as well as
the FC-FILD [30, 31], developed by the Max Planck Institute
for Plasma Physics (Greifswald, Germany) and Princeton
Plasma Physics Laboratory (Princeton, NJ, USA). The NIFS-
FILD was mounted on the multipurpose manipulator (MPM)
[32] for several days of experiments in both OP1.2b and
OP2.1, while the FC-FILD was permanently implemented on
the machine beginning in OP2.1.

In addition, a third scintillating-type FILD, the S-FILD,
is currently in development by Princeton Plasma Physics
Laboratory, the University of Seville, and the Max Planck
Institute for Plasma Physics [33—35]. A complete design has
been produced, and the S-FILD is expected to be construc-
ted and implemented on W7-X for an upcoming experimental
campaign.
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Figure 1. The last closed flux surface of W7-X from the top down, plotted in red, with the four commissioned neutral beam sources and the

three existing or planned FILDs.

In figure 1, the position of these three FILDs when fully
inserted in relation to the plasma is shown, along with
the injection angles of the four commissioned neutral beam
sources.

The method in this work was developed for the NIFS-FILD,
and initial simulations are presented and compared to experi-
mental data for two W7-X plasmas, one for each experimental
campaign with NBI. In the following section, the details of the
NIFS-FILD are described.

14. NIFS-FILD

The NIFS-FILD is a Faraday Cup FILD consisting of eight
metal detectors within a stainless steel, carbon-shielded probe
head, which has a pinhole and collimating structure in
order to provide energy and pitch resolution of the meas-
ured fast ions [29]. In figure 2 is a 3D view of the pos-
ition of the sensor array and pinhole within the probe
head.

Overlaid onto the sensor array in figure 3 is a strike-map
showing the average strike location of the fast ions which reach

my

the sensor as a function of a gyroradius-like quantity (W’

equal to ;= reyro—Wwhere rgyro is the actual gyroradius—given
in units of cm) and pitch angle (cos~! (1), given in units of
degrees). The exact strike position of any ion depends not only
on these quantities but also on the starting gyrophase and the

Figure 2. The layout of the NIFS-FILD probe head, including the
sensor array (brown), the pinhole and collimating slit (blue), and the
stainless steel cap (gray).

ion’s initial position within the pinhole; the strike map dis-
played in this figure is found by taking the average position of
all strike locations on the sensor for a given velocity and pitch.
The magnetic field used for the simulations in this figure is
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Figure 3. A strike map in pitch angle (cos ™! (V‘i)) and a

gyroradius-like quantity (%) of the average strike position of fast

ions reaching the eight sensors of the NIFS-FILD. This shows which
energies and pitch angles we expect to be measured by each sensor.

the W7-X standard configuration with the NIFS-FILD inser-
ted 197 mm.

2. Methods

2.1. Energetic particle simulation codes

Monte Carlo simulations of NBI-created fast ions are per-
formed via a workflow combining the codes BEAMS3D and
ASCOTS, very similar to the workflow described in [36].
The density and temperature profiles are taken from experi-
mental measurements with Thomson scattering [37] (for elec-
tron density n. and temperature 7,) and charge exchange
recombination spectroscopy, CXRS [38] (for ion temperat-
ure 7;). The experimental data points are fit to form profiles
and combined with the coil filament geometry as inputs to the
free-boundary version of the equilibrium-solving code VMEC
[39]. The same inputs are used to calculate the neoclassical
radial electric field E;, toroidal current, and total toroidal flux
enclosed by the plasma using the code NEOTRANSP [40],
which in turn uses the DKES (Drift Kinetic equation Solver)
code, and the resulting self-consistent equilibrium is used as a
basis for the simulations.

First, BEAMS3D’ is used to model neutral beam injection
by tracking neutral ‘markers’ (simulation units representing
neutral or charged particles) as they pass through a detailed
port geometry and into the plasma, during which time they
either collide with the port, are ionized within the plasma,
or pass through the plasma to strike the vessel wall (’shine-
through’). For these simulations, all beams are taken to inject
hydrogen atoms with energies of 55, 27.5, and 18.3 keV (from
acceleration within the neutral beam source boxes of H*, H,

7 All simulations for this work were performed using version 3.5 of
BEAMS3D.

and H;r ) with estimated power fractions of 51%, 30%, and
19%, respectively [41]. The number of markers can be set
by the user, and each marker is given a weight which corres-
ponds to the total number of real particles represented by each
marker. The ionization of the beam is calculated following the
validated deposition model detailed in [42]. In this step, the
input file for ASCOTS is created as well, using a method of
transferring information from BEAMS3D to ASCOTS5 which
has been used in several previous works [36, 43].

Next, still using BEAMS3D, the markers representing ion-
ized particles from the NBI are followed through the colli-
sional slowing-down process, in which the trajectories of the
charged particle gyrocenters are followed using the drift kin-
etic equations:

- ~ 2 [
dR B b mvi . - ~ EXB
de W~
| 2
=L v @

where m is the particle’s mass, g is its charge, R its posi-

~ = 2
tion, b = % is the direction of the magnetic field, ;1 = 1ML s
4. b(R) is the component of the

velocity parallel to the magnetic field, and E=—V® is the
electric field, which is assumed to only point perpendicular to
b [44]. The effects of collisions and pitch angle scattering are
included between integration time steps [43]. The markers rep-
resenting fast ions are followed until they either thermalize or
reach the last closed flux surface (LCFS) as defined in VMEC
using the total enclosed toroidal flux given by NEOTRANSP,
at which point they are considered lost. A preliminary valida-
tion and benchmarking of the code’s slowing down model has
already been performed [43].

From this simulation, the markers which reach the LCFS
are saved and used to create many new markers (the exact
number varies between the simulations and will be described
in more detail in section 3). Each new marker is given a ran-
domly assigned gyrophase and a random perturbation in pitch
between —1 and 1%, while keeping the guiding center loca-
tion and total energy the same. These newly created markers
are used as the input for an ASCOTS5 run, which follows them
in full-orbit mode without collisions or electric field (due to
the large uncertainties when specifying these quantities out-
side the LCFS) until these markers hit the wall, defined as a tri-
angular mesh based on CAD models of W7-X’s vacuum vessel
and PFCs containing around 7.8 million mesh elements, with
some simplification of the divertor and port geometries.

A detailed model of the NIFS-FILD head mounted on the
MPM armature is included within this wall model. During
the real experiment, some fraction of lost fast ions will pass
through the pinhole and collimator of the detector and arrive
on the sensor, contributing to the measured signal. However, it
is simply not possible from a computational standpoint to track
a sufficient number of markers to simulate this outright. For
this reason, a method has been developed to find a simulated
signal using a computationally tractable number of markers.

the magnetic moment, v =
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2.2. Simulating the NIFS-FILD

The difficulty in simulating signal to fast ion loss detectors lies
in the impracticality of tracking a sufficiently large number of
markers. The surface area of the LCFS for the W7-X equi-
libria used in this work is 134—141 m?2, and the surface area
of the wall is even larger. Meanwhile, the area of the NIFS-
FILD pinhole is 6.4 x 10~ m?. Even if the vessel wall had
the same surface area as the LCFS, it would be necessary to
simulate tens of millions of lost markers for a single one to
reach the pinhole—and if that marker did not have the correct
velocity vector at the pinhole, it might still have zero chance
of making it through the pinhole and onto the sensor. To fully
reproduce the signal, tens or hundreds of billions of simulated
markers would need to be followed for tens or hundreds of
milliseconds.

This work aims to develop an efficient simulation method
though the use of two gyroorbit expansions, the first at the
LCFS and the second at an intermediate virtual detection
plane, to allow high fidelity simulation of fast ions arriving at
the detector while using a computationally tractable number
of simulation markers during the simulations from injection
to the wall.

To achieve this goal, a virtual plane is created about 1 cm
away from the pinhole along the direction of b. Because the
NIFS-FILD measures counter-going particles, which move
along —b, this means that any markers arriving at the pin-
hole will first pass through this plane. The plane is at con-
stant toroidal angle ¢, in order to make use of a built-in func-
tion of ASCOTS for the simulations, and its extent in R and
Z is determined by the area which can be reached by mark-
ers traced backwards in time from the pinhole, which spread
out on the plane based on their initial velocity vector. In this
way, the plane serves as a projection of the pinhole in velocity
space. Figure 4 shows the virtual plane for the NIFS-FILD,
along with the pinhole, sensor array, and example ion orbits.

The short distance between the plane and the pinhole means
that the magnetic field does not change significantly between
the two locations, keeping the gyroradius and pitch angle
roughly constant, while still being large enough to project the
pinhole onto a larger region of space: the area of the plane
accessible from the pinhole is larger than the pinhole area itself
by nearly a factor of 100, significantly lowering the number of
markers that must be simulated.

As described in the previous subsection, lost markers are
expanded to create a new, larger population of markers which
are then followed to the wall. Using the ‘Poincare’ function
in ASCOTS, the state of each marker (including position and
velocity vectors, as well as the weight and time of flight) is
saved each time it passes through the virtual plane, but it is not
stopped; that is, the plane is treated as transparent.

These saved markers are divided into bins in 5D space,
where the dimensions include the radial and vertical distances
from the magnetic axis, R and Z, along with three velocity
space coordinates:

my 1%
= — = —7,
lglB v ®T

pL 3

sensor

virtual plane

pinhole

Figure 4. A 3D image showing the layout of the NIFS-FILD
detector (left) and the virtual plane (right) with respect to the
pinhole. Particle orbits, shown in red, travel forward in time from
the pinhole to the detector, and backward in time from the pinhole to
the plane. These orbits were simulated and the image was created
using FILDSIM [45, 46].

X =cos™! (%) “4)

—f/L(l;x%) )

where v is the magnitude of the total marker velocity |V], v
is the magnitude of the perpendicular velocity vector |V, | =
|V — v||2|, v is the direction of this vector f—i and 7 is the
direction of the Z axis.

The quantity p;, referred to as the ‘gyroscalar’ [47], is
related to the marker gyroradius reyro by pr = irgyro, and
can be thought of as the path length traveled by the marker
per radian of gyration. This convention is taken from the
FILDSIM code [45, 46], which was not utilized for these sim-
ulations but inspired parts of the methodology. It will be given
in units of cm. x can be referred to as the pitch angle and will
be given in degrees, while ( is the gyrophase and will be given
in radians to easily distinguish between the two angles.

By separating the markers into bins, we are in effect say-
ing that each saved marker represents a cloud of markers,
which could have any position-and-velocity-space coordinates
within its bin. The initial analysis is performed with very small
bins, which can then be combined to reach the bin size desired
for the calculation of the signal. The initial size of the bins
in (R, Z) space is shown in figure 5 and is close to 0.3 mm
in each dimension. The initial size of the bins chosen for the
other three coordinates are éy = 0.25°, dp. = 0.025 cm, and
¢ = 92% (where ¢’ is the gyrophase at the plane, as we are
using ¢ to describe the gyrophase at the pinhole).

For each 5D bin, we would like to know the probability
that a marker randomly located within that bin will travel
from the virtual plane to the pinhole of the NIFS-FILD, pass
through the pinhole and collimating structure, and land on one
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The black rectangles represent those from which markers arriving from the LCFS have zero chance of passing through the pinhole.
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These markers are color-coded in both the pinhole and on the plane by (', their gyrophase at the plane.

of the eight detectors. The following section will detail a geo-
metric method for determining this probability, resulting in
a 6D probability matrix (with the sixth dimension being the
detector) that can be applied to any marker passing through
the virtual plane in order to calculate its contribution to the
signal.

2.3. A geometrical determination of probability

We begin by initializing markers within the pinhole, following
them both forwards and backwards in time using ASCOTS in
full-orbit mode. The ones traced forwards are followed until
they impact either the collimator or a sensor, while the ones
traced backwards are followed until they impact the outside of
the probe head or the virtual plane. Unlike in the simulations
which follow markers from the LCFS, the plane is no longer
transparent; when a marker impacts it, it is stopped.

To begin, we take a set of markers which have the same
velocity vector in (x, pr,() at the pinhole, with the magnetic
field strength and direction at the center of the pinhole being
used to calculate these quantities. The values chosen for this

demonstration of the method are (100°, 1.5 cm, 6.19 rad), and
the markers are evenly distributed within the pinhole. We fol-
low this set of markers forwards and backwards.

In figure 6(left), we can see the projection of the pinhole
onto the virtual plane, while on the right side, we see the ini-
tial locations of the markers within the pinhole. (Note that for
these examples, the grid applied to the virtual plane is larger
than the one used in the actual analysis, for ease of illustra-
tion.) While the markers are initialized with the same gyro-
phase ¢, the gyrophase on the plane varies, and denoted as (’.
The markers are color-coded by ¢'. In figure 7(top), we see the
final location of the markers on the NIFS-FILD sensors, while
on the bottom, we see the initial location within the pinhole
of the markers which do (red) and do not (gray) make it to a
Sensor.

We can see several features in these figures that will sim-
plify our analysis and reduce the number of necessary mark-
ers. In figure 7, we see that the initial locations of the markers
which arrive at a sensor form one continuous region within
the pinhole. Further tests of additional sets within phase space
show that this is usually the case; occasionally, this region is
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Figure 7. Markers with a single value of (x, pz, ) are traced
forwards from the full area of the pinhole (bottom) to the detector
(top), with markers that reach the detector denoted in red and those
that do not in gray.

divided into two sections, such as by the gap between adjacent
sensors. In addition, the shape of this region is most often, but
not always, a rectangle.

In figure 6, we see that the long edges of the pinhole define
the outline of the pinhole on the plane; the markers launched
from the short edges arrive much closer together and in straight
lines. In addition, we see that contours of constant final gyro-
phase ¢’ on the virtual plane (calculated using the magnetic
field vector at the guiding center of each marker) form straight
lines both on the plane and at the pinhole.

Further tests of additional sets within phase space show that
this is always the case for the NIFS-FILD geometry, and that
when part of the set of markers is prevented from reaching
the plane by intersecting the exterior of the probe head, the
dividing line between those that arrive at the virtual plane and
those that do not is always a straight line both in the pinhole
and on the plane.

This allows us to make several simplifications in our sim-
ulations. For the forward simulations, the markers can be
launched in a cross-hatch pattern, as seen in figure 8, in order
to determine the edges of the rectangular area. If this area is
detected to be irregular, the simulation can be repeated with
more markers in order to define its shape. The probability of

‘S 0.8]
E
o
% 0.01
[}
6 rrrrrrrr
< launched arrived .
‘5 —0.81 ] : . : . . :
-2 -1 0 1 2

pinhole ax. 1 (mm)

Figure 8. Markers with a single value of (x, pr, () are launched
forward from the pinhole in a cross-hatch pattern, with markers that
reach the detector denoted in red and those that do not in black. The
green box, defined by the extent of the red markers, is an estimate of
the area within which markers launched can reach the detector.

a marker with (x, pr, () launched anywhere within the pinhole
reaching the sensor tile S; is thus the green shaded area in
figure 8 divided by the total area of the pinhole:

A green

Ao (6)

Py ¢ (pin—8p) =

For the backwards simulations, it is sufficient to launch
markers along the long edges of the pinhole. These simpli-
fications significantly reduce the number of required markers
per set.

While the simulated markers are initialized with constant
gyrophase at the pinhole, (, the goal is to determine the prob-
ability in terms of the gyrophase at the plane, ¢’. In order to
do so, for a set of (x, pr,(), we choose a desired value of (’:
for this example, let it be (/ = 57r rad. We then look for the
marker on each line (comprised of markers launched from the
long edges of the pinhole and followed to the plane) which has
¢’ closest to this value, and note the location of this marker
both on the plane and at the pinhole, as shown in figure 9.
The blue line represents the location within the pinhole along
which markers launched backwards will reach the plane with
our desired ¢’, and the red line represents where these markers
will strike the plane.

(A note on determining ¢’: ASCOT5 simulations take
longer to compute as the number of steps per gyroorbit is
increased. For the backwards simulations, 180 to 360 steps per
gyroorbit were used, but we desire to specify ¢’ more precisely
than this. As (' changes monotonically along the long edges of
the pinhole, the actual value of ¢’ is estimated by interpolation
between neighboring markers.)

This process is repeated for a new set of markers. Let us
define the original marker set as having (x,pr,(1), then the
second set has (x, pr,(2), where ¢; = 6.19 rad and (, = 6.236
rad. In this way, we find the markers along the new set of strike
lines with ¢/ = gw. This can be seen in figure 10, where the
solid lines are the original set and the dashed lines are the new
set.

The red lines denote the area within which a marker with
(= 7r will arrive at the pinhole with a gyrophase ¢ € [(;, (],
and the blue lines denote the area of the pinhole at which these
markers arrive. To find the probability of transmission from
the plane to the pinhole for a marker in this group within one
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Figure 9. Markers with a single value of (x, pr, () are launched backward from only the long edges of the pinhole (right) and followed to
the virtual plane (left). The markers are color-coded both in the pinhole and at the plane by their gyrophase ¢’ at the plane. The red dots

denote the markers which have our desired value of ¢’.
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Figure 10. An outline at the plane (left) and in the pinhole (right) of those markers with our chosen (, pz) which can travel between the
two locations, have our chosen ¢’ at the plane, and have ¢ € [€1,(2] at the pinhole. The bold black box at the plane represents a bin in (R, Z)
space, and the blue dots represent the intersection of the red lines with this bold box. The shaded area represents where markers launched
within this (R, Z) bin can pass through the pinhole within our gyrophase range.

(R, Z) bin outlined in bold on the left side of the figure, we find
the area of the intersection between the red-outlined region
and the bold-outlined box, and assume the intersections are
located at the same percent of the distance along each line at
the pinhole. The probability that a marker randomly located
within this (R, Z) box, having a velocity (x, pr.,("), will arrive
at the pinhole with ¢ € [(1, (3], is simply the red shaded area
divided into the area of the bold-outlined (R, Z) box:

. A
Pr.zx.p..c (Plane — pin|¢ € [(1, G]) = AR;: -
0X

)

It will see a reduced pinhole denoted by the blue shaded area.

In order to find the probability that these markers will then
pass through the pinhole and onto the sensor, the backwards
simulations are combined with the forward simulations. The
forward simulation for the set with {; is now repeated for the
set of markers with (,, determining the outline of the green
box, seen previously in figure 8, for this new set. Then, for
each value of ( at the pinhole, the intersection between the blue
line (representing backwards transmission) and the green box
(representing forwards transmission) is determined, as seen in
figure 11.

The two lines of intersection combine to form a new quad-
rilateral, shaded purple in figure 11. Markers within the purple
shaded region represent those which travel from the red shaded
area in the (R, Z) plane, arrive to the pinhole with ¢ € [, ()],

__ 08 .
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Figure 11. The probability of transmission through the pinhole is
calculated by finding the area of intersection between the backwards
and forwards simulations. For the two values of ( at the pinhole, the
intersection is taken between the line representing backwards
transmission and the box representing forwards transmission, and
these two lines of intersection are connected to form the shaded
purple quadrilateral.

pass through the pinhole, and land on sensor S;. The prob-
ability of transmission is this purple shaded area divided into
the blue shaded area representing the pinhole as seen by these
markers:

Apurple

Py puc (pin = S1|C € [¢1,(]) = Aone

®)

And thusly, the probability of a marker with our chosen
(x,prL,¢") coming from anywhere within the bold box in the
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Figure 12. The total transmission probability is found by summing over all { bins at the pinhole the probability defined in equation (9). The
areas used to calculate the probability, shown in this figure as the shaded regions, are restricted to those within our desired (R, Z) bin, shown

as the bold black box on the virtual plane (left).

(R, Z) plane arriving to sensor S, while also having ¢ within
our specified bin at the pinhole, is

A purple

Ar
Przy.pc (Plane = S| € [(1,G]) = Ty Aplue

ARZ box

®

Finally, as the value of { at the pinhole is extraneous, we
find the total probability by summing over the probability for
every ( bin at the pinhole,

Przxpuct (Plane = $1) = Przypi.c
i

x (plane = S1|¢ € [¢i,Git1]),
(10)

with the resolution determined by the number of ¢ values sim-
ulated. This can be seen in figure 12 for the specified (R, Z)
box outlined in bold.

We would like to have bins in (x, p,(’), rather than dis-
crete values, and this is done by simply averaging the prob-
ability over several values of each quantity within a chosen
bin. For the analysis in this work, 2 points in each of the three
dimensions are averaged together to achieve bins of the smal-
lest possible size, which can be further combined into larger
bins. The result is a 6D probability matrix P(S,R,Z, x, pr,(’),
where S denotes the channel of the sensor.

2.4. Combining the simulations

In order to form a signal, the probability matrix must be
applied to the saved information of the markers arriving from
the LCFS. Each marker, as it passes through the plane, is saved
and sorted into a binin (R, Z, x,pr,¢"). Here, the marker’s py is
calculated based on B at the center of the pinhole, rather than
at the plane, while the marker’s pitch angle x and gyrophase
¢’ are calculated based on b at the marker’s guiding center.
The total velocity and pitch angle are assumed not to change
between the pinhole and the plane—an assumption which is
accurate for the total velocity, as the simulations are performed
in the absence of collisions, but the pitch angle, as calculated
in this work, can vary by up to about 0.22°, on par with the
smallest bin size. This was not found to make a difference to
the simulated signal.

However, it was found that the number of markers passing
through the plane was still not sufficient to calculate a sim-
ulated signal, and thus an additional step must be taken to
improve marker statistics. For each marker at the plane, the
gyrocenter is found and an expansion around it is performed,
splitting the original marker into a ring of markers defined by
the intersection of the virtual plane and a cylinder centered
around the gyrocenter with an axis in the direction of lAJgC. The
arrival time is kept the same for each new marker.

In order to make sure that each new marker in the ring could
reach the virtual plane, the new markers are traced backwards
for several gyroorbits. Some markers with large gyroradii are
found to strike the exterior of the probe head and are thus
removed from consideration; in future works, the need for
this step could be avoided by positioning the virtual plane
slightly further back from the pinhole. Once these markers are
removed, the weight of the original marker is then evenly dis-
tributed among the remaining markers.

Finally, the probability matrix is applied to the new
markers by multiplying the weight of each marker by
P(S,R,Z,x,p1,C’), resulting in its contribution to the particle
flux reaching each of the channels of the detector. This is com-
bined with the arrival time of the marker and the duration of
the NBI to produce a signal for each channel:

Si (t) = ZW]P (SiijaZjanapLﬁCj/) . (H(t_ ZO)
J

—H (1 — (to + Tng1))) (11)

where j represents each marker, w; is its weight, ¢, is the arrival
time of each marker, Tyg; is the duration of the NBI, and
H is the Heaviside step function, here used to create a box-
car signal. As the NBI ions are protons, S;(¢) is multiplied by
1.6 x 10~ C to convert from particle flux to current. The total
signal is then averaged over each sampling period of the NIFS-
FILD digitizer, which is 2 us.

During this step, the bin size can also be increased by
averaging together neighboring probabilities and combining
neighboring bins of arriving markers until the desired bin size
is reached. It was found that the simulated signals converge for
sufficiently small bins in (x, pr,¢’), while for (R, Z), interme-
diate bin sizes must be used (between around 3 x 3 to 10 x 10



Nucl. Fusion 64 (2024) 096034

A. LeViness et al

Shot A: 20180918.045,4.5s<t=<59s

0.1 0.2 0.3

rerr [M]

0.4 0.5

0.1 0.2 0.3

rerr [M]

Shot B: 20230216.028, 3 s<t=<4s

ne [101° m~—3]

0.0

0.1 0.2 0.3

Terr [M]

0.4 0.5

0.2 0.3

rerr [M]

0.4

Figure 13. Experimentally measured density and temperature data for both shots simulated in this work, averaged over the given time
intervals, with profiles fit. Points which were excluded from the fitting are plotted in a lighter color.

spatial bins; the exact best sizes vary between the simula-
tions), as the signals diverge when the spatial bins are too
large or small. As the largest change in the signal comes from
the choice of (R, Z) bin size, signals were calculated for sev-
eral intermediate bin sizes, and the difference was taken as
a numerical uncertainty on the simulated signal, as will be
shown in the following section.

3. Results and discussion

To validate this method, two real W7-X experiments were sim-
ulated, one from OP1.2b in 2018 and another from OP2.1 in
2023. The details of each experiment, which will be referred
to in this work as Shot A and Shot B for simplicity, are as
follows:

Shot A, from OP1.2b: 20180918.045, a hydrogen plasma
in the W7-X standard magnetic configuration at 2.5 T. During
this shot, NBI source 8 was fired in 10 ms blips separated by
100 ms intervals. Density and temperature profiles were aver-
aged from 4.5 to 5.9 s into the shot, and the experimental signal
to the NIFS-FILD was taken by averaging together the 4 NBI
blips between 4.7 s and 5.1 s. During this time, the NIFS-FILD
was inserted to a plunge depth of 197 mm, putting it at a major
radius of R = 6.141 m. The NIFS-FILD data from this shot has
been previously analyzed in [29] and simulated in [48] using
a less detailed simulation method. As the neutralized power
for these short beam blips is not certain, a nominal power of
1.8 MW was used for this simulation.

Shot B, from OP2.1: 20230216.028, a hydrogen plasma in
the W7-X low-mirror configuration at 2.5 T. During this shot,
NBI sources 4 and 7 were operated in steady-state for a dur-
ation of 5 s each, beginning at 2.0 and 2.1 s into the shot,
respectively. This offset allows for the signal from each source
to be separately identified. Density and temperature profiles
were averaged from 3 to 4 s into the shot, by which point the
density rise from the NBI had leveled off, and the signal to
the NIFS-FILD is considered from 1.8 to 2.8 s, during which
the NIFS-FILD was inserted to a plunge depth of 213 mm,
putting it at a major radius of R = 6.125 m. After 2.8 s, the
probe head was moved, but the profiles had stabilized to be
nearly the same as those between 3 and 4 s, which is why the
profiles from that time period were used-BEAMS3D simula-
tions can only be performed using a single set of profiles, and it
was desired to use steady-state profiles, rather than ones which
were still evolving. The neutralized powers for the two neutral
beam sources for this shot were determined by calorimetry to
be 2.05 MW and 2.10 MW, respectively.

Experimentally measured temperature and density profiles
for each shot, found by fitting data from Thomson scattering
(n. and T,) and CXRS (Tj), are shown in figure 13. All pro-
files for Shot A were fit using a locally weighted scatterplot
smoothing (LOWESS) method [49]. For Shot B, the n, and
T; profiles were fit using a Gaussian process, while 7. was fit
using a two-power function of the form a(1 — s?)¢, where s
is the flux surface coordinate and a, b, and c are the fitting
parameters. These fitting methods were selected as they gave
the smoothest profiles. For the Thomson data, n. and T, three
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Table 1. Percentage of injected energy lost to collisions with the port liner, shine-through, or through particle loss through the LCFS, or else
absorbed into the plasma, for each simulation and beam source.

Simulation Beam Port Shine. Lost Absorb.
Shot A 8 15.5% 17.4% 24.4% 42.7%
Shot B, ne - 10% 4 15.3% 10.4% 27.7% 46.6%
Shot B, orig 4 15.3% 8.4% 28.4% 48.0%
Shot B, ne + 10% 4 15.4% 6.7% 28.7% 49.3%
Shot B, ne - 10% 7 7.9% 15.4% 41.1% 35.6%
Shot B, orig 7 7.9% 12.6% 42.7% 36.8%
Shot B, ne + 10% 7 7.9% 10.5% 43.8% 37.7%
Channel 1 Channel 2 Channel 5
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Figure 14. Experimental and simulated signals for three channels of the NIFS-FILD during Shot A. The simulated signals are scaled by the

factors shown and shifted forwards in time by 1.5 ms.

channels were excluded from the fit, and those points are plot-
ted in a lighter color.

Neutral beam deposition and slowing down for each shot
were originally simulated in BEAMS3D with 2293 760 mark-
ers per beam component (with each source separated into com-
ponents with full, one-half, and one-third energies) for Shot A,
655 360 markers per component for the initial run for Shot B,
and 65 536 markers per component for density variation runs
for Shot B, which were performed with density profiles both
increased and decreased by 10%.

Table 1 shows the results of the deposition and slowing
down simulations. The amount of energy lost due to collisions
with the port liner is almost entirely determined by the beam
source used, while the shine-through, as would be expected,
decreases with increasing density. The ratio of lost to absorbed
energy during the slowing down simulations does not vary sig-
nificantly with density, but rather, both the total amount of lost
and absorbed energy increase with density due to the decrease
in shine-through.

For all four simulations (the initial simulations for each
shot as well as the simulations for Shot B with varied dens-
ity profiles), the markers at the LCFS were expanded into
either 10 (for the initial simulations) or 100 (for the density
scan) new markers for each lost marker, with random perturb-
ations in pitch and randomly assigned gyrophase as described
in section 2. The total number of markers run in this step was
between 12 and 15.2 million for each simulation.

The experimental measurements and simulation results for
three NIFS-FILD channels in Shot A are shown in figure 14.
The five channels not shown have zero signal in the simula-
tions and experimental signals equal to or lower than that of
Channel 5, as seen in [48]. The experimental signal was con-
ditioned by removing a DC component from before each NBI

blip, applying a noise filter, and averaging together the four
blips from 4.7 to 5.1 s. The time axis shows the time since
the beginning of the blip, when the NBI source first turns on.
The simulated signals have been scaled and shifted 1.5 ms for-
ward in time so that their time behavior can be compared to the
experimental signals. The use of a band for the simulated sig-
nal represents the uncertainty introduced by the choice of bin
size when calculating the signal.

The simulated signal underestimates the particle flux to
Channels 1 and 5 by a factor of 2.5, similar to the simulations
performed in [48] using a more simplistic method. The signal
to Channel 2 is underestimated more significantly, by a factor
of 20; later in this section, possible reasons for this discrepancy
will be addressed. The rise time of the signal is well-matched
for the two primary channels, while the fall time of Channel 1
is longer in simulation than reality.

Because the NBI blips only last 10 ms, the diagnostic
information for the neutral beam source boxes is not acquired
that quickly, and it may take longer than 10 ms for the
beam parameters to stabilize, there is some uncertainty in
the total power injected and the time which should be con-
sidered the true start time of NBI. As previously men-
tioned, there was not a reliable measurement of neutral-
ized power for these beam blips, and so the simulations
were performed simply using a nominal value for the input
power.

We might expect the NBI-blip simulation to be less accur-
ate than a simulation of steady-state NBI, during which there
is plenty of time for the beam to both stabilize and be accur-
ately measured. In addition, as the NBI system was still being
commissioned during OP1.2b, the beam parameters used in
the simulation may not be fully accurate. For all of these reas-
ons, we would expect the simulations for Shot B, which was
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Figure 15. Simulated and experimental signals for Shot B summed
over all NIFS-FILD channels, with the original density profile as
well as the density scaled by +10%. Each signal is plotted as a band
to represent the uncertainty introduced by the choice of bin size.

performed during OP2.1 with steady-state NBI, to be more
accurate, and that is indeed what we see.

In figure 15, the total experimental signal during Shot B
summed over all channels in the NIFS-FILD is compared to
the total simulated signal with the density profile shown in
figure 13(bottom), as well as with this density profile scaled
by £10%, with the simulated signals again plotted as bands to
represent the uncertainty in the choice of bin size. The exper-
imental signal has had a DC component removed and a noise
filter applied.

It can be seen that the simulated signal is very close
to the experimental signal, and that the uncertainty intro-
duced by varying the density is not larger than the uncer-
tainty already present from the choice of bin size. After 2.1 s,
the signals from the two density-scaled simulations over-
lap almost perfectly, although given the large uncertainty,
this is not considered significant. The slight over-prediction
is likely due to physical processes which are not accoun-
ted for in the simulation codes, particularly charge exchange
within the scrape-off layer, which would be expected to
decrease the signal if included in the model. The fact that
changing the density does not alter the signal significantly is
also unsurprising, since, as shown in table 1, the difference
in total losses between the three simulations is only a few
percent.

However, as we see in figure 16, the simulation does not
properly predict the distribution of signal between the three
channels which see the most significant particle flux. The sig-
nals to Channels 1 and 5 are over-predicted, while that to
Channel 2 is under-predicted once again, as it was in Shot
A. In addition, while it is not shown in the figure, there was
some experimental signal to Channel 3, around 0.2 pA in
steady-state, while the simulations showed no signal to this
channel.

To analyze the beam sources separately, we take the signal
from Source 4 for each channel as the signal at around 2.08 s,

and the signal from Source 7 to be the steady-state signal (aver-
aged between 2.6 and 2.8 s) minus the signal from Source 4. In
table 2 is shown the ratio between the simulated signal value,
taken as the center of the band for the signal simulated using
the original density profile, and the experimental signal for
each beam. It can be seen that the simulated signal in Channel
1 is more accurate for Source 7 than Source 4, while the reverse
is true for Channels 2 and 5. It can also be seen that the ratios
between simulated and measured signal for Channels 1 and 5
are close for Source 4, but not Source 7; for Shot A, which
used Source 8, these ratios were similar as well, and we might
expect Sources 4 and 8 to be similar, as they inject at similar
angles.

In order to determine the cause, a heat map showing the
approximate particle flux onto these three sensors (in arbitrary
units) for Source 4 and 7 during this shot is shown in figure 17.
It can be seen that the flux from each beam is spread out in
gyroscalar space, as plotted in figure 3, such that the strike
pattern is centered on Sensor 1, with the very edges crossing
over into Sensors 2 and 5.

If there were an error in the geometric model of the NIFS-
FILD used in these simulations—for instance, if the sensors
were tilted slightly with respect to the pinhole, or the entire
probe head were rotated slightly on the MPM—the particle flux
could be shifted upward in the plot, away from Sensor 2 and
towards Sensors 1 and 5, compared to the experimental flux.
A shift of even a millimeter or less could cause a signific-
ant change in the distribution of signals between the differ-
ent sensors. However, this would not explain the lack of simu-
lated signal to Channel 3, which is located far to the left of the
particle flux, at higher pitch angle.

Another possible explanation could be an inadequacy of
the physics included in the simulations. The simulated sig-
nal overestimates the measured flux of higher-energy fast ions
and underestimates the flux of lower-energy ions. If this dif-
ference is present in all of the fast ions arriving at the probe
head, rather than those that make it through the pinhole and
onto the sensors (which would point to an error in the probe
head or sensor positions, as described above), this could be due
to several effects.

The simulations from the LCFES to the wall are performed
collisionlessly. If the actual fast ions are slowing down signi-
ficantly in the scrape-off layer, this would cause their arriv-
ing energies to be lower than those simulated, and thus shifted
towards the bottom of the array of sensors. In addition, pitch
angle scattering in the scrape-off layer could cause more fast
ions with higher pitch angle to reach the FILD and be meas-
ured by Channel 3.

The ratios used for each of the three energy components of
the beams (55 keV, 27.5 keV, and 18.3 keV) could be incor-
rect, overestimating the amount of full-energy particles injec-
ted as opposed to those in the half-or-third-energy compon-
ents, again leading to a higher actual flux of lower-energy ions
than predicted by simulation.

In addition, as the BEAMS3D slowing-down model has not
yet been fully validated, the discrepancy could be caused by
the fast ions losing more energy before they escape the plasma.
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Figure 16. Simulated and experimental signals to the three individual detector channels with the highest signals for Shot B, with the
original density profile as well as the density scaled by +10%. Each signal is plotted as a band to represent the uncertainty introduced by the

choice of bin size.

Table 2. Factor by which the simulated signal under-or-over-predicts the experimental signal for Shot B.

Beam Channel 1
Source 4 2.4
Source 7 2.0
Combined 2.1
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Figure 17. An approximate heat map of fast ion flux onto the NIFS-FILD sensors from NBI Sources 4 (a) and 7 (b).

The simulations were performed with a pure Z of 1, both
because BEAMS3D has not yet been validated with higher Z.¢
and because of the difficulty in determining accurate Z.¢ pro-
files throughout the plasma. A higher Z.¢ might cause the fast
ions to lose more energy to the plasma than predicted by these
simulations.

In these simulations, the effect of charge exchange with
neutrals, including both the halo around the beam and out-
side the LCFS, were not taken into consideration. In order to
estimate the size of this effect, we used ADAS data [50] for
charge exchange between protons and neutral hydrogen in the
ground state to find the cross section for NBI-produced fast
ions with energies of 55, 27.5, and 18.3 keV. The halo neutrals
are a thermal population, so we assume they have an energy of
1.6 keV; the charge-exchange cross section ocx is then inter-
polated between ADAS data points to arrive at cross sections
of 7.00 x 10717, 3.65 x 10~'¢, and 5.25 x 10~'% cm? for the
three energy levels of the NBI colliding with halo neutrals.

We assume, for the halo neutrals, an average density of
1 x 10" m~* and a full-width half-max of 0.125 m from the

beam axis, both based on [51]. Taking the plasma circumfer-
ence as 2w Ry = 34.6 m, where Ry, the major radius, is 5.5 m,
and the two halo regions to be 0.25 m wide each, the fast ions
are estimated to spend 1.4% of their time in the two beam
halos. The frequency with which these fast ions experience
a charge exchange process is thus 0.014 - o¢x  Bhalo - Vien—TFOr
the three energy levels, this is calculated to be 0.334, 1.25,
and 1.49 charge exchange processes per second. The ions from
each of the three beam energy components which are lost in
Shot B have an average time-of-flight between being ionized
and crossing the LCFS of 5.0, 2.2, and 1.4 ms. Thus, we estim-
ate that 0.17%, 0.28%, and 0.20% of the full, half, and one-
third energy fast ions which are considered unconfined in our
simulation would be lost to charge exchange with the halo
neutrals, which is unlikely to affect our results.

For cold edge neutrals, the collision energy is assumed
to be equal to the ion energies, and ocx is calculated at
7.26 x 10717,3.93 x 10719, and 5.53 x 10~!¢ cm?. An aver-
age neutral density of 3 x 10'> m~3 is assumed based on [52].
By the same process as above, considering only ground-state



Nucl. Fusion 64 (2024) 096034

A. LeViness et al

hydrogen atoms as the edge neutrals, we calculate the num-
ber of charge exchange processes for each of the three energy
levels as o¢x - Pneutral - Vion = 70.7, 271, and 311 processes per
second. The mean times-of-flight for fast ions which began at
each of the three NBI energy levels between the LCFS and the
virtual plane are 0.556, 1.11, and 1.74 ms. Thus, we estimate
that 3.9%, 30%, and 54% of the fast ions at each of the three
energy levels will be lost to charge exchange before reaching
the virtual plane—though in actuality, this fraction would be
even higher, as we have assumed that the fast ions did not slow
down at all in the plasma.

Therefore, charge exchange with neutrals outside the LCFS
is likely to reduce the signal measured by the FILD, though
the exact impact would depend on the actual neutral density
in the edge and the energy of the ions which leave the plasma.
However, as it is the lower-energy ions which are preferen-
tially lost, this cannot explain the fact that we measure more
lower-energy fast ions with the NIFS-FILD than are predicted
by simulation.

Another possible cause might be the energy-dependent
redistribution of fast ions within the plasma due to instabilities.
However, initial analysis of data from magnetic diagnostics
on W7-X such as the Mirnov coils [53] and phase contrast
imaging (PCI) [54] shows only weak mode activity which is
unlikely to lead to significant changes to fast ion losses.

A final possibility would be a process such as alpha chan-
neling, in which energy is channeled directly from the fastions
to the thermal ions, rather than to electrons [55]. This would
lead to a higher ratio of lower to higher energy fast ions than
predicted by simulation. However, the diagnostics of W7-X
are not capable of performing an analysis at a fidelity high
enough to determine whether this is the case.

A potential way to determine whether the discrepancy
between simulated and measured signals to each channel is
due to the fast ions arriving at the detector having lower
energies than expected would be to look at predicted and
measured heat fluxes to the NIFS-FILD head during opera-
tion, which would depend on the energy of the arriving fast
ions as well as the total flux. Another option, to explore
the possibility that the NIFS-FILD head position or posi-
tion of the internal sensors differs from the model used in
the simulations, would be to perform detailed metrology of
the probe head in its installed and extended position on the
manipulator arm.

4. Conclusion

A detailed model making use of gyroorbit expansion and a pro-
jection of the entrance aperture onto a virtual plane has been
developed for simulating signals to the NIFS-FILD on W7-
X. Simulations have been performed of experimental condi-
tions from both NBI campaigns on W7-X, for both NBI blips
and steady-state NBI, and quantitatively compared to meas-
urement. Simulations of the NIFS-FILD signal from NBI blips
agree with experiment within a factor of 3 for the channel with
the highest signal and match the rise time of the signal well.
Simulations of the signal from steady-state NBI show a very

close agreement between the total flux predicted and meas-
ured, though the distribution of this flux between the different
channels of the detector does not match as closely.

The qualitative behavior of the discrepancy in the distribu-
tion of the signal between the FILD channels is the same for
both simulated shots and all beam sources simulated, which is
that the flux to the sensor array is shifted towards the sensors
which measure the higher-energy fast ions. Possible explan-
ations for this shift include either an error in the geometric
model of the NIFS-FILD used in the simulations and/or its
positioning on the MPM armature, or else an inadequacy of
the physics included in the simulations, leading to arriving fast
ions having lower energies than predicted. This could be the
result of further slowing down in the scrape-off layer, an error
in the assumed energy split of the neutral beams, an issue with
the slowing-down model of BEAMS3D, differences between
the actual and simulated Z. profile, instability-driven redis-
tribution of fast ions within the plasma, or even a mechanism
such as alpha-channeling.

Possible future areas of exploration include measuring the
energy flux to the exterior of the NIFS-FILD and comparing
this to simulation, or detailed metrology of the NIFS-FILD
head for comparison to the CAD model.

This model has recently been expanded for use in simu-
lating an additional FILD on W7-X, the S-FILD, and used to
predict the total flux of fast ions to this diagnostic’s scintillator
plate as well as the spatial distribution of this flux [35]. A pos-
sible future step would be to apply this model to the FC-FILD
as well.
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