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A B S T R A C T

The contribution presents a new control-oriented model for direct-heat co-current rotary dryers with a focus
on demand-side flexibility considering the variation of material throughput and heat source. The dryer model
is based on partial differential-algebraic equations covering time- and location-dependent gas and particle
velocities taking phase interactions into account. In addition, a steady-state model of a heat supply unit
covering electricity-based and chemical heat sources is presented. The model is qualitatively compared with
measured data and models from literature showing good overall agreement. Furthermore, simulations of the
flexibility mechanisms are performed and their effect on temperature and humidity profiles as well as input
and output streams of the dryer are analyzed. On this basis, requirements to process control are discussed.
The simulations show that the variation of the throughput is associated with significant changes to the gas
input stream, while only small changes are observed for the variation of the energy carrier.
1. Introduction

In order to address climate change, greenhouse gas emissions must
be reduced causing an ongoing shift from fossil fuels towards renewable
sources in the energy sector. However, due to the intermittent nature of
many renewables, energy flexibility is required to ensure the stability
of the future electrical grid (Cruz et al., 2018). In this context, a
particularly important role is attributed to industrial demand-side flex-
ibility (Heffron et al., 2020), i.e. the possibility of industrial processes
to increase or decrease their energy demand if required by the grid. For
this reason, the flexibility of industrial processes with a large electrical
energy demand, like e.g. chlor-alkali electrolysis (Otashu and Baldea,
2019; Weigert et al., 2021), is subject of recent research. Moreover,
dynamic operation of processes relying on raw materials that will be
produced in the future by means of renewable energy are addressed, as
for instance methanol (Leipold et al., 2023) or ammonia (Rosbo et al.,
2023) synthesis. However, due the simultaneous decarbonization of the
industry by electrification (Wei et al., 2019), industrial processes which
were not previously known for their high electrical energy demand
will also become relevant for demand-side flexibility. One important
example is industrial drying as it accounts for 10–20% of total indus-
trial energy consumption in most developed countries (Tsotsas and
Mujumdar, 2012). Within this contribution, we focus on flighted direct-
heat co-current rotary dryers as this is a frequently encountered type
and at the same time a candidate for the drying stage in the new Belite
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cement recycling process (Stemmermann et al., 2022) serving as a basis
for our considerations.

With the considered dryer type, energy flexibility can be achieved
by the variation of the material throughput. However, in most cases
it is unfavorable to completely shutdown industrial plants due to pro-
duction rejects and thermal losses during start-up and shut-down even
in a phase of prolonged energy shortage. To overcome this issue, the
parallel use of multiple energy sources as a second flexibility mech-
anism can be an appropriate measure. However, both the variation
of the throughput as well as the change of the energy source pose
challenges to process control, since despite the provision of flexibility,
product requirements must be continuously met. Thus, detailed process
models predicting the process dynamics over a wide operating range
are needed for the development of new control concepts. The rotary
dryer is clearly a distributed parameter system for which so-called
late-lumping approaches, i.e. design methods based on the infinite-
dimensional system model, are to be preferred. One reason for this
is, for example, that the approximation of an infinite-dimensional
system model typically requires a finite-dimensional model of high
order, which needs to be simplified by model order reduction meth-
ods for further use in control engineering. This is associated with a
loss of information, interpretability of the system states and problems
in the preservation of important system properties (Föllinger, 2016).
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Fig. 1. Scheme of a rotary dryer and its input and output variables: mass flow of moist
particles (𝑚̇d(𝑡), 𝑚̇w(𝑡)), moist air (𝑚̇a(𝑡), 𝑚̇v(𝑡)), their temperatures 𝑇mp(𝑡) and 𝑇ma(𝑡) as
well as the total amount of heat losses to the environment 𝑄̇loss(𝑡).

Furthermore, the negligence of parts of the system dynamics in de-
sign in general leads to less performing controllers (Deutscher, 2012)
and can cause the occurrence of undesirable dynamics or even the
instability of the closed control loop (Morris, 2020). Unfortunately,
most rotary dryer models are concentrated parameter models (Ortega
et al., 2007) or even steady-state only (Arruda et al., 2009). There
are few at least partly distributed parameter models based on partial
differential equations (PDEs) as in Ajayi (2011) and in Yliniemi (1999).
However, the purely distributed parameter models are typically based
on strong assumptions such as constant particle and gas velocities
and use comparatively simple approaches to model energy and mass
transfer, making their suitability for a wide operating range doubtful.
Furthermore, there is no model that accounts for the simultaneous use
of multiple energy sources. Thus, the main contributions of the present
paper are the

• development of a new purely distributed parameter rotary dryer
model with increased model depth

• introduction of a new approach for the consideration of spatially
distributed velocities as well as the coupled gas-particle transport

• presentation of a heat supply unit model covering electricity-
based and chemical energy sources

• discussion of the effects of the mentioned flexibility mechanisms
on temperature and humidity profiles in the dryer as well as its
input and output streams. On this basis, also requirements on
process control are discussed.

The paper is structured as follows. At first, the model of the dryer
and the heat supply unit are introduced in Section 2 and Section 3,
respectively. Afterwards, a qualitative comparison with results of other
models and measurement data from literature is performed in Section 4.
Moreover, the effects of the considered flexibility mechanisms and
their requirements to process control are discussed. An overview of the
nomenclature, subscripts and abbreviations used in the present work is
given in Table 3.

2. Rotary dryer model

Fig. 1 shows a scheme of a direct-heat co-current rotary dryer
including all process inputs and outputs. At the inlet and outlet, the
dryer exchanges material to be dried and hot gas with other process
units. For modeling, we consider both flows to be composed of partial
flows of dry matter and humidity, i.e., dry particles 𝑚̇d(𝑡) and dry
gas 𝑚̇a(𝑡) as well as the related water 𝑚̇w(𝑡) and vapor 𝑚̇v(𝑡). Further-
more, heat losses to the environment occur over the entire dryer length,
which are denoted by 𝑄̇loss(𝑡) in their total amount. For modeling, both
the particle and the gas phase are considered to be interacting plug
flows, as illustrated in Fig. 2 for an infinitesimal dryer section. In this
dryer section, mass 𝜇̇evap(𝑡, 𝑥) and convective heat transfer 𝛾̇conv(𝑡, 𝑥)
between the particle and the gas phase are regarded. Moreover, heat
loss to the environment 𝛾̇ (𝑡, 𝑥) is taken into account. In difference to
2

loss 2
Fig. 2. Material and energy exchange in an infinitesimal dryer section: particle and gas
transport over the boundaries with particle velocity 𝑣mp(𝑡, 𝑥) and gas velocity 𝑣ma(𝑡, 𝑥),
heat losses to the environment 𝛾̇loss(𝑡, 𝑥) as well as internal material 𝜇̇evap(𝑡, 𝑥) and
eat 𝛾̇conv(𝑡, 𝑥) exchange.

xisting models, the velocities of the particle phase 𝑣mp(𝑡, 𝑥) and the gas
hase 𝑣ma(𝑡, 𝑥) are considered to be time- and location-dependent.

The remainder of this section is structured as follows. At first
he model assumptions are introduced in Section 2.1. Afterwards, the
odel of the particle phase is presented in Section 2.2 and that of the

as phase in Section 2.3. Afterwards, the approaches to the particle
nd gas velocity are discussed in Section 2.4 followed by the equations
f heat and mass transfer introduced in Section 2.5. Subsequently, the
quations used to couple the heat supply unit and the dryer model are
ntroduced in Section 2.6. Finally, the implementation of the presented
odel is briefly discussed in Section 2.7.

.1. Dryer model assumptions

The proposed model is derived under the following assumptions

a) particle and gas phase are modeled by interacting plug flows
(Ajayi, 2011; Yliniemi, 1999; Kamke, 1983; Silva et al., 2012)

b) particle velocity is composed of a time-dependent and a time-
and location-dependent part, where the latter is proportional to
the local gas velocity (see Section 2.4)

c) specific volumes of solids and liquids are constant (Ajayi, 2011)
d) properties of mixtures are determined using linear mixing rules

(Didriksen, 2002; Yliniemi, 1999; Rousselet and Dhir, 2016)
e) kinetic and potential energy of gas and particles are negligible

(Ajayi, 2011; Rastikian et al., 1999; Yliniemi, 1999; Didriksen,
2002)

f) pure species (dry air, water vapor, . . . ) have constant heat
capacities (Didriksen, 2002; Yliniemi, 1999; Silva et al., 2012)

g) heat capacity of the rotary kiln is negligible (Didriksen, 2002;
Yliniemi, 1999; Silva et al., 2012)

h) heat transfer by radiation is negligible (Castaño et al., 2012;
Silva et al., 2012)

i) pressure inside the dryer is constant (Ajayi, 2011; Kamke, 1983)
j) unsaturated moist air is treated as a mixture of ideal gases

(Didriksen, 2002; Ajayi, 2011; Castaño et al., 2012)
k) liquid water does not contribute to the volume of the particle

phase (Kamke, 1983) (see Section 2.4).

Due to its large heat capacity, the shell of the rotary dryer probably
as some influence on the transient behavior of the dryer for changes
f the process inputs if they go along with significant changes of the
emperature profiles inside the dryer. However, since considering the
hell only by means of heat losses is a standard assumption (Didriksen,

002; Silva et al., 2012), we focus in the present contribution on
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the processes inside the shell. In addition to the assumptions, we
introduce the following conventions. We use 𝑇 as symbol for the
emperature in degree Celsius and choose 0 ◦C as reference point for
nergy considerations without loss of generality. Moreover, we only
egard process conditions for which no saturation with regard to the
tate variables of the PDEs and no condensation of gaseous water
ccurs such that saturation terms can be neglected from the equations
or clarity. However, this does not apply to saturation effects in the
quations of heat and mass transfer.

.2. Particle phase

The particle phase consists of dry particles and liquid water. For
odeling, a separate PDE is introduced for each component using the

inear mass density of the dry matter 𝜉d(𝑡, 𝑥) and water 𝜉w(𝑡, 𝑥) as state
ariables for 𝑡 ≥ 𝑡0 and 𝑥 ∈ [0, 𝓁]. When considering the mass balance
f dry solids in an infinitesimal dryer section, as shown in Fig. 2, one
an derive the following PDE with initial condition (IC) and boundary
ondition (BC) under the mentioned assumptions (a), (b)

𝑡𝜉d(𝑡, 𝑥) + 𝜕𝑥
(

𝑣mp(𝑡, 𝑥)𝜉d(𝑡, 𝑥)
)

= 0, (1a)
IC ∶ 𝜉d(𝑡0, 𝑥) = 𝜉d,0(𝑥),
BC ∶ 𝜉d(𝑡, 0) = 𝑚̇d,in(𝑡)∕𝑣mp(𝑡, 0).

Analogously, the mass density of water contained in the particles is
given by

𝜕𝑡𝜉w(𝑡, 𝑥) + 𝜕𝑥
(

𝑣mp(𝑡, 𝑥)𝜉w(𝑡, 𝑥)
)

= −𝜇̇evap(𝑡, 𝑥), (1b)
IC ∶ 𝜉w(𝑡0, 𝑥) = 𝜉w,0(𝑥),
BC ∶ 𝜉w(𝑡, 0) = 𝑚̇w,in(𝑡)∕𝑣mp(𝑡, 0).

The previous equations can be read as follows: dry particles and their
attached moisture travel with the same varying velocity through the
dryer, where the mass density of the moisture reduces continuously
due to evaporation. Since the particle velocity is considered to be
both a function of time and location, not only the derivative of the
local mass densities but also that of the velocity w.r.t. the spatial
coordinate contributes to the change of the local dry matter and water
density. To model the mass and heat transfer, a PDE for the par-
ticle temperature 𝑇mp(𝑡, 𝑥) is derived from the energy balance of an
infinitesimal dryer section based on the first law of thermodynamics
for a transient open system. When considering assumptions (a)–(h), the
energy balance can be rewritten as a PDE for the particle temperature
given by

𝜕𝑡𝑇mp(𝑡, 𝑥) + 𝑣mp(𝑡, 𝑥)𝜕𝑥𝑇mp(𝑡, 𝑥) =
(

𝛾̇conv(𝑡, 𝑥)

− 𝜇̇evap(𝑡, 𝑥)𝛥ℎv(𝑡, 𝑥)
)

∕
(

𝑐d𝜉d(𝑡, 𝑥) + 𝑐w𝜉w(𝑡, 𝑥)
)

,
(1c)

IC ∶ 𝑇mp(𝑡0, 𝑥) = 𝑇mp,0(𝑥),
BC ∶ 𝑇mp(𝑡, 0) = 𝑇mp,in(𝑡),

where 𝑐 is the specific heat capacity and 𝛥ℎv(𝑡, 𝑥) the heat of evapora-
tion. The right side of the equation represents the change in tempera-
ture given by the quotient of the total transferred heat and the heat
capacity of the moist particles. Contrary to intuition, the numerator
includes only the heat transfer by convection and the heat of evapora-
tion but not the overall amount of energy related to the mass transfer,
which is reasonable as the temperature is an intensive thermodynamic
property.

2.3. Gas phase

Similarly to the particle phase, the dry gas and the water vapor
are modeled using two transport PDEs defined on 𝑡 ≥ 𝑡0 and 𝑥 ∈ [0, 𝓁].
With the assumptions (a), (b), one obtains for the mass density of dry
air 𝜉a(𝑡, 𝑥)

( )
3

𝜕𝑡𝜉a(𝑡, 𝑥) + 𝜕𝑥 𝑣ma(𝑡, 𝑥)𝜉a(𝑡, 𝑥) = 0, (2a)
IC ∶ 𝜉a(𝑡0, 𝑥) = 𝜉a,0(𝑥),
BC ∶ 𝜉a(𝑡, 0) = 𝑚̇a,in(𝑡)∕𝑣ma(𝑡, 0),

and for the mass density of vapor 𝜉v(𝑡, 𝑥)

𝜕𝑡𝜉v(𝑡, 𝑥) + 𝜕𝑥
(

𝑣ma(𝑡, 𝑥)𝜉v(𝑡, 𝑥)
)

= 𝜇̇evap(𝑡, 𝑥), (2b)
IC ∶ 𝜉v(𝑡0, 𝑥) = 𝜉v,0(𝑥),
BC ∶ 𝜉v(𝑡, 0) = 𝑚̇v,in(𝑡, 0)∕𝑣ma(𝑡, 0).

For the temperature of the gas phase 𝑇ma(𝑡, 𝑥), the following equation
is derived using (a), (b), (d)–(j)

𝜕𝑡𝑇ma(𝑡, 𝑥) + 𝑣ma(𝑡, 𝑥)𝜕𝑥𝑇ma(𝑡, 𝑥) =
[

− 𝛾̇conv(𝑡, 𝑥) − 𝛾̇loss(𝑡, 𝑥)

+ 𝑐p,v𝜇̇evap(𝑡, 𝑥)
(

𝑇mp(𝑡, 𝑥) − 𝑇ma(𝑡, 𝑥)
) ]

∕
(

𝑐p,a𝜉a(𝑡, 𝑥) + 𝑐p,v𝜉v(𝑡, 𝑥)
)

,
(2c)

IC ∶ 𝑇ma(𝑡0, 𝑥) = 𝑇ma,0(𝑥),
BC ∶ 𝑇ma(𝑡, 0) = 𝑇ma,in(𝑡),

where 𝑐p is the specific isobaric heat capacity. The equations for the
mass density of dry air and vapor are structurally identical to that of
the particles, except for the sign of the mass flow due to evaporation
in (2b). This is also true for the temperature PDE, where only the
numerator structurally differs from (1c). The differences lie in the
additional term for the heat transfer to the environment and the term
related to the mass transfer through evaporation. The latter can be
explained as follows. After evaporation of the liquid water, the newly
formed vapor is still at particle temperature, which is why the gas
temperature reduces.

2.4. Particle and gas velocity

Particle transport inside rotary dryers is a complex process as sev-
eral mechanisms contribute to particle movement (Mujumdar, 2007;
Delele et al., 2015)

• Kiln action:
motion of the particles in the lower half of the shell due to sliding

• Cascade action:
transport by the flights, falling after discharge and entrainment
by the gas flow

• Bouncing and rolling:
movement after falling and collision with the material at the
bottom of the dryer.

In case of an inclined rotary drum, all these effects, shown in Fig. 3,
contribute to the transport of particles through the tube. Common
residence time models (Delele et al., 2015) suggest a dependency on
the mass flow rate of material to be dried, the drum rotation rate,
the angle of inclination and the gas velocity. One can easily see that
the gas velocity itself is a complex quantity that varies along the
spatial coordinate (Ajayi, 2011), as the gas’ specific volume and thus
the volume flow reduces with decreasing temperature. However, the
increase in the gas’ mass, caused by evaporation, partially counteracts
the decrease in velocity.

Since strongly varying operating conditions are to be expected due
to the flexible plant operation, the modeling of the gas and parti-
cle transport is of particular importance. For this reason, we briefly
discuss existing approaches in the following focusing on the most
sophisticated ones for concentrated as well as distributed parameter
models. In general, most models regardless of type focus on mass flow
as e.g. in Rousselet and Dhir (2016) or consider both the gas and
the particle velocity to be constant over the whole dryer length like
in Yliniemi (1999). In this case, the residence time of the particles
is calculated using empirical residence time models as a function of
the operating conditions. However, in Didriksen (2002) a time- and
location-dependent particle and gas velocity is introduced for a con-
centrated parameter model, where the particle velocity is considered
to be a sole function of the gas velocity. The author of Didriksen

(2002) suggests a quadratic relation between the velocities, based on
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Fig. 3. Particle trajectory and transport mechanisms inside a flighted rotary dryer:
kiln action (green arrow), cascade action divided into transport due to rotation (yellow
arrow) as well as entrainment by gas (blue arrow) and bouncing (orange arrow).

the assumption of parabolic particle trajectories arising from free falling
particles that are accelerated in the horizontal direction by the gas flow.
However, the existence of parabolic particle trajectories is questionable
due to particle-particle interactions and because of the negligence of
the change of the gas velocity w.r.t. the spatial coordinate in the
derivation. Usually, even stronger simplifications are made with PDE-
based models. In Yliniemi (1999), location independent particle and gas
velocities are assumed. Moreover, both velocities are considered to be
independent from each other. A more advanced approach is presented
in Ajayi (2011) where a time- and location dependent gas velocity is
regarded. However, particle velocity is assumed to be constant and no
interactions between the particles and the gas w.r.t. velocities are taken
into account.

Since the previous approaches for distributed parameter systems
do not adequately describe the complex transport processes, a new
approach is proposed in this contribution which is in accordance with
the theoretical considerations in Baker (1992). We assume that the
particle’s velocity composes of two components. The first one is a
purely time-dependent velocity 𝑣rot (𝑡) accounting for the transport of
the particles due to drum rotation combined with inclination without
influence of the gas stream. Thus, it covers kiln action, lifting by the
flights, forward movement during the fall as a result of the drum
inclination and the subsequent rolling after the impact on the particle
bed. The second component accounts for the additional horizontal
movement as a result of the entrainment of the particles by the gas
stream during falling and the increased rolling and bouncing distance as
a result of the higher velocity with impact of the particles at the bottom
of the dryer. Hence, for this component, a dependence on the local
gas velocity is considered, where a linear dependency is assumed. This
assumption is supported by several residence time models suggesting
a linear relation between the gas velocity and the particle residence
time (Thibault et al., 2010; Perazzini et al., 2014). Consequently, the
particle velocity is given by

𝑣mp(𝑡, 𝑥) = 𝑣rot (𝑡) + 𝑘vel𝑣ma(𝑡, 𝑥), (3)

where 𝑘vel > 0 is a constant proportionality factor. Both velocity
components represent the velocity shares of the individual transport
mechanisms perpendicular to the cross-sectional area of the dryer,
i.e., the velocity component responsible for the material transport from
the inlet to the outlet of the dryer. Both, the proportionality factor and
the relation between the particle feed as well as drum rotation rate,
for a given inclination of the rotary dryer, need to be estimated from
measurement data or determined by experiments.

In order to determine the gas velocity as last remaining PDE state,
an algebraic constraint is introduced. At any point (𝑡, 𝑥) inside the dryer
𝑥 ∈ [0, 𝓁] for 𝑡 ≥ 𝑡0, the dryer’s cross sectional area 𝐴 needs to be
filled out completely by the particle and the gas phase as illustrated
4

Fig. 4. Illustration of the constraint for an infinitesimal dryer section: the dryer’s
cross sectional area 𝐴 is completely occupied by the particles 𝜈d𝜉d(𝑡, 𝑥), water
vapor 𝜈v(𝑡, 𝑥)𝜉v(𝑡, 𝑥) and dry air 𝜈a(𝑡, 𝑥)𝜉a(𝑡, 𝑥).

n Fig. 4. Using the PDE states, their specific volumes 𝜈 and the
ssumptions (c), (d), (j), (k), this condition can be written as follows

≡ 𝜈d𝜉d(𝑡, 𝑥) + 𝜈a(𝑡, 𝑥)𝜉a(𝑡, 𝑥) + 𝜈v(𝑡, 𝑥)𝜉v(𝑡, 𝑥). (4)

he introduced constraint is independent from the mass density of
ater since we assume that the liquid water does not occupy additional

pace as it is located in cracks, etc. of the particles. When considering
material that shrinks significantly while drying, the constraint must

e modified appropriately. Since the mass densities of the particles and
he moist gas are related via (4), the local velocity is also a function of
he mass flow rate of dry solid. This is reasonable, since e.g. an increase
f the particle mass flow at constant gas volume flow reduces the cross
ectional area so that the gas velocity increases. This is also consistent
ith the predictions of certain residence time models (Thibault et al.,
010). The PDEs in (1) and (2) form together with the previously
ntroduced constraint (4) and the coupling between the velocities (3) a
ystem of PDAEs, whose implementation is discussed in more detail in
ection 2.7.

.5. Heat and mass transfer

In this section the equations for the mass and energy transfer
etween the PDEs are described, starting with the heat transfer to the
nvironment in Section 2.5.1. This is followed by the heat and the
ass transfer between the phases inside the dryer in Section 2.5.2 and

ection 2.5.3, respectively.

.5.1. Heat transfer to the environment
In rotary dryers, thermal losses occur due to heat transfer through

he shell to the environment. These heat losses are assigned to the gas
hase, which is a common assumption in literature (Ajayi, 2011; Rous-
elet and Dhir, 2016). We choose the approach presented in Rousselet
nd Dhir (2016) adapted to an infinite-dimensional model

𝛾̇loss(𝑡, 𝑥) = 22𝜋𝐷
(

𝜉a(𝑡, 𝑥)𝑣ma(𝑡, 𝑥)
𝜋𝐷

)0.879
(

𝑇ma(𝑡, 𝑥) − 𝑇amb
)

, (5)

where 𝐷 is the dryer’s diameter and 𝑇amb the ambient temperature,
which is assumed to be constant. This approach is chosen for two
reasons. First, to calculate the heat transfer only geometry and process
parameters are needed, which is advantageous to reduce the number of
unknown variables as we limit ourselves to simulation studies in future
work. Second, the approach is suitable for industrial-scale co-current
rotary dryers and is applicable to a large range of dryer parame-
ters (Rousselet and Dhir, 2016). If measurement data is available, it
is also possible to apply the well-known approach for convective heat
transfer, as shown in Section 2.5.2, where the local area for heat
transfer is then given by the draft tube’s perimeter.
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2.5.2. Heat transfer between gas and particles
The heat transfer between the particle and the gas phase is consid-

ered to occur by convection. Hence, the local heat flow rate can be
calculated as follows (Didriksen, 2002; Ajayi, 2011)

𝛾̇conv(𝑡, 𝑥) = 𝛼conv(𝑡, 𝑥)𝐴conv(𝑡, 𝑥)
(

𝑇ma(𝑡, 𝑥) − 𝑇mp(𝑡, 𝑥)
)

. (6)

The variable 𝛼conv(𝑡, 𝑥) denotes the heat transfer coefficient and 𝐴conv(𝑡, 𝑥
the contact surface between the particles and the gas. To determine the
heat transfer coefficient, different approaches exist. On the one hand,
it is modeled by means of an empirical relation depending on the mass
flow rate of dry air (Rousselet and Dhir, 2016). On the other hand, the
coefficient is calculated from Nusselts and Reynolds number (Didrik-
sen, 2002; Ajayi, 2011). However, in some models the heat transfer
coefficient is assumed to be constant (Rastikian et al., 1999; Ortega
et al., 2007). The area available for heat transfer is either assumed
to be equal to the surface area of the suspended particles (Didriksen,
2002), which is difficult to estimated (Ajayi, 2011), or is considered
to be proportional to the mass of the solid phase (Ajayi, 2011). In this
contribution we consider the heat transfer coefficient to be a function
of the local mass flow rate of dry air. Moreover, we assume that the
contact area between gas and particles is proportional to the mass flow
rate of solid particles. This leads to

𝛾̇conv(𝑡, 𝑥) = 𝑘conv
(

𝜉a(𝑡, 𝑥)𝑣ma(𝑡, 𝑥)
)𝑘m (

𝜉d(𝑡, 𝑥)𝑣mp(𝑡, 𝑥)
)𝑘A

⋅
(

𝑇ma(𝑡, 𝑥) − 𝑇mp(𝑡, 𝑥)
)

,
(7)

where 𝑘conv > 0, 𝑘m > 0 and 𝑘A > 0 are constant factors, which is similar
to the approaches used in Arruda et al. (2009) and in Abbasfard et al.
(2013).

2.5.3. Mass transfer due to evaporation
To model the evaporation rate in rotary dryers, two main ap-

proaches exist (Ajayi, 2011). With the first one, detailed drying ki-
netic models are derived from experiments (Arruda et al., 2009; Cas-
taño et al., 2012). In the second one, the mass transfer is consid-
ered to be proportional to the difference of the partial pressure of
water at the particle surface 𝑝w(𝑡, 𝑥) and that of vapor in the gas
phase 𝑝v(𝑡, 𝑥) (Didriksen, 2002; Ajayi, 2011)

̇ evap(𝑡, 𝑥) = 𝛽(𝑡, 𝑥)𝐴evap(𝑡, 𝑥)
(

𝑝w(𝑡, 𝑥) − 𝑝v(𝑡, 𝑥)
)

, (8)

where 𝛽(𝑡, 𝑥) is the mass transfer coefficient and 𝐴evap(𝑡, 𝑥) the contact
area between the particle and the gas phase. The partial pressure of
water at the particle surface is calculated using (Didriksen, 2002)

𝑝w(𝑡, 𝑥) = exp
(

27.468 − 6580
314 + 𝑇mp(𝑡, 𝑥)

)

(9)

and that of vapor in the gas phase using Dalton’s law. With this
approach, the mass transfer coefficient is either assumed to be con-
stant (Duchesne et al., 1997; Rastikian et al., 1999) or is calculated
based on correlations (Didriksen, 2002), e.g. by the Chilton–Colburn
analogy (Ajayi, 2011; Rousselet and Dhir, 2016). In the present con-
tribution, we assume a constant proportionality factor between the
heat and mass transfer coefficient. Furthermore, we assume that the
contact area between gas and particles is the same as in the case
of convection (Didriksen, 2002; Ajayi, 2011), so that we obtain the
following equation

̇ evap(𝑡, 𝑥) = 𝑘evap
(

𝜉a(𝑡, 𝑥)𝑣ma(𝑡, 𝑥)
)𝑘m (

𝜉d(𝑡, 𝑥)𝑣mp(𝑡, 𝑥)
)𝑘A

⋅
(

𝑝w(𝑡, 𝑥) − 𝑝v(𝑡, 𝑥)
)

,
(10)

where 𝑘evap > 0 is a constant factor.

2.6. Coupling of dryer and gas preparation unit

To determine the gas velocity 𝑣ma(𝑡, 𝑥) at the inlet of the dryer, the
boundary conditions of the PDEs are inserted in (4), which yields

𝐴 =
(

𝜈a(𝑡, 0)𝑚̇a,in(𝑡) + 𝜈v(𝑡, 0)𝑚̇v,in(𝑡)
)

∕𝑣ma(𝑡, 0)
( ) (11)
5

+ 𝜈d𝑚̇d,in(𝑡)∕ 𝑣rot (𝑡) + 𝑘vel𝑣ma(𝑡, 0) .
When rearranging the equation w.r.t. 𝑣ma(𝑡, 0), one obtains a quadratic
equation for the unknown variable. As one solution is less or equal to
zero for all 𝑣rot (𝑡) ≥ 0, the physical input velocity is uniquely defined
by the previous equation. Having determined the input velocity, the
mass densities at the inlet of the dryer can be calculated from the gas
mass flows from the gas preparation unit using the boundary conditions
specified in the respective PDE.

2.7. Implementation

To solve PDAE models, several approaches like special solvers (Lim
et al., 2004) exist. However, such solvers are usually limited to certain
classes of equations typically based on their index. A more recent ap-
proach (Lambert et al., 2020) is based on the reformulation of the PDAE
as partial differential-relaxed equation (PDRE), where the algebraic
constraint is approximated by means of a differential equation. This
allows the application of a much broader range of methods and solvers.
For the presented model, the corresponding differential equation of the
algebraic constraint (4) is given by

𝜕𝑡
(

𝜈d𝜉d(𝑡, 𝑥) + 𝜈a(𝑡, 𝑥)𝜉a(𝑡, 𝑥) + 𝜈v(𝑡, 𝑥)𝜉v(𝑡, 𝑥)
)

= −𝜅
(

𝐴 − 𝜈d𝜉d(𝑡, 𝑥) − 𝜈a(𝑡, 𝑥)𝜉a(𝑡, 𝑥) − 𝜈v(𝑡, 𝑥)𝜉v(𝑡, 𝑥)
)

,
(12)

here 𝜅 > 0. The newly obtained model can be solved for instance
sing a finite element solver like FENICS (Alnaes et al., 2015), where
he previous equation might need to be transformed so that the spatial
erivative of the velocity 𝑣ma(𝑡, 𝑥) appears explicitly in (12) by plugging
n the PDEs (1)–(2). As an alternative, the Method of Lines is applicable
o solve the PDRE. In general, the approach is quite similar to the well-
nown Baumgarte stabilization method for classical DAEs (Baumgarte,
972).

. Gas preparation unit model

To be able to provide flexibility while guaranteeing compliance
ith quality constraints, a model for the relation between the indi-
idual heat sources and the boundary conditions of the gas phase’s
DEs is needed. According to van ’t Land (2011), the drying gas is
btained by mixing secondary air into exhaust gases from a combustion
hamber, which we will consider for modeling purposes as a sequence
f a combustion and a mixing chamber. In the present paper, the
ombustion of natural gas 𝑚̇ng(𝑡) with primary air 𝑚̇pa(𝑡) is considered
s the first heat source. The combustion gases 𝑚̇cc(𝑡) are fed into the
ixing chamber, where additional secondary air 𝑚̇sa(𝑡) is supplied to

ontrol the temperature 𝑇ma,in(𝑡), mass flow of vapor 𝑚̇v,in(𝑡) and dry
ases 𝑚̇a,in(𝑡) entering the dryer. In addition to the combustion chamber,
e regard an electric heat source 𝑄̇el(𝑡), which allows for heating of

he secondary air. Both, the temperature 𝑇amb of the ambient air as
ell as its humidity, represented by the mass share of vapor 𝑤v,amb,
re assumed to be constant. Analogous to the dryer model, we consider
he gas flows to be composed of vapor and dry gases. For clarity, not
ll partial flows are shown in the scheme of the gas preparation unit
n Fig. 5. In the following, the model assumptions are presented in
ection 3.1. Afterwards, the mass and the energy balances are derived
n Sections 3.2 and 3.3, respectively.

.1. Gas preparation unit model assumptions

In this section, the assumptions from Section 2.1 are no longer
pplicable. Instead we consider the following ones

l) the gas preparation unit is considered as a stationary pro-
cess (Castaño et al., 2012)

m) no heat losses to the environment occur (Castaño et al., 2012)
n) the heat capacity of the dry combustion gas is equal to that of

dry air
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Fig. 5. Scheme of the gas preparation unit as parallel connection of a combustion
chamber, fed with primary air 𝑚̇pa(𝑡) and natural gas 𝑚̇ng(𝑡), and a supply of secondary
ir 𝑚̇sa(𝑡) heated by electrical energy 𝑄̇el(𝑡).

o) temperature of the combustion gas is constant and equal to the
adiabatic flame temperature of methane with air

p) natural gas consists of nitrogen and methane, where 𝑤CH4
is the

mass fraction of methane (Hammer et al., 2006)
q) pressure inside the gas preparation unit is constant (Langehei-

necke et al., 2017)
r) properties of mixtures are determined using linear mixing rules
s) kinetic and potential energy of the gases are negligible.

Since gas preparation units are usually neglected in dryer models,
e briefly discuss the most important assumptions. The overall process
f gas preparation is considered to be a stationary process (l), i.e., its
ynamic is assumed to be much faster compared to the dryer. This as-
umption is obviously true for the particle phase and can be considered
easonable for the gas phase because of the longer residence time due to
he larger size and the presumably lower gas velocity compared to the
as preparation unit, which is also supported by Castaño et al. (2012).
owever, since the actual dimensions and shape of the gas preparation
nit are not known it is not possible to estimate the heat losses,
hich motivates assumption (m) of an adiabatic unit. Assumption (n)
ay appear unintuitive as the composition of the gas changes due

o the combustion. However, as significantly more ambient air than
ombustion gases are needed to obtain gas inlet temperatures typical
or dryers (van ’t Land (2011)) its specific heat capacity is primarily
etermined by the heat capacity of the ambient air. In Castaño et al.
2012) even the heat capacity of the overall combustion gas is con-
idered to be equal to that of the ambient air, which neglects the high
ater fraction of the combustion gas. A further assumption (o) concerns

he combustion process of the natural gas. Instead of determining
he temperature of the combustion gases from an energy balance, the
emperature is assumed to be constant and equal to the adiabatic flame
emperature of methane. On the one hand, this is a simplification as
he natural gas does not entirely consists of methane and the adiabatic
lame temperature is a theoretical maximum temperature. On the other
and, this approach simplifies the adaption of the model to a real
lant, since the adiabatic flame temperature can be easily replaced
y a measured value of the combustion temperature. The remaining
ssumptions (p)–(s) are either verified by literature or have already
een used in the dryer model, as shown in Section 2.1, and are thus not
iscussed in detail. Analogous to Section 2.1, we use the symbol 𝑇 for
he temperature in degree Celsius and choose 0 ◦C as the temperature
eference point.

.2. Mass balances of the gas preparation unit

Using assumption (l), the overall mass flow leaving the mixing
hamber can be readily calculated from the sum of the supplied air
nd natural gas flows

̇ a,in(𝑡) + 𝑚̇v,in(𝑡) = 𝑚̇cc(𝑡) + 𝑚̇sa(𝑡)
6

= 𝑚̇pa(𝑡) + 𝑚̇ng(𝑡) + 𝑚̇sa(𝑡). (13)
However, as the mass flow of dry air and vapor need to be known at
the input of the rotary dryer model and for the calculation of the input
temperature, the mass balances need to be evaluated separately for
water vapor and dry air. Since the mass flow of methane or the related
combustion energy can be seen as an input variable for process control,
the mass flows related to the combustion are determined as a function
of the natural gas mass flow. Equivalently, the mass flows of dry air and
vapor related to the secondary air are determined as a function of the
this overall flow. In the following, we denote the mass ratio of natural
gas and dry primary air that is needed for a stoichiometric combustion,
i.e., the stoichiometric air-to-fuel ratio, by 𝐿a,e. Analogously, the mass
flow of dry combustion gases is expressed as a multiple of the mass
flow of natural gas denoted as 𝐿a,p.

The overall mass flow of dry gas into the dryer is given by the sum
of the inert gases contained in the dry primary air, the inert gases of the
natural gas, the dry combustion gases and the dry air of the secondary
air flow. Using the introduced abbreviations and assumptions (l), (p),
this can be written as

̇ a,in(𝑡) = 𝑚̇a,cc(𝑡) + 𝑚̇a,sa(𝑡)

=
[

𝐿a,e

(

1 −𝑤O2

)

+
(

1 −𝑤CH4

)

+ 𝐿a,p

]

𝑚̇ng(𝑡)

+
(

1 −𝑤v
)

𝑚̇sa(𝑡), (14)

here 𝑤O2
denotes there mass fraction of oxygen in the dry ambient air.

he vapor mass flow into the dryer is composed of the humidity related
o the primary and secondary air flow and the water produced in the
ombustion. Thus, with assumptions (l), (p) one obtains the following
quation for the vapor flow

̇ v,in(𝑡) = 𝑚̇v,cc(𝑡) + 𝑚̇v,sa(𝑡)

=
(

𝐿v,e + 𝐿v,p
)

𝑚̇ng(𝑡) +𝑤v,amb𝑚̇sa(𝑡). (15)

he term 𝐿v,e𝑚̇ng(𝑡) is the mass flow of vapor contained in the primary
ir and 𝐿v,p𝑚̇ng(𝑡) refers to the water vapor produced in the combustion,
oth expressed as a function of the natural gas flow.

.3. Energy balances of the gas preparation unit

The combustion gases leaving the combustion chamber are assumed
o have adiabatic flame temperature 𝑇cc, which is taken from litera-
ure (Warnatz et al., 1996) for the combustion of methane with air.
nder the assumptions (l)–(s), the energy flow out of the combustion
hamber can be written with the previously introduced abbreviations

cc𝑚̇cc(𝑡) = ℎcc
[

𝐿v,e + 𝐿v,p + 𝐿a,p +
(

1 −𝑤CH4

)

+ 𝐿a,e

(

1 −𝑤O2

) ]

𝑚̇ng(𝑡),
(16)

where ℎcc is the enthalpy of the gas mixture with respect to the
eference point. Different from the dryer model, the specific enthalpy
f the pure components is calculated in this section using second-order
olynomials as a function of the gas temperature where the coefficients
re determined from literature data (Kretzschmar and Wagner, 2008;
DI e. V., 2013). This is necessary to accurately calculate the gas

emperature due to the large temperature differences. For the specific
nthalpy of a pure component, like dry air ℎa,x(𝑡), one thus obtains a

function of a temperature 𝑇x(𝑡) of the form

ℎa,x(𝑡) = ℎa,2𝑇
2
x (𝑡) + ℎa,1𝑇x(𝑡) + ℎa,0. (17)

Since the specific heat capacity of the dry combustion gas is assumed
to be equal to that of the ambient air, the specific enthalpy of the gas
mixture leaving the combustion chamber ℎcc can be calculated from
that of the pure components and the mass ratio of dry gases and water
vapor. Considering assumptions (l), (m), (q)–(s), the energy balance of
the secondary air flow is given by

̇
ℎsa(𝑡)𝑚̇sa(𝑡) = ℎamb𝑚̇sa(𝑡) +𝑄el(𝑡), (18)
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Fig. 6. Temperature and humidity profiles of the particle and gas phase inside the dryer for different heat sources.
where ℎamb is the specific enthalpy of the ambient moist air with
respect to the reference point. Using the previous energy balances and
assumptions (l)–(s), the energy balance of the moist air leaving the
mixing chamber can be written as

ℎma,in(𝑡)𝑚̇ma,in(𝑡) = ℎcc
[

𝐿a,p + 𝐿v,p +
(

1 −𝑤CH4

)

+ 𝐿a,e

(

1 −𝑤O2

)

+ 𝐿v,e

]

𝑚̇ng(𝑡) + ℎamb𝑚̇sa(𝑡) + 𝑄̇el(𝑡).
(19)

The time-varying temperature 𝑇ma,in(𝑡) of the moist gas flow can be
determined by rearranging the previous equation using the specific
enthalpy of the gas mixture

ℎma,in(𝑡) = 𝑤a,ma,in(𝑡)ℎa,ma,in(𝑡) +𝑤v,ma,in(𝑡)ℎv,ma,in(𝑡), (20)

calculated from the mass shares of dry air 𝑤a,ma,in(𝑡) and vapor 𝑤v,ma,in(𝑡)
in the moist air 𝑚̇ma,in(𝑡) = 𝑚̇a,in(𝑡) + 𝑚̇v,in(𝑡). However, since the trans-
formed equation is lengthy, it is not shown in this contribution explic-
itly. Thus, all unknown boundary conditions of the moist air’s PDEs (2)
are determined and can be written as follows
⎡

⎢

⎢

⎢

⎣

𝑚̇a,in(𝑡)
𝑚̇v,in(𝑡)
𝑇ma,in(𝑡)

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

𝑓1(𝑚̇ng(𝑡), 𝑚̇sa(𝑡))
𝑓2(𝑚̇ng(𝑡), 𝑚̇sa(𝑡))

𝑓3(𝑚̇ng(𝑡), 𝑚̇sa(𝑡), 𝑄̇el(𝑡))

⎤

⎥

⎥

⎥

⎦

, (21)

where 𝑓1(⋅) is given by (14), 𝑓2(⋅) by (15) and 𝑓3(⋅) by (19) after the
transformation w.r.t. the gas temperature.

4. Simulation and analysis

In the following, steady state simulation results of the proposed
dryer model are presented for exemplary operating conditions of the
Belite process. First, in Section 4.1, a qualitative comparison of the
simulation results of the model based on a purely electrical energy
supply with data and models from the literature is carried out. After-
wards, the effects of different types of flexibility on the process are
investigated and conclusions are drawn on the required process control.
In Section 4.2, switching to an energy supply by combustion is studied,
while the variation of the throughput with unchanged energy sources
is considered in Section 4.3. The geometric properties of the dryer are
chosen according to van ’t Land (2011), whereas the values of the
heat and mass transfer coefficients are taken from Didriksen (2002)
and Arruda et al. (2009). In order to allow for a comparison of the
simulations for the different heat sources and throughputs, the input
variables are adapted so that the final particle moisture is 1% and
the gas temperature at the dryer’s outlet is 10 K above the dew point
temperature. Furthermore, the gas velocity at the inlet is limited to a
maximum of 2m s−1 (van ’t Land, 2011). The choice of these reference
variables is reasonable, since the final product moisture is the most
important product property whereas the difference of the gas output
temperature to the dew point temperature can be seen as a measure for
the energy efficiency of the process (Blesl and Kessler, 2017). All input
and output variables of the dryer simulation are summarized in Table 1,
the used parameters are provided in Table 2.
7

4.1. Qualitative comparison

In Fig. 6(a) the temperature and humidity profiles inside the dryer
are shown for purely electrical heating, where the most important
characteristics are

• humidity profiles of the particle and the gas phase have an
S-shaped form

• particle temperature increases close to the dryer inlet and stays
approximately constant afterwards

• gas temperature monotonously decreases over the dryer length
and has the shape of an exponentially decaying function.

These characteristics are typical for models and experimental data
shown in literature, e.g. Ajayi (2011) and Rousselet and Dhir (2016).
Due to this similarity to results of other works and measurement data,
we consider our model to be plausible.

4.2. Change of heat supply

The simulation results using heat supply by combustion in Fig. 6(b)
look quite similar to that obtained by electrical heating in Fig. 6(a)
at first glace. However, there are a few differences. First, the gas
input temperature is about 6 K and its humidity about two percentage
points higher in case of the combustion. This can be explained by the
production of water in the combustion process, which directly increases
the vapor fraction in the gas flow, i.e. the gas is preloaded (van ’t Land,
2011). Thus, a higher inlet temperature is needed to obtain the same
particle humidity and temperature difference to the dew point at the
dryer outlet. A second difference can be observed in the gas and particle
humidity close to the inlet. For the combustion, the humidity stays
constant for a short while before it starts to decrease like in case of
the electrical heater, which is a consequence of the used evaporation
approach. Due to the higher share of vapor in the combustion gases,
the difference between the partial pressures is negative close to the
dryer inlet, such that no water is vaporized (Kraume, 2020). Hence, the
particles first heat up by a few degrees before the evaporation starts.
The other process parameters like gas and particle velocities as well as
their residence times are very similar for both simulations, as shown
in Table 1.

In order to provide demand-side flexibility, the share of electrical
energy in the energy supply must be at least partially replaced by the
combustion of chemical energy sources during operation. To achieve
this, one suitable approach is control allocation, where the inputs are
changed in such a way that the controlled variables stay constant, i.e.
acting in the shifted zero dynamics of the system (Johansen and Fossen,
2013). As an alternative, feedforward or flatness-based control could be
used. Nevertheless, due to the relatively small differences between the
input temperatures and mass flows of both simulations, it seems that it
should be possible to switch slowly between the energy sources without
any further control engineering measures in cases where only a small
part of the electrical energy supply is replaced. Since an increasing
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Table 1
Comparison of the process parameters for the use of different heat sources at nominal
throughput and that of electrical heat supply at reduced throughput.

Variable Electrical
nominal

Combustion
nominal

Electrical
reduced

Unit

𝑚̇ma,in 1.75 1.74 1.89 kg s−1

𝑚̇ma,out 1.89 1.88 2.01 kg s−1

𝑚̇mp,in 1.56 1.56 1.24 kg s−1

𝑚̇mp,out 1.42 1.42 1.13 kg s−1

𝑇ma,in 350 356.01 276.68 ◦C
𝑇ma,out 59.71 63.20 55.53 ◦C
𝑇mp,in 15 15 15 ◦C
𝑇mp,out 50.46 53.86 45.70 ◦C
𝑣ma,in 1.92 1.94 1.80 m s−1

𝑣ma,out 1.17 1.18 1.19 m s−1

𝑣mp,in 0.0083 0.0083 0.0081 m s−1

𝑣mp,out 0.0071 0.0072 0.0072 m s−1

𝑤ma,in 0.004 0.020 0.004 –
𝑤ma,out 0.078 0.094 0.060 –
𝑤mp,in 0.1 0.1 0.1 –
𝑤mp,out 0.01 0.01 0.01 –
𝜏ma 9.64 9.54 9.63 s
𝜏mp 29.05 29.00 29.07 min

Table 2
Further parameters used in all simulations.

Parameter Value Unit

𝑐d 0.88 kJ (kg K)−1

𝑐w 4.2 kJ (kg K)−1

𝑐p,a 1.05 kJ (kg K)−1

𝑐p,v 2.08 kJ (kg K)−1

𝐷 1.5 m
𝑘A 0.541 –
𝑘conv 190 –
𝑘evap 0.2⋅10−5 –
𝑘m 0.6 –
𝑘vel 0.0015 –
𝓁 13 m
𝐿e,a 16.71 –
𝐿e,v 0.07 –
𝐿p,a 2.66 –
𝐿p,v 2.18 –
𝑝 1 ⋅ 105 Pa
𝑇amb 15 ◦C
𝑇cc 1949 ◦C
𝑣rot 0.005 m s−1

𝑤CH4
0.97 –

𝑤O2
0.23 –

𝜈d 1/1400 m-3 kg

share of combustion gases results in a higher vapor content in the input
stream, the differences for higher inlet temperatures are expected to be
more significant. It should be noted that it was not possible to find a
new operating point matching both the desired particle humidity and
the desired difference to the dew point while meeting the constraint
to the gas velocity. Thus, as final product moisture is assumed to be
the more important process output, a new operating point where the
temperature difference is close to 10 K is considered. This might lead
to several possible operating points of comparable suitability. Thus,
the velocity restriction also forces a change of the reference value of
the desired temperature difference. However, this aspect needs to be
further investigated.

4.3. Change of throughput

To investigate the impact of the change of the material throughput,
a reduction of the feed stream to 80% of the nominal capacity is
regarded. From Fig. 7 it can seen that the temperature and humidity
profiles are of a similar shape as with electrical heat supply at nominal
throughput. However, the mass flow of gas and its temperature change
8

significantly as due to reduced throughput less water needs to be
Fig. 7. Temperature and humidity profiles of the particle and gas phase inside the
dryer for a reduced material throughput and electrical heating.

evaporated and consequently less energy needs to be supplied via the
gas stream. Whereas the input temperatures reduces by about 74 K, the
mass flow of the hot gas stream towards the dryer increases slightly as
shown in detail in Table 1. Thus, in order to provide flexibility with a
short response while continuously meeting the product requirements,
precise feedforward control is needed. Similar to the case of the vari-
ation of the energy source, a slight change of the desired temperature
difference is necessary to meet the constraint according to the model.

5. Conclusion and outlook

The contribution presents a new control-oriented model for co-
current rotary dryers based on partial differential-algebraic equations.
Its development is motivated by the lack of suitable distributed param-
eter models, which are needed for the development of new control con-
cepts for demand-side flexibility. The latter is regarded as an important
aspect in the energy transition.

The presented model is the first purely distributed parameter model
that considers both spatially dependent gas and particle velocities as
well as interactions between the phases in particle transport. The parti-
cle velocity is modeled as a function of a purely time-dependent as well
as a time- and location-dependent velocity component, where the latter
is considered to be proportional to the local gas velocity. This approach
is motivated by residence time models, existing theoretical work on
particle transport and a previously introduced velocity approach for
concentrated parameter models. The new dryer model also differs from
most other distributed parameter models by the comparatively complex
approaches modeling heat and mass exchange between the phases.
In combination with the new particle transport approach, this should
allow for a wide range of validity of the model, which is necessary
for the development of control concepts for demand-side flexibility.
Within the contribution two flexibility mechanisms, the variation of
throughput as well as the change of energy source, are considered. To
allow for the investigation of the latter, also a model of a heat supply
unit is developed.

It is shown by simulation that the stationary solution of the pro-
posed model coincides with other models published in literature and
measurement data. For this reason, the developed model is considered
to be plausible. By choosing suitable output variables that allow for
the comparison of the different simulations, the effect of the flexibility
mechanisms on temperature and humidity profiles inside the dryer is
investigated. Moreover, implications for process control w.r.t. the usage
of control concepts like control allocation and feedforward control
are discussed. The simulations show that especially the variation of
the material throughput requires a significant change in the gas inlet
temperature and mass flow, which necessitates the use of advanced
process control. Furthermore, it is found that the desired outlet gas
temperature may need to be varied when providing flexibility in order
to meet process-side constraints.

In an upcoming work, we will include a PDE for the shell tempera-

ture to the model and investigate whether this has significant effects



Computers and Chemical Engineering 189 (2024) 108774J.M. Schaßberger et al.

i
i
t

D

c
i

Table 3
Symbol and subscript nomenclature.

Symbol Unit

𝐴 Cross sectional area m2

𝑐 Specific heat capacity J (kg K)−1

𝑐p Specific isobaric heat capacity J (kg K)−1

𝐷 Diameter m
𝑓 General function –
ℎ Specific enthalpy J kg−1

𝛥ℎv Specific enthalpy of evaporation J kg−1

𝑘 Proportionality factor –
𝓁 Length of the dryer m
𝐿 Proportionality factor between

natural gas flow and reaction
educts or products for stoichi-
ometric combustion

–

𝑚̇ Mass flow kg s−1

𝑄̇ Heat flow W
𝑇 Temperature ◦C
𝑣 Velocity m s−1

𝑤 Mass fraction 𝑤𝑖 = 𝜉𝑖∕
∑

𝜉𝑗 –
𝛼 Heat transfer coefficient W (m2 K)−1

𝛾̇ Heat flow density J (s m)−1

𝜇̇ Mass flow density kg (s m)−1

𝜈 Specific volume m3 kg−1

𝜉 Linear mass density kg m−1

𝜏 Residence time s or min

Subscript

a Dry air
amb Ambient conditions
cc Combustion chamber
conv Heat exchange between gas and particles
d Dry particles
e Combustion educt
el Electrical
evap Evaporation
in Dryer inlet
loss Heat exchange between gas and environment
ma Moist air
meth Methane
mp Moist particles
ng Natural gas
out Dryer outlet
p Combustion product
pa Primary air
sa Secondary air
v Water vapor
w Liquid water

on the steady-state and transient behavior of the model. Moreover,
we will deal with possible model simplifications for easier controller
development and design a new control concept on the basis of this
model with a focus on energy efficiency and flexibility.
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