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Abstract 

The intricate composition of pyrolysis bio-oil necessitates the development of reliable phase 

equilibrium models, with a specific focus on liquid-vapor equilibrium pertinent to both 

condensation design and distillation, especially when utilizing non-wood feedstocks. Four key 

challenges intrinsic to pyrolysis bio-oil are scrutinized: the selection of an appropriate phase 

equilibrium model, formulation of a suitable surrogate mixture, representation of the elusive 

high-molecular-weight residue fraction, and the estimation of absent thermophysical properties. 

Despite a discernible inclination towards activity coefficient models, the literature reveals a 

diverse array of phase equilibrium models, pointing to the indispensability of considering a 

non-ideal liquid phase and raising concerns about the reliability of certain models in the absence 

of comprehensive experimental data. The judicious choice of a surrogate mixture emerges as 

pivotal, given the prevalence of unknown components and the dearth of precise compound-

specific data, foreseeing a future where diverse surrogate mixtures coexist. Existing surrogate 

mixtures are reviewed and recommendations given to guide effective design of such mixtures. 

The absence of thermophysical properties for pyrolysis bio-oil compounds prompts the use of 

estimation methods, introducing a challenge in achieving comparable reliability to experimental 
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values. Quantitative comparison of estimation performance shows no distinct trend favoring a 

singular estimation method, a composite of approaches is suggested to enhance overall model 

precision. To propel the field forward, a critical need is identified for augmented availability of 

reliable experimental phase equilibrium data for both pyrolysis bio-oil and its constituent 

compounds, coupled with their thermophysical properties, to establish a robust foundation for 

the widespread and efficient application of pyrolysis bio-oil across diverse industries. 

Keywords: Fast pyrolysis; Condensation systems; Pyrolysis products; Thermophysical 

properties; Surrogate mixtures; Property methods; Separation techniques; Biofuels; 

Biochemicals; Biorefinery 
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Introduction 

Despite increased investment and research into alternative energy sources, human daily 

activities still heavily depend on fossil fuels. Food, electricity, plastics, and chemicals 

production relies on petroleum, coal, or natural gas, and transportation mainly relies on 

petroleum-derived commodities. Petroleum accounts for a third of global primary energy 

consumption, followed by coal and natural gas 1. This reliance has environmental, economic, 

and political consequences, including resource depletion and uneven distribution, as well as 

greenhouse gas emissions leading to climate change. To address this issue, humanity needs to 

transition from fossil fuels to other resources. Strategies include harnessing wind and water 

power, photovoltaic farms, and bioenergy from biomass. Bioenergy offers a reliable alternative 

with options for direct combustion for combined heat and power production or producing 

renewable alternatives for petroleum-based industries 2,3. Using biobased waste materials is an 

increasingly important aspect to reduce environmental impcats, provide additional revenue 

streams, and address waste management problems 4. 

Various techniques have been developed to produce liquid commodities from biogenic 

sources. Thermochemical conditions, including hydrothermal liquefaction, pyrolysis, and sub-

stoichiometric combustion, offer advantages by eliminating the need for extraneous solvents. 

Hydrothermal liquefaction directly yields liquid phases, while pyrolysis and sub-stoichiometric 

combustion require condensation of reaction vapors 5,6. The resulting liquids, termed bio-oil 

and wood vinegar, can serve as sources for fine chemicals or precursors for liquid transportation 

fuels 7. Simultaneously, a solid carbon-rich char phase is produced, offering potential as a 

carbon source, method of carbon sequestration, solid fuel, or precursor for activated carbon 

production 8,9. These versatile technologies support sustainable practices, replacing fossil fuels 

and reducing waste for a more environmentally friendly material and energy landscape. 3,10 

The design of the condensation system to recover liquids from pyrolysis plays a crucial role 

in the production of high-quality liquid products. The condensation process is responsible for 
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cooling and condensing the vaporized pyrolysis products, resulting in a liquid bio-oil that can 

be used as biobased commodity. The design of the condensation system must take into account 

various factors such as the type of feedstock being processed, the desired product properties, 

and the operating conditions of the pyrolysis process. However, the design of efficient 

condensation systems, whether indirect or direct, is difficult to achieve using empirical or 

mechanistic models 11. 

It has been observed that although reactors constitute a relatively small proportion of the total 

capital expenditure of a comprehensive system, the bulk of research and development efforts 

within the realm of fast pyrolysis have been directed toward optimizing reactor configurations 

and assessing feedstock suitability. Only in recent years has attention shifted towards 

optimizing overall process design, enhancing process control and improving condensation 

systems 12,13. 

While carefully designed single stage condensation represents state of the art for commercial 

fast pyrolysis units, sequential condensation techniques are increasingly investigated and 

include condensers in series 14–16, multistage vapor quenching, cold traps at low temperatures 

17, and manipulation of the sweeping flow rate inside the condensation vessels 18,19. Such 

approaches allow for the production of multiple liquid streams of different compositions and 

characteristics. The operating conditions of each step are also tunable, optimizing 

characteristics for each liquid for further valorization 20. For example, when employing 

sequencial condensation, a stream rich in water and light oxygenate organics may be produced. 

Due to its elevated water content, its value as fuel is negligible, but the high organic load 

inviabilizes cost-effective water treatment 21. Nonetheless, strategies for its valorization have 

been studied, namely as a source of substrates for fermentation 21–23, a source of antimicrobian 

compounds 24, or can be mixed in to lower the viscosity or organic-rich condensates 14. 

Single-stage bio-oils (BOs), and heavy fractions alike, feature a high-molecular-weight 

(HMW) fraction that accounts for a significant portion of its weight, and is comprised of a 
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complex mixture of compounds with a wide range of chemical structures 25,26, which complete 

characterization is a challenging task, even when using combinations of analytical techniques 

27–31. One of the main challenges in characterizing this fraction is that it is frequently not volatile 

enough to be processed using gas chromatography (GC) 19,32–34. This fraction is frequently 

associated with the water-insoluble fraction of BOs, and to the concept of ‘pyrolytic lignin’ 35. 

However, there is not enough data available to evaluate to which extent this holds true. It is 

thought to be composed of by-products of lignin decomposition, substituted sugars, and 

polyaromatics 36. Even though the exact composition of this phase is still not fully understood, 

it is known that it plays an important role in phase equilibria during condensation through 

interaction with other, more volatile species, namely water, and ignoring its presence can lower 

the accuracy of phase equilibria models designed to model fractionation of oils or predict 

composition of condensates 37. 

Next to improving condensation design, distillation 5,38–40, liquid-liquid extraction 41–43, 

membrane separation 44–47, molecular distillation 48 and cold-water fractionation 24,49 are 

techniques that gather increasingly higher attention for the valorization of condensates, of 

which the latter is well-regarded as an environmentally safe alternative 49. Their application 

requires a good grasp on the thermodynamic modeling of the system and access to required 

thermophysical properties. The successful implementation of these technologies could help to 

make bio-oils a more viable source of renewable energy and chemicals. 

The design and optimization of condensation systems requires profound knowledge of liquid-

vapour phase equilibria (LVE) for the mixture of compounds that is produced from biomass 

pyrolysis. Many models are available to describe LVE in general, primarily pushed by the 

complex optimization process of petroleum refineries. Even though the fundamental physical 

models are valid for all substances, there are specific challenges for the application to biomass-

based pyrolysis vapors. Alike fossil crude oil they also represent a highly complex mixture with 

a substantial share of unknown compounds, but in contrast to them there is a high degree of 
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oxygenated functionalities, resulting in many polar compounds. One of the main compounds 

present is water (both from original feedstock moisture and produced by pyrolysis reactions), 

but there are also significant fractions of organic acids, carbohydrates, aldehydes, ketones, 

furans, monolignols ((di-)methoxy-)phenols) and others 7,32,37,50. Consequently, vapor- and 

liquid-phase association phenomena, like those observed for organic acids, alcohols and 

aldehydes, play an important role during phase equilibria and its presence should be accounted 

for when selecting thermodynamic models for modelling such phenomena. The definition of a 

suitable surrogate mixture is likely to continue being a decisive step in enabling LVE 

calculation for this complex matrix, and the issue that a significant fraction is unknown (and 

likely will remain unknown in practical applications) in fact demands for suitable surrogates to 

be defined 7,32,37. 

Another important challenge arises from the fact that several of the most relevant components 

are molecules that have not yet been studied in detail, and important physical properties that 

are required for models are missing, even when heavily simplifying the complexity of FPBOs. 

Gani and O’Connell 51 point out that methods to predict physical properties play distinctive 

roles in process design: a service role, by providing a specified set of property values when 

requested, an advice role, by advising on the feasibility, and an integration role, by contributing 

directly to the strategy of solving a problem. Property methods combine thermodynamic 

modeling with component and mixture property estimation and are paramount in all phases of 

process engineering: synthesis, design, control, and analysis (energy, environmental impact, 

economy). 

The aim of this review is to provide a comprehensive analysis of LVE modelling for pyrolysis 

bio-oils as fundamental pre-requisite for the design of any condensing (and distillation) system. 

It focusses on the main challenges that arise from dealing with this specific matrix, i.e. deciding 

on a phase equilibrium model to be applied and defining a suitable surrogate mixture to 

represent bio-oil in this thermodynamic model. Two additional aspects are covered that interact 
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heavily with these two, namely the representation of the unknown oligomers in pyrolysis oil 

and the availability of thermophysical properties. 

Phase-equilibrium models 

Phase-equilibrium models are often the kern of a property method, since they constrain the 

properties and parameters required to properly describe and estimate the properties of a system. 

Apart from phase-equilibria, property methods often contain several other models, such as the 

variation of thermophysical properties of chemical species within the system with state 

conditions (x, T, P, µ, the estimation of mixture properties from the individual species’, and 

phenomena like heat of mixing, solvation, hydrogen bonding, Van der Waals forces, the 

Poynting effect, Henry equation for light gases, etc…). 

The decision of which of these to use during the modeling of a process is paramount for the 

correct modeling of the phenomena taking place. Carlson et al. 52 discussed the criteria for the 

selection of which phase-equilibrium models to use for simulation in general. In his article, he 

defined four factors to have in consideration: the nature of the properties of interest, the 

composition of the mixture, pressure and temperature range, and availability of parameters. The 

user would be required to know if the mixture under study was heavy on polar components, 

whether the mixture contained electrolytes, the pressure of operation, and the existence of 

interaction parameters (such as dimerization, and hexamerization). The author also discusses 

methods to estimate missing property parameters that the chosen property packages might 

require. 

To represent the complexity of organic mixtures that constitute most pyrolysis oils, general 

recommendation would point to the use of activity-coefficient models, such as e.g. UNIFAC, 

UNIQUAC, Wilson, and NRTL. These are recommended for systems in the vein of pyrolysis 

vapor condensation systems often operate at medium to low temperatures (120 °C to ice traps), 

the presence of electrolytes is often disregarded, and the bio-oil is characterized as a strongly 

polar solution. 52 Despite this more general recommendation, many other approaches have been 
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chosen and published in literature, covering a wide range of phase equilibria models (see Table 

3). This requires a more fundamental summary of available phase equilibrium models for the 

purpose of this review, which will be addressed in the following. At the end of this chapter, an 

evaluation and summary of important aspects with regard to pyrolysis bio-oil is provided. 

The general criterion for equilibrium is that the Gibbs energy (G) of a system reaches a 

minimum at certain operatory conditions (temperature (T), and pressure (P)), given by Eq. 1), 

in which μi stands for the chemical potential and νi for the stoichiometric number for each 

species i. 53 
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The chemical potential can be estimated using Eq. 2), in which ai is the activity of each 

species i. 53 

𝜇௜ = 𝐺௜
⊖ + 𝑅𝑇ln𝑎௜ 2) 

The activity of a component is defined as the ratio between the fugacities (φi) in a phase and 

the standard state (φi
ϴ, Eq. 3)). Said fugacities can be estimated using equations of state (EoS). 

53 
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Raoult’s law states that the partial pressure of a component in an ideal gas mixture is equal 

to its contribution to the whole pressure. The concept of fugacity (fi) can be used to extend this 

concept to real gases (Eq. 4), in which φi stands for the fugacity coefficient of component i, and 

yi to the vapor fraction of i). 54 

𝑓௜
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௏𝑦௜𝑃 4) 

This can be generalized to any possible phase, therefore for liquid-vapor equilibrium (LVE), 

the relationship of phases can be described by Eq. 5). 

𝜙௜
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Fugacity coefficients are usually estimated using an equation of state but liquid-phase 

fugacities may also be a function of liquid activity coefficient methods. Even in the case of the 

ideal gas equation-of-state (EoS), in which the vapor phase is described by the ideal-gas 

equation, and the liquid-vapor equilibrium is described by Raoult-Dalton’s law (which assumes 

that the system is composed of many randomly moving point particles that do not interact), the 

user is required to provide not only system parameters, like temperature, pressure, and volume 

(assuming steady-state), but also parameters specific to each species, like the vapor pressure of 

the component. More complex EoS and associate models often require the additional input of 

other parameters. It may be the case that such properties are missing for mixtures comprised of 

components that have not been experimentally characterized, which requires estimation of these 

missing properties. 

Cubic equations of state 

Cubic EoSs are a class of equations that can be used to model the behavior of fluids. They 

are called "cubic" because they can be written as a cubic function of the molar volume, for 

example, the Van der Waals equation, shown in Eq. 6), for which a and b are component-

specific parameters estimated from critical point properties 55. Cubic EoSs are popular because 

they are relatively simple to use and can provide accurate predictions for a wide range of fluids. 

53 

ቆ𝑃 +
𝑎
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Subsequent EoSs are usually improved versions of the Van der Waals formula, focused on 

handling shortcomings at sub-/supercritical conditions or improving the modeling of liquid 

phase phenomena. A very industrially relevant derived EoS is the Redlich-Kwong EoS (RK) 

56, which is not only widely used but also serves as the foundation for further improvements. 

Among these improvements, the following can be counted: Soave (SRK) 56, Peneloux 57 58, Twu 

59, Peng-Robinson (PR) 60, Cubic-plus-Associated 61,62 63, Mathias-Copeman 64 and 
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Schwartzentruber-Renon-Watanasari 65. All of these Redlich-Kwong modifications have 

attracted industrial and academic use alike, with SRK and PR attracting the most academic 

attention. Holderbaum and Gmehling 66 proposed a method (predictive SRK) combining SRK 

and the UNIFAC group contribution method to predict LVE at high pressures. 

Cubic equations of state estimate the properties of a fluid assuming the presence of a single 

hypothetical component. Therefore, parameters a, b and α must be estimated using mixing rules 

similar to the ones presented in Eq. 7) , for which xi,j is the molar fractions of each component, 

ai,j and bi,j are the a and b coefficients for each component, and ka,ij is a parameter specific to 

the interaction 54. Other mixing rules have been developed to account for systems with strong 

size, shape, and polarity asymmetries, namely the Boston-Matthias (BM) 67, Fischer-Gmehling 

68, Huron-Vidal (HV) 69, Michaelsen (MHV Quadratic) 70, Wong-Sandler 71, and Kabadi 

Danner (KD) 72 rules. Vidal and Bogdanić 71 stress important shortcomings of EoSs employing 

these more advanced mixing rules, mainly on the prediction of properties on mixtures 

containing molecules of very different sizes, situations of partial liquid miscibility (spontaneous 

phase separation), or diluted associating species, and the prediction of liquid-liquid-vapor 

equilibria (LLVE), both of which are computationally demanding and require robust 

algorithms. 
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Virial equations of state 

Virial equations of state arise from a rearrangement of the Van der Waals equation 

considering a coefficient that quantifies the deviations from an ideal case, the compressiblily 

factor Z. Virial equations are infinite expansions (Eq. 8)) of this rearrangement considering 

species-specific (virial) coefficients (B, C on Eq. 8)) that permit account for the interactions of 

successfully greater numbers of molecules. Several EoSs based on this principle have been 



11 

developed, mostly for light petroleum systems, of which relevant examples are the Benedict-

Webb-Rubin EoS 73, and subsequent improvements by Brulé et al. 74, and the Lee-Kesler EoS 

75, and subsequent improvements by Plöcker et al. 76. 
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While non-polar substances in the vapor phase behave almost ideally, polar substances can 

exhibit large deviations to ideality or even association. The latter can be expected in systems 

with hydrogen bonding, leading to dimers, for which acetic acid is a common example, while 

an important outlier is hydrogen fluoride which forms hexamers instead, but is rarely relevant 

during biomass processing. 54,77 Having defined the concept of fugacity (Eq. 4)), it is possible 

to define the equilibria of dimerization (2𝐴 ⇌ 𝐴ଶ) as Eq. 9) 54. 
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Prausnitz et al. 78 showed that acetic acid (20 °C, 1 bar) is dimerized at around 95% in the 

vapor phase. In the system benzene + propionic acid, Nothnagel et al. 79 (142 °C, 1 atm) showed 

that the effect of dimerization in the apparent fugacity of propionic acid is very apparent for 

vapor fractions over 0.2. These phenomena are unlikely to happen during condensation and 

further downstreaming of pyrolysis vapors. 

Nothnagel et al. 79 studied binary gas-phase systems and considered three types of 

interactions: two non-polar molecules; one polar and one non-polar molecule, without further 

interactions; two molecular with interactions, such as hydrogen bonding or complex formation, 

regardless of polarity. The authors proposed strategies to estimate the second Virial coefficient 

(B on Eq. 8)) for all these cases, and provided parameter values for several common 

interactions. Hayden and O’Connell (HOC) 80 built upon the work of Nothnagel et al. 79 and 

proposed an algorithm manner to determin B based on the critical properties, the Parachor and 

the dipole moment of the molecule, as well as an association parameter; the authors propose 
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values between 1-4.5 for this parameter, with higher values favoring the occurrence of vapor-

phase association. 

Statistical Associating Fluid Theory 

The Statistical Associating Fluid Theory (SAFT) considers that fluid mixtures contain not 

only monomeric molecules but also clusters of molecules, including, but not limited to, 

hydrogen bonding, donor-acceptor clusters, polymers, or dimerization. As the properties of 

these clusters are usually different from the monomers, the bulk fluid properties are also 

different, which can be accounted for using statistical mechanics, namely the perturbation 

theory. 

Wertheim 81–84 expanded the residual Helmholtz energy of a fluid into a series of integrals of 

molecular distribution functions and their association potential and simplified it to an expansion 

series which can be truncated at different points, depending on the level of rigor and number of 

parameters. Chapman et al. 85 employed this extension to mixtures of spheres and chain 

molecules as a sum of three terms representing contribution from different intermolecular 

forces: segment-segment interactions (aseg), covalent chain-forming bonds (achain), and site-site 

specific interactions, such as hydrogen bonding (aassoc), shown in Eq. 10). 

𝑎௥௘௦ = 𝑎௦௘௚ + 𝑎௖௛௔௜௡ + 𝑎௔௦௦௢௖ 10) 

Gross and Sadowski 86–88 developed the Perturbed Chain SAFT (PC-SAFT) as a direct 

improvement of the SAFT EoS, based on some modifications of the expressions for the 

dispersion forces. The attractive term is also estimated as a sum of first- and second-order 

perturbation terms, whose coefficients are based on the thermodynamic properties of chain 

molecules. 

Pereda et al. 53 described a variant method entitled Group Contribution with Association 

Equation of State (GCA-EoS), which makes use of a group contribution version of the 

association term of the original SAFT equation, as well as the Group Contribution Equation of 

State devised by Skjord-Jorgensen 89. The authors discuss the methodologies to estimate the 
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fugacity and the compression factor to be employed during liquid-vapor equilibria calculations, 

as well as the importance of simultaneously estimating attraction and association parcel 

parameters based on experimental data, for mixtures containing both self-associating groups 

(e.g., hydroxyl, acid) and obligate cross-associating groups (e.g., ketone, ester). The authors 

point out that using this model, modeling highly asymmetric systems at near- and supercritical 

conditions can be successfully done using a single set of parameters, but that the existent 

database is not as rich as those of more conventional models 53. 

Activity coefficient methods 

When discussing activity coefficient methods, the basic LVE (Eq. 5)) is reworked as Eq, 11), 

in which yi stands for the vapor fraction of i, φi
V for the vapor phase fugacity coefficient, which 

can be obtained using an equation of state, P for the operating pressure, xi for the liquid fraction 

of i, γi for the activity coefficient, and fi
*,L for the liquid phase reference fugacity. 54 

𝑦௜𝜙௜
௏𝑃 = 𝑥௜𝛾௜𝑓௜

∗,௅ 11) 

In ideal conditions, φi
V = 1, and γi = 1, which reduces to Raoult’s law (Eq. 12), in which Pi* 

stands for the vapor pressure of i). 54 

𝑦௜𝑃 = 𝑥௜𝑃௜
∗ 12) 

However, in non-ideal conditions, φi
V can be estimated using an EoS, and fi

*,L can be 

estimated based on Eq. 13), in which φi
*,V stands for the fugacity coefficient of i at system 

temperature and vapor pressure (Pi*) and θi
*,L stands for the Poynting correction to the pressure 

(which is only relevant at high operating pressure). 54 
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For the case of multiple liquid phases, equilibria between the different phases can be 

estimated using a simple analogy to Eq. 11), using Eq. 14). 

𝑦௜𝜙௜
௏𝑃 = 𝑥௜

௅ଵ𝛾௜
௅ଵ = 𝑥௜

௅ଶ𝛾௜
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While theoretical models have been developed for the estimation of the activity coefficient 

of electrolytes, non-electrolyte solutions must make use of correlative methods making use of 
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species-specific and inter-species interaction parameters 78,90. Among these, the simplest are the 

Margules 91 and Van Laar 92 methods, making use of two parameters each. The Hiranuma 93 

and Wilson 94 methods make use of three interaction parameters. None of these is usable when 

modeling systems featuring liquid-liquid equilibrium, so Renon and Prausnitz 95 built upon the 

Wilson equation to propose the NRTL (Non-Random Two-Liquids) equation, which is 

applicable in systems that feature several miscible liquid phases. The UNIQUAC method 

(UNIversal QUAsiChemical) 96,97 has been derived from a first-order approximation of 

interacting molecule surfaces in statistical thermodynamics. The authors approach the 

interaction forces as a sum of combinatiorial and residual parts, of which the former attempts 

to describe the dominant entropy of mixing and is determined only by the composition of the 

mixture as well as pure-component molecular size and shape; the latter describes intermolecular 

forces that dictate the enthalpy of mixing and depends on intermolecular adjustable parameters. 

This method is of complex implementation, as apart from interaction parameters, the user is 

required to supliment species-specific parameters, related to the dimensions of a single 

molecule, as well as the coordination number of closely interacting molecules around a central 

one. It is possible to consider intermolecular association phenomena, such as hydrogen bonding, 

e.g., in the work of Anderson et al for water and minor alcohols 98. Pyrolysis bio-oils commonly 

contain highly oxygenated compounds, meaning polar behavior in solution and most likely also 

an abundance of different functional groups on the individual components in the solution, 

leading to different degrees of association or reaction within the solution 99. The UNIFAC 

method, developed by Fredenslund et al. 100,101 as a transposition of the UNIQUAC method, 

presents a major advantage for the description of complex mixtures for which experimental data 

is lacking, in that the description of the components of the solution is realized as a sum of 

contributor groups. The main difference between UNIFAC and UNIQUAC is the methodology 

to estimate the parameters; the former approaches the fluid as a solution of molecular moieties 
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corresponding to the contribution groups, instead of requiring experimental parameters specific 

to the components or the binary interactions as is the case for the latter. 

The corpus of interaction parameters has been maintained since its inception by a group 

entitled the UNIFAC Consortium (www.unifac.org). Several methods have been developed to 

estimate substance-specific and binary interaction parameters for several activity coefficient 

equations and equations of state, based on UNIFAC groups 54. Several other variants of 

UNIFAC have been developed, and are discussed in further detail by Muzenda 102, and include 

Liquid-liquid UNIFAC 103, Ionic Liquid UNIFAC 104 , Lyngby-modified UNIFAC 105 106, 

Dortmund-modified UNIFAC (UNIFAC-DMD) 107, and UNIFAC by the National Institute of 

Standards and Technology (NIST-UNIFAC) 108. An extension proposed by Dahl and Michelsen 

109 included non-condensable gases as possible groups in the UNIFAC database, allowing for 

proper modeling of gas-liquid systems, but this extension is not standard in the modified 

variants of UNIFAC 54.  

Choosing the Right Thermodynamic Method 

It is almost impossible to analyse the reasons behind the very different choices to approach 

phase equilibrium models of pyrolysis oils (compare Table 3), but it certainly clarifies the high 

uncertainty within the R&D community as to which model is suited best. When approaching 

this challenge for pyrolysis bio-oils, attentive users will be confronted with missing parameters 

sooner or later. Different input parameters are required to compute phase equilibrium models 

and their amount and type varies for the different approaches.   
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Table 1 summarizes the parameters required for each component in a mixture when 

employing various methods to model liquid-vapor equilibrium. It is important to note that this 

table focusses on LVE specific reuirements and that additional parameters, including enthalpies 

of formation, phase change, and reaction, as well as heat capacity, transport properties (density, 

viscosity, thermal conductivity, diffusion coefficients), and solubility parameters, may be 

necessary for accurate condenser and/ or process modeling. 

The restriction in available parameters is different depending on the software package, and 

in cases where estimation methods are in place by default it might not be obvious at all to the 

user that there are such restrictions. These parameters are most reliable if based on dedicated 

experimental studies, which are costly and primarily available for compounds of sufficient 

commercial interest. Estimation of binary interaction parameters is done using equilibrium 

experimental data. It is important to vary the operating conditions to properly estimate these 

parameters, as the variation with temperature and pressure can be accounted for within the 

results. Van Ness et al. 110 elucidate the importance of consistency tests to the experimental data 

to evaluate the estimated binary parameters, and how more parameters do not necessarily result 

in a more correct estimation. The authors propose a series of consistency tests and methods for 

data reduction. Marcilla et al. 111 analyzed several literature publications in which NRTL 

parameters had been estimated for LLE cases and reported several inconsistencies related to the 

lack of physical significance of said parameters. Due to their relevance to phase equilibrium 

models in general, but also for further process related studies, estimation of fundamental 

thermophysical properties like critical point properties, acentric factor, vapor pressure, molar 

volume etc are discussed in more detail in a separate section further below. More model specific 

developments for bio-oil relevant compounds are subject to current R&D which is important to 

advance the field;  

Table 2 presents some examples for the determination of component-specific and binary 

interaction parameters.  
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Table 1. Parameters required for each component in a mixture when using the different types 

of thermodynamic models. Adapted from: 54 

Parameter 
Cubic 
EoS 

Virial 
EoS 

SAFT 
Activity 

coefficient 

Molecular weight ✓ ✓ ✓ ✓ 

Critical point properties ✓ ✓ ✓ 🗴 

Acentric factor ✓ 🗴 ✓ ✓ 

Vapor pressure ✓ ✓ ✓ ✓ 

Molar volume ✓ ✓ ✓ ✓ 

Self-interaction parameter 🗴 ✓ a ✓ 🗴 

Binary interaction parameters ✓ ✓ b ✓ ✓ 

Non-randomness parameters 🗴 🗴 ✓ 🗴 

Molecular volume and surface 
area ✓c 🗴 🗴 ✓d 

a: Nothnagel and HOC. For the latter, estimated based on the Parachor and the molecular dipole moment. 
b: LKP method. 
d: For methods making use of UNIFAC for the estimation of specific parameters. 
c: UNIQUAC: entire molecule; UNIFAC: sum of contributions of the different groups. 

 

A comprehensive analysis of phase equilibrium models that allows for a reliable conclusion 

of a preferred approach, or even a tendency, is yet missing. Fonseca et al. 112 performed a study 

using 28 different combinations of a vapor-phase and liquid-phase methods to estimate 

deviations in the prediction of the condensate mass flow as well as the water and guaiacol 

content. Four different fractioned condensations (simple flash distillation, atmospheric 

pressure) systems 19,113–115 from the literature were considered and surrogate mixtures were 

designed based on GC/MS data reported on each reference. The authors reported several 

problems when employing the Nothnagel or HOC methods due a to lack of available parameters 

(similar issues had been reported by Onarheim et al. 116) as well as an underestimation of the 

liquid mass flow for all cases (more pronounced for Peng-Robinson and Redlich-Kwong 

variants). When analyzing the water content in the liquid phase, deviations were the highest for 
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the same methods, except those using Wong-Sandler or MHV2 mixing rules. A similar trend 

can be observed for guaiacol. 

While this example includes several interesting observations relevant for the field, it should 

also be emphasized that it is based on literature data from pyrolysis studies. It is unclear how 

close the applied condensation systems in these studies approach equilibrium. A conclusive 

study relies on high quality equilibrium data specifically for pyrolysis bio-oils, which is a 

challenge that is only being approached lately 37,117. However, based on the nature of the 

different phase equilibrium models in conjunction with the specific challenges of pyrolysis bio-

oil, some general tendencies can be concluded. 

 

Table 2. Development of existent methods for surrogate mixtures of pyrolysis oils using 

experimental data. Adapted from 118. 

Reference Process 
Vapor-
phase 

Method 

Liquid-
phase 

Method 
Development 

Bharti et al. 119 

Liquid-liquid 
equilibria of 

hydroxyacetone-
water mixtures 

- a 
NRTL and 
UNIQUAC 

Binary interaction 
parameters for 

NRTL and 
UNIQUAC for 

acetol-water 

Cesari et al. 120 
Phase equilibria of 
phenolics in water 

and ethanol 
- a NRTL 

Binary interaction 
parameters for 

NRTL (6 different 
phenolics) 

Ille et al. 121 
Multiphase modeling 

of FPBO 
GCA GCA 

Association 
parameters for 

aromatic methoxyl 
and hydroxyl 

groups. 

Li et al. 122 
Extraction of anisole 
and guaiacol using 

butyl acetate 
SRK 

NRTL, 
UNIQUAC, 
and Wilson 

Binary interaction 
parameters for 

NRTL, UNIQUAC, 
and Wilson 
equations; 
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Proposal of a new 
UNIFAC-DMD 
group: aromatic 

methoxyl. 

Li et al. 123 

Extraction of 
guaiacol from model 
sugar stream using 

ionic liquids 

- a NRTL 

Binary interaction 
parameters for 

NRTL for water-
guaiacol 

Prieto et al. 124 
Modeling of fuel 

blends 
GCA GCA 

Parameters for 
ethers and ether-
alkane mixtues. 

Sánchez et al. 125 
Multiphase modeling 

of FPBO 
GCA GCA 

Parameters for 
phenol ethers. 

Shang et al. 126 

Extraction of lignols 
from pyrolysis bio-

oil using 
cyclohexane 

- a 

NRTL, 
UNIQUAC, 
and Wilson 

Binary interaction 
parameters for 

NRTL and 
UNIQUAC 

(cyclohexane + 4 
solutes) 

Stephan et al. 127 
Liquid-liquid 

equilibria of water + 
pyrolysis oil solutes 

- a 
NRTL and 
UNIQUAC 

Binary interaction 
parameters for 

NRTL and 
UNIQUAC (9 

solutes) 

a: The system did not consider the presence of a vapor phase. 

 

 

EoS methods (cubic, virial, SAFT) often assume the presence of ideal liquids, which makes 

them unviable for complex liquid condensations. However, variations of cubic EoS designed 

to account for non-ideal liquid have successfully been used during the modeling of such 

phemonema (e.g., PR-BM, see Table 3). Similarly, activity coefficient methods can be paired 

with different EoS methods to more correctly model the vapor-phase. This can easily be 

implemented in flowsheeting software, but has not been the standard in other types of models 

37,128. In conclusion, EoS approaches can only be recommended with a careful choice how to 

account for non-ideal liquids. 
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Despite the reliability of EoS methods when paired with liquid modeling variants, the 

overwhelming majority of liquid phase models reported in Table 3 are activity coefficient 

methods. Among these, NRTL and UNIQUAC methods present a large fraction due to the 

relatively large experimental database of species-specific and binary interaction parameters 

present for a large variety of mixtures (in  

Table 2, one can see some of the most recent developments specific to pyrolysis condensates). 

The potential for modeling liquid-liquid equilibrium should not be discarded, and further 

differentiates the potential of these methods when contrasted to EoS and the Wilson method. 

Pyrolysis condensates present a wide variety of compounds for which these parameters are 

missing, and UNIFAC variants were divised to address this problem. However, several 

important issues lay on the use of this method: 1. a simplification of the molecule leads to a loss 

of information, 2. there is no standardized method to divide the molecules into contributor 

groups, meaning that different users may come to different results based on the same mixture, 

and 3. not all possible binary combinations between groups have been experimentally 

determined (however, UNIFAC parameters for missing interactions can be estimated using ab 

initio methods 108,129). Some moieties may be difficult to represent using the currently estimated 

groups, an example being the quinones present in the work by Manrique et al. 130. The group 

contribution nature of UNIFAC allows for the estimation of binary interaction parameters for 

other activity coefficient models, like Wilson, NRTL, UNIQUAC and SRK variants 54. It is 

important to note that the user should always assess the generated values and maintain 

awareness of potential inaccuracies, as the quality of the data and underlying assumptions might 

not necessarily align with physically consistent parameters.
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Table 3. List of thermodynamic methods used during LVE modeling of biomass pyrolysis downstream bio-oil processing. Adapted from 118. 

Reference Process 
Vapor-phase 

Method 
Liquid-phase 

Method 
Reference Process 

Vapor-phase 
Method 

Liquid-phase 
Method 

Brigagão et al. 17 Pyrolysis of corncob PR UNIQUAC c Kabir et al. 131 Pyrolysis of municipal green waste PR-BM PR-BM 

Campos-Franzani 
et al. 132 

Liquid-liquid extraction of guaiacol from hydrocarbons - a NRTL 
Kougioumtzis et al. 

133 
Production of 5-HMF from cellulose Ideal gas NRTL 

Cesari et al. 134 LLE of phenolic components in water - a NRTL 
Krutof and 

Hawboldt 117 
Distillation curve modeling for FPBO Ideal gas UNIQUAC 

Dutta et al. 135. Fast Pyrolysis + In Situ/Ex Situ Vapor Upgrading PR-BM PR-BM 
Mohammed et al. 

136 
Technoeconomic analysis of Napier grass 

pyrolysis and oil upgrading 
Ideal gas NRTL 

Feng et al. 137 Fast Pyrolysis Bio-oil Surrogate - a SAFT 
Mohammed et al. 

138 
Pyrolysis of Napier grass bagasse Ideal gas NRTL 

Fardhyanti et al. 
139 

Liquid-liquid extraction of phenol from pyrolysis bio-oil 
(coconut shells and spent coffee) 

- a UNIFAC Motta et al. 140 Pyrolysis of different Brazilian biomasses Ideal gas NRTL 

Fonseca et al. 19 Fast pyrolysis (wheat straw) RK UNIFAC Neves 141 
Pyrolysis and hydrotreatment of sugarcane 

bagasse 
SRK-BM SRK-BM 

Fonseca 118 Fast pyrolysis (wheat straw) SRK-KD SRK-KD Onarheim et al. 116 Fast pyrolysis of pine wood and forest residue Ideal gas UNIQUAC c 

Gorensek et al. 142 Lignocellulosic biomass pyrolysis PR PR Parku et al. 21 Fast pyrolysis of Miscanthus and coffee grounds Ideal gas UNIFAC-DMD 

Gupta et al. 143 Fast pyrolysis multistep condensation Ideal gas UNIQUAC Peters et al. 144 
Fast pyrolysis of lignocellulosics (pine, 

eucalyptus, poplar, wheat straw) 
PR-BM PR-BM 

Gura 145 Fast pyrolysis of lignin RK UNIFAC-DMD Shahbaz et al. 146 
Slow pyrolysis of cellulose, hemicellulose, and 

lignin 
PR-BM PR-BM 

Gustavsson and 
Nilsson 34 

Flash pyrolysis of forest residues for boiler Ideal gas Wilson b Shemfe et al. 147 
Fast-pyrolysis + hydroprocessing for electrical 

generation (pine wood) 
Nothnagel EoS UNIQUAC 

Hammer et al. 148 Fast Pyrolysis of equine waste for boiler Ideal gas NRTL Stephan et al. 149 
Ternary LLE equilibria of water, isopropyl 

acetate/toluene, and bio-oil surrogate 
- a 

UNIQUAC, 
NRTL 

Humbird et al. 150 
Custom FP reactor for pyrolysis (softwood, corn stover, 

switchgrass) 
PR-BM PR-BM Wagh 151 Fast pyrolysis of mallee wood Nothnagel EoS UNIQUAC c 

Ille et al. 37 Fast pyrolysis (wheat straw) Ideal gas UNIFAC-DMD Wang et al. 152 High-pressure reactive distillation of bio-oil - a NRTL 

Ille et al. 37 Fast pyrolysis (wheat straw) GCA GCA 
Žilnik and 

Jazbinšek 153 
Solvation of fast pyrolysis oils RK EoS UNIFAC 

Jasperson et al. 154 LLE of model FPBO components - a UNIFAC-DMD     

a: The system did not consider the presence of a vapor phase. 
b: The authors defined the bio-oil as a binary mixture of water and a non-water pseudo-component, for which Wilson binary parameters were determined. 
c: Component-specific parameters estimated in the Aspen Properties™ software using the UNIFAC group contribution method. 
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Designing surrogate mixtures for pyrolysis condensates 

Apart from the need to reduce complexity of the problem, the use of surrogate mixtures for 

pyrolysis bio-oils is required since several chemical compounds are simply unknown. This 

section will briefly introduce main chemical compounds in pyrolysis bio-oil to then review how 

these mixtures have been represented in literature. This is followed by a specific sub-section 

focusing on how to represent the unknown compounds in pyrolysis bio-oil. 

Fast pyrolysis bio-oil (FPBO) is one example of a liquid product from pyrolysis, which is 

comparably well-studied and commercially marketed as industrial boiler fuel. It is a dark 

brown, free-flowing complex organic liquid composed of over 1000 organic compounds, and 

with a distinctive smoky odor attributed to the presence of guaiacols 155. Its heating value is 

similar to the feedstock biomass (16-19 MJ·h-1 155,156), and its water content between 15-

50 wt.% 10,157, dependent on the feedstock moisture content, the presence of secondary 

pyrolysis, and condensation operating conditions 158. Its low pH limits its long term storage 

potential and increases the cost of the equipment designed to handle it, but nonetheless it has 

found commercial use as boiler fuel and is currently being studied as a source of high-value 

chemicals 159, transportation fuels (after upgrading) 160,161, or for co-processing in conventional 

petro-refineries 162,163. 

Solvent fractionation can split the FPBO into fractions of specific functionalities/ 

characteristics. E.g. in a first stage, FPBO can be divided into water-soluble and insoluble 

phases; in a second, each of these phases can be further characterized after extraction using 

dichloromethane (DCM) or diethyl ether (DEE) 164. The use of acetone is disavowed due to 

degrading the structure of solids and macromolecules present in the condensate 165. The water-

insoluble phase makes up between 3-29 wt.%, and is commonly associated with low-molecular-

weight (DCM-soluble) and high-molecular-weight lignin (DCM-insoluble), which is also 

referred to as ‘pyrolytic lignin’ 164. The analysis of the bio-oil and its fractions is typically 

achieved using chromatography methods (GC/MS, GC/FID, HPLC), NMR, carboxylic number 



 

24 

and total acid number 166,167, of which the standard is often the combination of GC/MS and 

GC/FID 168. 

The most abundant products in the FPBO, except water, tend to be organic acids, aldehydes, 

and ketones. They are attributed to the ring scission of holocellulose but can also be end-chain 

products of other parallel decomposition networks 7,169–173. The pyrolysis temperature leads to 

increased cracking reactions, resulting in an abundance of light volatiles, mainly ketones. 

Acetic acid, for example, is mainly derived from the elimination of an acetyl group linked to 

xylose but may be formed by the cracking of lignin side-chains or the decomposition of 

levoglucosan 172,174. Organic acid species can also undergo dehydrogenation and 

decarboxylation to yield light alkanes, which enrich the gas phase and increase the yield of CO2, 

or they follow esterification 7,175,176. Trace amounts of aldehydes, esters, furans, and aromatics 

are also present, although aldehydes and furans are prone to instability and esters may form 

over time due to aging processes 7,177–183. 

If rapid condensation methods are applied, relatively high yields of sugars are expected, 

which can be attributed to the transglycosylation of cellulose. The most abundant of these is 

levoglucosan, which may further convert into polyols, like glycols and butanediols 169,170,184. 

Sugars are also known to undergo polymerization during pyrolysis, leading to the formation of 

char and CO2. Furans, especially furfural, are expected to be obtained from the 

depolymerization of holocellulosic sugars. 7 

Typical lignin-derived compounds can be identified and are formed due to the cracking of 

the side-chains linking monomers together, forming volatiles as well as different high MW 

phenolics. Coumaryl units mostly yield phenol and alkyl-substituted phenols, such as vinyl-

phenols and cresols. Guaiacyl units lead to methoxy phenols, such as guaiacol and substituted 

guaiacols, including eugenol and vanillin, being particularly common in the pyrolysis of 

softwood and contributing to the smoky odor of FPBO. Syringyl units degrade into 

dimethoxyphenols, such as syringol and substituted syringols. 7,168,178,185–190 
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The behavior of FPBO is difficult to model using traditional methods due to above described 

complexity in composition. Moreover, there is a significant number of unknown compounds 

that are not detectable by commonly applied analytical methods and typically consist of 

oligomers that are abundantly formed during pyrolysis. One approach to overcoming this 

challenge is to use surrogate mixtures, which are simplified versions of the real product that 

contain only a few, representative key compounds 37,116,117,191.  

The composition of a surrogate mixture depends on its intended purpose. If the goal is to 

model liquid-vapor equilibrium (LVE), then it becomes important to define a surrogate mixture 

for the pyrolysis process which corresponds to the boiling point range of the components which 

participate in liquid-vapor equilibria, of which some are reported in Table 4. Westerhof et al. 

6,192 proposed a surrogate of 8 groups, corresponding to a range of 250 to 550 K to characterize 

condensates of pine wood pyrolysis. Ille et al. 37, Krutof and Humboldt 117, Adolf 191, and 

Onarheim et al. 116 defined surrogates based on reducing the complexity of GC/MS results 

(covering a boiling point range of 340-660 K). Jones et al. 193 modeled a system integrating fast 

pyrolysis and conventional upgrading technologies used in the petrochemical industry and 

therefore devised a surrogate based on several suggestions taken from the literature, based on 

typical groups present in biomass pyrolysis oils. Several of these mixtures are presented in 

Table 4. 

It is very common for models to avoid issues with model representation by defining pseudo-

components in which thermodynamic behavior is tuned to behave as intended or to simply 

select a simple surrogate mixture that simulates the special case under discussion. Such is the 

case of the model by Gustavsson et al. 34, in which the bio-oil is defined as a mixture of water 

and a non-water pseudo-component, for which Wilson EoS (equation of state) interaction 

parameters are defined to simulate experimental liquid-vapor equilibria. Another case is the 

study of Feng et al. 137, which described the bio-oil as a mixture of water and high market value 

sugar derivates to employ the statistical associating fluid theory (SAFT) EoS. 



 

26 

Wooley and Putsche 194 characterize a surrogate mixture suitable for wood processing in the 

pulp industry. The authors define a series of components based on their monomeric 

representation and estimate thermophysical parameters based on combustion data and the 

characteristics of plant-source materials.  The complexity of the lignin phase is completely 

disregarded, as the latter is represented as a solid pseudo-component with little potential other 

than fuel. This perspective allows for a solid prediction of the heat availability of the system, 

based on using side streams as fuel. These results have been commonly applied in several 

publications, for example, the one by Peters et al. 144. However, it was shown later that this high 

MW residue shows important interaction with other compounds in FPBO, such as e.g., water, 

thus influencing their behavior in phase equilibria 37,195. It is required to adequately represent 

this residue with suitable surrogate compounds in consequence (see next section). 

Another widely used application of pyrolysis bio-oil surrogate mixtures is for the modeling 

of pyrolysis reactions. They follow a very similar fundamental logic but are typically derived 

from a proposed, simplified reaction network and thus contain very different representatives. 

Several of these are presented in Table 5 and Table 6. It is important to be aware of these 

differences, especially when it comes down to modelling a pyrolysis process. In that case, 

surrogate mixtures applied to the different process stages need to be aligned in one way or the 

other. Ideally, one surrogate mixture is used along the process; however, bearing in mind that 

these have to serve very different purposes (e.g., modeling chemical reactions vs LVE 

calculations) this is a challenging task. 

From the review and discussion of surrogate mixtures found in literature, several additional 

considerations emerge for the design of a surrogate mixture: 

 It is important to determine upfront the objective of the model because the surrogate 

mixture needs to include compounds and characteristics relevant for this objective. 

 The analytical methods used to characterize the condensates and the vapors are very 

important. Chemometric methods like chromatography require databases and 



 

27 

calibrations for each different chemical species 7,19,162. The absence of a component 

in the chemometric results of a complex mixture does not signify the absence of the 

component in the real mixture; 

 Several chemometric methods do not distinguish isomers 196; 

 Some chemometric methods, namely GC, feature temperature cutoffs (>280 °C 197,198) 

above which a non-volatile component cannot be measured. For the case of pyrolysis 

oils, a significant proportion of high molecular weight compounds exist, some of 

which are related to the concept of ‘pyrolytic lignin’, that do interact with other 

molecules and thus effect phase equilibria. This effect needs to be included in the 

choice of a surrogate mixture, e.g. by adding representative(s) for these unknowns. 

 Stability can be an important issue if the condensate(s) need to be transported or stored 

and strategies to mitigate this phenomenon include esterification, filtration, 

distillation or emulsification 181,199. Due to a low pH and high number of reactive 

components, ‘aging’ is an important factor that must be taken into consideration when 

designing a surrogate mixture, as there can be a significant delay between obtaining 

the pyrolysis oil and its analysis 156,200; 

 The properties of the surrogate mixture, such as density, vapor pressure or elemental 

composition, should be consistent with the properties of the real product. 

The choice of surrogate mixture is an important decision that should be made carefully. It is 

likely that several different surrogate mixtures will coexist in future due to the nature of 

pyrolysis bio-oil and the different purposes these surrogates need to fulfil. A comprehensive 

analysis of the suitability of the different approaches is impossible to conduct given the current 

state of knowledge. Applied surrogate mixtures certainly provide guidance for applications, but 

more work is required to better elucidate this aspect of pyrolysis bio-oil phase equilibria 

modelling.
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Table 4. Nominal bio-oil compositions (water-free) of surrogate mixtures used to model liquid-vapor equilibrium processes in the context of bio-oil 

separation. Values in brackets correspond to the boiling point at atmospheric pressure (oC). Data taken from the PubChem database 

(https://pubchem.ncbi.nlm.nih.gov/) unless otherwise stated. Adapted from 118. 

 Westerhof et al. 192 Westerhof et al. 6 Ille et al. 37,201 Krutof and Humboldt 117 Adolf 191 Jones et al. 193 Onarheim et al. 116 

Feedstock 
Pinewood, three 

condensates 
Pinewood, three condensates 

Wheat straw, heavy 
(organic) condensate 

Softwood shavings, single condensate 
Wheat straw, light 

(aqueous) 
condensate 

Pinewood sawdust 
Pinewood / 

Forest residue 

Acids 
Formic acid (101), 

propionic acid (141), n-
butyric acid (164) 

Formic acid (101), acetic acid 
(118), propionic acid (141), 

n-butyric acid (164) 

Acetic acid (118), 
propionic acid (141) 

Acetic acid (118) Acetic acid (118) Crotonic acid (185) Acetic acid (118) 

Ketones   Acetol (147) Acetol (147) Acetol (147) Acetol (147) Acetol (147) 

Alcohols Ethanol (78) Ethanol (78) Ethylene glycol (197) Methanol (65) Methanol (65)  Ethylene glycol (197) 

Aldehydes 
Formaldehyde (-19), 
propionaldehyde (49) 

Formaldehyde (-19) Glycol aldehyde (131) Glycol aldehyde (131)   Glycol aldehyde (131) 

Furans   Furfural (162) Furfural (162), Furfuryl alcohol (171) Furfural (162) Furfural (162) Furfural (162) 

Lignin 
derived 

p-cresol (202), eugenol 
(254) 

p-cresol (202), eugenol (254) 
Phenol (182), 

Guaiacol (205), 
Syringol (261) 

Guaiacol (205), 4-methylguaiacol (221), 
4-ethylguaiacol (237), Eugenol (254), 

Syringol (261), 4-propylguaiacol (264), 
Vanillin (285) 

Phenol (182) 

Dimethoxybenzene (206), Isoeugenol 
(266), Vanillin (285), 

Dibenzofuran (287), Dimethoxystilbene 
(338) 

Guaiacol (205) 

Sugar 
derived 

Hydroquinone (287)  Levoglucosan (385)** Levoglucosan (385)**  
Hydroquinone (286), Levoglucosan 

(385)**, Cellobiose (592)* 
Levoglucosan (385)** 

Extractives      Dehydroabietic acid (403)* Oleic acid (360) 

High MW 
residue 

 "pyrolytic lignin" 3,4,4'-bipheyltriol (389)* 3,4,4'-biphenyltriol (389)*  
Phenylcoumarans (> 307), oligomeres 

with β-O-4 bond 
"pyrolignin" 

*: Estimated using the Adapted Stein & Brown method by the US Environmental Protection Agency's EPISuite™. 
**: Levoglucosan data obtained from Shoji et al. 202.  
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Table 5. Nominal bio-oil compositions (water-free) of surrogate mixtures used to model pyrolysis reactions. Values in brackets correspond to the 

boiling point at atmospheric pressure (oC). Data taken from the PubChem database (https://pubchem.ncbi.nlm.nih.gov/) unless otherwise stated. Part 

1 of 2. Adapted from 118. 

Functional 
Group 

Ranzi et al. 203 a Corbetta et al. 204 Anca-Couce et al. 205 Peters et al.144 b Trendewicz et al. 206 c Ranzi et al. 207,208 d Gorensek et al. 142 e 

Alkanes   
Methane (-162), 
ethylene (-104) 

C1-C4 (-162 - -1), C5-C18 (36-316), 
cyclopentane (49), methylcyclopentane 

(72), cyclohexane (81), cyclohexene (83), 
methylcyclohexane (101), 

cyclopropylcyclohexane (156), 
n-propylcyclohexane (157), bicyclohexyl 

(238) 

  
Methane (-162), ethylene (-

104) 

Acids Acetic acid (118) Acetic acid (118) Acetic acid (118) 
Formic acid (101), Acetic acid (118), 

Propionic acid (141), Levulinic acid (246) 
Formic acid (101) Acetic acid (118) 

Formic acid (101), Acetic acid 
(118) 

Acetons 
Ketene (-56), Acetone (56), 

Diacetyl (88) 
Acetone (56) Acetone (56) Ketene (-56), Acetone (56), Acetol (147) Acetone (56) Acetone (56)  

Alcohols 

Methanol (65), Ethanol (78), 

iso-propanol (82), n-propanol (97), 
Ethylene glycol (197), 
1,3-propanediol (214) 

Methanol (65), 
ethanol (78) 

Methanol (65), 
ethanol (78) 

C1-C6,C9 (65-213), 
Ethylene glycol (197), Propanediol (214) 

Methanol (65), 
ethanol (78) 

Methanol (65), 
ethanol (78) 

Methanol (65), ethanol (78) 

Aldehydes 

Formaldehyde (-19), 
Acetaldehyde (20), Glyoxal (50), 

Acrolein (52), Propanedial (122)*, 
3-hydroxypropanal (149)*, 
hydroxyoxopropanal (183)* 

Formaldehyde (-19), 
Acetaldehyde (20), 

Glyoxal (50) 

Formaldehyde (-19), 
Acetaldehyde (20), 

Propanal (48), 
Propanedial (122)*, 

Glycol aldehyde (131) 

Formaldehyde (-19), Acetaldehyde (20), 
Glyoxal (50), Propanedial (122)*, 

Glycol aldehyde (131) 

Formaldehyde (-19), 
Acetaldehyde (20), 

Glycol aldehyde (131) 

Formaldehyde (-19), 
Acetaldehyde (20), 

Glyoxal (50) 

Formaldehyde (-19), 
Propanal (48), Glyoxal (50), 

Acrolein (52), 
Glycol  aldehyde (131), 

3-hydroxypropanal (149)* 

Furans 

Furan (32) 

THF (65) 

Furfural (162) 

HMF (270)** 

 HMF (270)** 
Furan (32), Dimethylfuran (108)*, 

Furfural (162), Furfurylalcohol (171), 
HMF (270)** 

HMF (270)**  Furfural (162), HMF (270)** 

*: Estimated using the Adapted Stein & Brown method by the US Environmental Protection Agency's EPISuite™. 
**: Estimated using the ACD/Labs Percepta Platform - PhysChem Module. 
***: Levoglucosan data obtained from Shoji et al. 202. 
a: Including secondary reactions reported in the Supplementary Information of the manuscript 
b: Holocellulosic degradation taken from Ranzi et al. 203, lignin represented by a radicular degradation mechanism taken from Faravelli et al. 209 
c: Adapted from Corbetta et al. 204 
d: Both reaction networks feature the same pathways, with slightly distinct kinetic parameters 
e: Adapted from Humbird et al. 150  
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Table 6. Nominal bio-oil compositions (water-free) of surrogate mixtures used to model pyrolysis reactions. Values in brackets correspond to the 

boiling point at atmospheric pressure (oC).  Data taken from the PubChem database (https://pubchem.ncbi.nlm.nih.gov/) unless otherwise stated. Part 

2 of 2. Adapted from 118. 

Functional 
Group 

Ranzi et al. 203 a 
Corbetta et al. 
204 

Anca-Couce et 
al. 205 

Peters et al.144 b 
Trendewicz et 
al. 206 c 

Ranzi et al. 207,208 
d 

Gorensek et al. 
142 e 

Lignin 
derived 

Phenol (182), 
Syringol (261), 
p-Coumary alcohol (297)*
, Synapyl aldehyde (336)* 

Phenol (182), 
p-Coumaryl alcohol (297)
*, 
Synapyl aldehyde (336)* 

Phenol (182), 
p-Coumaryl alcohol (297)
*, 
Synapyl aldehyde (336)* 

Benzene (80), 
Toluene (111), 
Ethylbenzene (136), 
Xylene (139), 
Phenol (182), 
p-Cresol (202), 
2-ethylphenol (205), 
Guaiacol (205), 
Dimethylphenol (217), 
4-isopropenylphenol (218
), p-Coumaryl 
alcohol (297)*, 
Synapyl aldehyde (336)*, 
Synapyl alcohol (350)* 

Phenol (182), 
p-Coumaryl alcohol (297)
*, 
Synapyl aldehyde (336)* 

Phenol (182), 
p-Coumaryl alcohol (297)
*, 
Synapyl aldehyde (336)* 

Anisole (154), 
Phenol (182), 
p-Coumaryl alcohol (297)
*, 
Synapyl aldehyde (336)* 

Sugar 
derived 

Dihydrolevoglucosan (20
3)*, Xylose (328)*, 
Xylofuranose (331)*, 
Levoglucosan (385)*** 

Xylose (328)*, 
Levoglucosan (385)*** 

Xylose (328)*, 
Levoglucosan (385)*** 

Xylose (328)*, 
Levoglucosan (385)***, 
Glucose (411) 

Levoglucosan (385)*** 
Xylose (328)*, 
Levoglucosan (385)*** 

Xylosan (247)*, 
Levoglucosan (385)*** 

Extractives      

3,5-dihydroxy-
benzofuranone (366)*, 

Gallocatechol (686) 

3,5-dihydroxy-
benzofuranone (366)*, 

Gallocatechol (686) 

Polycyclics    
Naphtalene (218), 
Chrysene (448)    

High MW 
residue      

trans-3-(3,4-
dimethoxyphenyl)-4-((E)-
3,4-dimethoxystyryl)-
cyclohex-1-ene (465) 

trans-3-(3,4-
dimethoxyphenyl)-4-((E)-
3,4-dimethoxystyryl)-
cyclohex-1-ene (465) 

*: Estimated using the Adapted Stein & Brown method by the US Environmental Protection Agency's EPISuite™. 
**: Estimated using the ACD/Labs Percepta Platform - PhysChem Module. 
***: Levoglucosan data obtained from Shoji et al. 202. 
a: Including secondary reactions reported in the Supplementary Information of the manuscript 
b: Holocellulosic degradation taken from Ranzi et al. 203, lignin represented by a radicular degradation mechanism taken from Faravelli et al. 209 
c: Adapted from Corbetta et al. 204 

d: Both reaction networks feature the same pathways, with slightly distinct kinetic parameters 
e: Adapted from Humbird et al. 150 
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Representation of the high-molecular-weight residue 

This section discusses the challenges of accurately representing the HMW compounds in 

models of pyrolysis oil condensation. Different researchers have proposed various surrogates 

or representative molecules for this fraction, which is composed of complex, non-volatile 

compounds that are difficult to quantify experimentally. The choice of surrogate can 

significantly impact the accuracy of predictions made using these models, particularly when it 

comes to estimating the elemental composition of the bio-oil. Therefore, it is essential to 

carefully consider the selection of HMW surrogates and their limitations when developing and 

applying these models. It is also important to keep in mind that the presence, nature and 

abundance of the HMW residue is important to be able to make a mass and/or molar balance to 

the system. 

There have been multiple approaches to better characterize the HMW residue. Elliott et al. 

210 estimated the yield of water-insolubles as between 3-29 wt% (wet) of the FPBO yield, and 

estimate an average molecular weight of this phase as ranging between 1000-2500 g/mol. 

Czernik et al. 211 proposed values within the range 930- 980 g/mol for bio-oil after long term 

aging at different temperatures. Debiagi et al. 212 considered a surrogate ‘high-molecular-weight 

lignin’ with the formula C24H28O4 (diethylstilbestrol dipropionate, 380.5 g/mol), as a 

subproduct of the degradation of lignin into sinapyl alcohol. A series of manuscripts concerning 

the characterization of the water-insoluble fraction of pyrolysis bio-oils 27,213–215 employ 

different characterization methods to a ‘pyrolytic lignin’ obtained by dropping pyrolysis oil 

from different sources into ice-cold water and then filtering and drying under vacuum. The 

authors characterized the obtained residue to have a molecular weight of 684-692 g·mol-1, an 

hydroxyphenyl / guaiacyl / syringyl (H/G/S, a common metric in the characterization of lignins) 

ratio of 6%/73%/21%, an elemental composition of 65.22% C, 6.13% H, and 27.63% O. They 

also found that the HMW residue contains 7.5% phenylic methoxy (CH3‒O‒Ph) groups and 

11.9% phenylic hydroxyl (OH‒Ph) groups. Another molecular structure for the HMW residue 



 

32 

has been proposed by Fonseca 37 based on the conclusions of Scholze et al. 213 (Figure 1). 

Bayerbach and Meier 215 reveal that there are additional substituents, such as acid (COOH‒Ph, 

around 5% prevalence), acetyl (CH3CO‒Ph), resinol groups, and biphenyl bonds. The authors 

also propose a surrogate with the formula 𝐶଼𝐻଻.ଵ଼𝑂ଵ.ଶଵ(𝑂𝐻)ଵ.଴଼(𝑂𝐶𝐻ଷ)଴.ଷ଻, with a molecular 

weight of 152.55 g·mol-1. 

 

Figure 1. Molecular structure of an HMW residue surrogate based on the conclusions of 

Scholze et al. 213 (C37H44O12, 680.74 g·mol-1). Adapted from 118. 

Other authors explicitly focus on representatives for the HMW residue phase that permit the 

modeling of LVE phenomena. Westerhof et al. 6 and Onarheim et al. 116 propose null vapor 

pressure surrogates with no specific identities (see Table 4), which at least enables its 

representation as mass fraction of the condensate. Ille et al. 37 [207] used low molecular weight 

dimer surrogates (Figure 2a and b) to model the HMW residue during simulations of LVE in 

pyrolysis condensates, with the intention to accurately model the activity of water. The decision 

for a suitable surrogate molecule was based on a systematic analysis of phenolic dimers using 

the UNIFAC-DMD model assuming ideal gas conditions and let to the recommendation of 

biphenyltriol (Figure 2b). Less accurate results were obtained by using a similar phenolic dimer 

(Figure 2c) during the modeling of fractional condensers using flash units and using the RK 

EoS 112. 
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Figure 2. Molecular structure of a) 4,4’-biphenol (C12H10O2, 186.21 g·mol); b) 3,4,4'-

biphenyltriol (C12H10O3, 202.2  g·mol-1); and c) 4-(4-hydroxy-3-methoxyphenyl)-2,6-

dimethoxyphenol, 276.28  g·mol-1). Adapted from. 37,112,216. 

Next to the accuracy of the phase equilibrium model, precise representation of the elemental 

composition of a bio-oil might be important. The amount of HMW residue and the choice for 

its representing molecule has an important influence on the elemental composition of the FPBO 

as can be seen in Table 8. For other modeling purposes, a more precise representation of the 

actual chemical nature of the HMW residue might be desirable. A ‘perfect’ solution for an 

HMW residue surrogate, in case it exists, has not been found and it is up to the user to decide 

on which alternative fits best the intended purpose of the study. 

Table 7. Comparison of elemental composition (C/H/O, wt.% db.) between experimental and 

simulated pyrolysis condensates. Based on data taken from 118. MC: moisture content. 

 Wheat 
Straw MC = 

1.2 wt.% 

Wheat 
Straw MC = 

9.1 wt.% 

Wheat 
Straw MC = 
24.0 wt.% 

Miscanthus Sugar Cane 
Bagasse 

Beech Wood 

Experim
ental 

47.5%/6.7%/
45.8% 

54.6%/7.5%/
37.9% 

24.7%/3.5%/
71.7% 

43.7%/4.8%/5
1.4% 

46.3%/5.9%/
47.8% 

42.3%/9.1%/
48.6% 

Simulate
d 

59.8%/6.9%/
33.3% 

59.6%/6.9%/
33.5% 

59.7%/6.9%/
33.3% 

47.1%/11.1%/
41.8% 

59.1%/6.9%/
34.0% 

59.3%/6.9%/
33.8% 

a) b) c) 
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Table 8. Nominal and fractional composition of several FPBOs in the literature, as well as an estimation of its elemental composition. Adapted from 

37. 

Ille et al. 37  Fonseca et al. 19  Fonts et al. 217 
Composition wt.% mol.%  Composition wt.% mol.%  Composition wt.% mol.% 

Water 13.3% 53.6%  Water 16.9% 47.4%  Water 23.2% 73.0% 

Acetic Acid 5.1% 1.2%  Acetic Acid 14.6% 6.6%  Glycol aldehyde 1.0% 1.3% 

Propionic Acid 1.3% 6.1%  Propionic Acid 3.7% 12.3%  Acetol 6.7% 5.1% 

HAA 1.0% 1.3%  Acetaldehyde 2.6% 2.5%  
2-

Cyclopentenone 
0.5% 0.3% 

Acetol 9.0% 8.8%  Acetol 23.7% 3.0%  
3-met-1,2-

cyclopentedione 
0.5% 0.3% 

Furfural 1.6% 1.2%  Furfural 4.1% 16.2%  Acetic acid 8.7% 8.2% 

Phenol 1.6% 1.2%  Phenol 4.0% 2.2%  Propionic acid 2.8% 2.1% 

Guaiacol 2.7% 1.6%  Guaiacol 6.6% 2.2%  Formic acid 1.0% 1.2% 

Syringol 2.4% 1.1%  Syringol 5.8% 2.7%  Furfural 0.6% 0.4% 

Levoglucosan 3.7% 1.7%  Levoglucosan 9.9% 1.9%  2(5H)-furanone 0.8% 0.5% 

Ethylene Glycol 1.4% 1.7%  Ethylene Glycol 8.1% 3.1%  Phenol 0.9% 0.5% 

HMW residue a 57.1% 20.5%      Guaiacol 0.2% 0.1% 
Elemental 

Analysis C/H/O 
55.8%/6.5%/37.

8% 
34.7%/47.7%/17

.6% 
 

Elemental 
Analysis C/H/O 

41.8%/8.0%/50.
2% 

24.0%/54.5%/21
.6% 

 Creosol 0.5% 0.2% 

        4-ethylguaiacol 0.2% 0.1% 

        Catechol 0.3% 0.1% 

        Syringol 0.1% 0.0% 

        
4-

methylcatechol 
0.5% 0.2% 

        Vanillin 1.5% 0.6% 

        Syringaldehyde 0.2% 0.1% 

        Levoglucosan 6.5% 2.3% 

        Cellobiosan 3.5% 0.6% 

        HMM PL c 11.0% 0.4% 

        LMM PL d 10.2% 1.0% 

        Humin e 7.0% 0.6% 

        Oligomer f 11.0% 0.4% 

        
Elemental 

Analysis C/H/O 
42.6%/7.3%/50.

1% 
25.5%/52.0%/22

.5% 

a: 3,4,4’-bisphenoltriol (C12H10O3, 202.22 g·mol-1), b: C37H44O12 (680.81 g·mol-1), c: C81H78O25, d: C30H34O11, e: C36H32O16, f: C70H82O34 
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Estimation of thermophysical properties 

The choice of a surrogate mixture should consider availability of experimental data for the 

thermophysical properties required to run phase equilibrium models; else these properties need 

to be estimated. Estimating thermophysical properties is an essential task in chemical 

engineering, particularly when dealing with complex systems where experimental data may not 

be readily available. Accurate estimates allow engineers to make informed decisions throughout 

different stages of a project, from process synthesis and design to optimization and control. 

Thermophysical properties influence the behavior of materials in various operations, such as 

separation, reaction, and heat transfer. Therefore, reliable predictions require careful 

consideration of the choice of phase equilibrium model, mixing rule, and thermophysical 

property estimation method in case reliable experimental data is missing. When modeling any 

system using phase equilibrium models other than Ideal Gas and unmodified Raoult law, the 

user is expected to supply properties such as critical point properties (temperature, pressure, 

volume, diameter, compression factor) for cubic and vapor-phase association equation-of-state 

methods (compare   
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Table 1). Binary interaction parameters in both phases (calculated from experimental data, 

and available in several databases1) are required for several equation-of-state and activity 

coefficient models. 

Table 9 and Table 11 show a list of experimentally-measured properties that are available in 

the literature and/or databases for typical pyrolysis condensate components. It is clear that the 

majority of parameters required to run phase equilibrium models for FPBO is missing. Of the 

compounds commonly used in surrogate mixtures, only acetic acid, p-cresol, methanol, and 

phenol have experimental values available for all parameters. Ethylene glycol, wich is a 

commonly used alcohol with higher normal boiling point than methanol, is also very well 

described. While lignin derived compounds sometimes have only be represented by p-cresol or 

phenol, it might by desirable and relevant to add other representatives (such as e.g. guaiacol 

and syringol) which are largely missing experimental data. It then needs to be decided whether 

to include them in a model, relying on estimating their thermophysical properties, or restrict the 

representation to the two compounds with more reliable data. One commonly used 

representative for furans (i.e. furfural) has larger gaps in experimentally determined parameters. 

Problematic are representatives for ketones (e.g. acetol), aldehydes (e.g. glycolaldehyde) and 

sugar derived compounds (levoglucosan) since experimental data for their thermophysical 

properties is largely missing. This shows that even for a surrogate mixture, which are typically 

created with the availability of thermophysical data in mind, significant gaps in experimental 

data to run phase equilibrium models do exist. 

To overcome this challenge, it is required to rely on various methods to estimate physical 

properties, including Quantitative Property-Property Relationship (QPPR), Quantitative 

Structure-Property Relationship (QSPR) models, and ab initio models 217. QPPR relates 

properties to one another through fundamental relationships, such as thermodynamic equations, 

 
1 It is possible to estimate binary interaction parameters using UNIFAC group contribution distributions for the NRTL, UNIQUAC, Wilson 
and Soave-RK models, and Huron-Vidal and Wong-Sandler EoS mixing rules. 
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or regression models. QSPR employs advanced molecular descriptors, including topological, 

topochemical, electrotopical, geometric, and hydrogen-bonding, along with computational 

techniques for optimization and regression. These methods enable the derivation of property 

values based on characteristics of the molecular structure. 218,219. Among QSPR methods, group 

contribution methods are the most frequently used due to their ease of use and accuracy 220. 

These methods divide the molecule into non-overlapping moieties, and the desired property is 

calculated as the sum of the properties of the molecular fragments, which are regressed from 

experimental data. Although this approach is straightforward, it does not consider isomerism. 

To address this limitation, second-order methods were developed, which take into account both 

the fragment itself and its nearest neighbors 221. Typical group contribution methods permit the 

estimation of a property X following a formula similar to the one shown in Eq. 15), for which 

Ni and Ci and Mj and Dj correspond to the number of occurrences and contribution of a first-

order group and second-order group, respectively. 

𝑓(𝑋) = ෍ 𝑁௜𝐶௜ + ෍ 𝑀௝𝐷௝

௜௜

 15) 
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Table 9. Availability of measured thermophysical properties in the literature or databases for common biomass pyrolysis bio-oil components. Adapted from 

118. Part 1 of 2. 

 Formul
a 

CAS 
Numbe

r 

Normal Boiling 
Point 

Critical Parameters 
Acentric 
Factor 

Heat 
Capacit

y 

Formation 
Vapor 

Pressure 
Enthalpy of 

Vaporization 
Liquid Molar 

Volume Temperatur
e 

Pressur
e 

Volum
e 

Compression 
Factor 

Enthalp
y 

Gibbs 
Energy 

Acetaldehyde C2H4O 75-07-0 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
Acetic Acid C2H4O2 64-19-7 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Acetol C3H6O2 
116-09-

6 ✓       ✓  ✓  ✓ 

Acetone C3H6O 67-64-1 ✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Acrolein C3H4O 
107-02-

8 ✓       ✓  ✓   

Biphenyltriol, 3,4,4'- 
C12H10O

3 
3598-
29-6 

            

Cellubiose 
C12H22O

11 
528-50-

7 ✓            

Crotonic acid C4H6O2 
107-93-

7 ✓       ✓     

Dehydroabietic acid 
C20H28O

2 
1740-
19-8 ✓            

Dibenzofuran C12H8O 
132-64-

9 ✓ ✓ ✓ ✓   ✓ ✓  ✓   

Dimethoxybenzene C8H10O2 
202-

045-3 
         ✓   

Dimethoxystilbene 
C16H16O

2 
             

Ethanol C2H6O 64-17-5 ✓ ✓ ✓ ✓   ✓ ✓ ✓ ✓  ✓ 

Ethylene Glycol C2H6O2 
107-21-

1 ✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Eugenol 
C10H12O

2 
97-53-0 ✓          ✓  

Formaldehyde CH2O 50-00-0 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
Formic Acid CH2O2 64-18-6 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Furfural C5H4O2 98-01-1 ✓ ✓     ✓ ✓  ✓  ✓ 
Furfural, 5-

hydroxymethyl 
C7H8O3 67-47-0 ✓      ✓   ✓  ✓ 

Furfuryl Alcohol C5H6O2 98-00-0 ✓ ✓ ✓     ✓  ✓ ✓  

Glyoxal C2H2O2 
107-22-

2 ✓         ✓   

Guaiacol C7H8O2 90-05-1 ✓      ✓   ✓  ✓ 

Guaiacol, 4-ethyl C9H12O2 
2785-
89-9 ✓         ✓   

Guaiacol, 4-methyl C8H10O2 93-51-6 ✓         ✓ ✓ ✓ 

Guaiacol, 4-propyl 
C10H14O

2 
2785-
87-7 
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Table 10. Availability of measured thermophysical properties in the literature or databases for common biomass pyrolysis bio-oil components. Adapted from 

118. Part 2 of 2. 

 Form
ula 

CAS 
Numb

er 

Normal Boiling 
Point 

Critical Parameters 
Acentric 
Factor 

Heat 
Capac

ity 

Formation 
Vapor 

Pressure 
Enthalpy of 

Vaporization 
Liquid Molar 

Volume Temperat
ure 

Pressu
re 

Volu
me 

Compression 
Factor 

Enthal
py 

Gibbs 
Energy 

Glycol 
Aldehyde 

C2H4O
2 

141-
46-8 

         ✓ ✓  

Hydroquinone 
C6H6O

2 
123-
31-9 ✓      ✓ ✓  ✓ ✓  

Isoeugenol 
C10H12

O2 
227-

678-2 ✓         ✓   

Levoglucosan 
C6H10

O5 
498-
07-7 ✓       ✓  ✓   

Linoleic Acid 
C18H32

O2 
60-33-

3 ✓ ✓ ✓   ✓       

Methanol CH4O 
67-56-

1 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

n-Butyric Acid 
C4H8O

2 
107-
92-6 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Oleic Acid 
C18H17

O2 
112-
80-1 

         ✓   

p-Coumaryl 
Alcohol 

C9H10

O2 
3690-
05-9 ✓            

p-Cresol C7H8O 
106-
44-5 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Phenol C6H6O 
108-
95-2 

 ✓ ✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓ ✓ 

Propanaldehyd
e, 1- 

C3H6O 
123-
38-6 ✓ ✓ ✓ ✓  ✓ ✓ ✓  ✓ ✓ ✓ 

Propionic Acid 
C3H6O

2 
79-09-

4 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓  ✓ ✓ ✓ 

Sinapaldehyde 
C11H12

O4 
4206-
58-0 

            

Syringol 
C8H10

O3 
91-10-

1 ✓       ✓  ✓ ✓ ✓ 

Vanillin 
C8H8O

3 
121-
33-5 ✓       ✓ ✓ ✓ ✓  

Xylosan 
C5H8O

4 
51246
-91-4 
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Another option is ab initio models, also referred to as quantum chemistry composite methods. 

These models simulate the behavior of molecules in a quantum space, allowing for the 

manipulation of interactions and conditions 222. Researchers have attempted to combine 

machine learning with ab initio methods to estimate properties based on molecular structures 

223, or predict the molecular structure of a hypothetical compound based on a desired property 

222. Additionally, combining QSPR and ab initio methods creates comprehensive databases for 

machine learning models 224. Many software packages, such as e.g. Gaussian, provide access to 

pre-compiled model chemistry databases for these methods. Simmie and Somers 225 discuss the 

most commonly databases used for property estimation, and discuss issues arisen from the 

inexperienced use of these methods, as well as mentioning the need to develop model 

chemistries which are both resource-non-intensive, friendly to use, and employ more recent and 

better functionals. 

In Table 11, one can find a list of methods to estimate relevant thermophysical properties. As 

most of them have more than one method available, it is the responsibility of the user to ensure 

the physical viability of the results obtained 226. Gorensek et al. [122] devised alternative group-

contribution-based strategies to estimate several of properties for both solid and liquid 

compounds. Several of the methods presented in Table 11 are correlation methods in function 

of process conditions, such as temperature and pressure. This allows for a better estimation of 

process conditions and product quality during different phases of a chemical engineering project 

(process synthesis, design, optimization, control and analysis). 227 Consequently, the variation 

of the properties with the state conditions (P, T, V, n, µ) have to be made available for each 

participating component, in each individual phase-equilibrium calculation. 

Rowley et al. 228 affirms that thermophysical property databases frequently do not perform 

consistency checks on the results contained within, and propose 39 diffferent possible checks, 

including estimation of the critical compression factor from the definition vs from the other 

critical properties, testing whether the parameters fit within a certain range, or even comparing 
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the value estimated for the vapor pressure between solid and liquid at the melting temperature. 

These tests can be automatized within the database to single out faulty data, signifying 

unfeasible experimental results or unsuitable estimation parameters. 

Table 11. List of methods for estimation or correlation of relevant thermophysical properties. 

Not extensive. Adapted from 118. 

Parameter  Group contribution methods Other QSPR methods 

Normal Boiling Point Joback 229, Gani 230, Cordes-
Rarey 231, Satou 232, Stein-
Brown 233, Marrero-Gani 234, 
Marrero-Pardillo 235 

Mani a, Twu 236 

Critical Temperature Joback 229, Gani 230, 
Lydersen 237, Fedors 238, 
Ambrose 239, Klincewicz-
Reid 240, Nannoolal-Rarey 
241, Marrero-Gani 234, 
Marrero-Pardillo 235 

Mani a, Twu 236 

Critical Pressure Joback 229, Gani 230, 
Lydersen 237, Ambrose 239, 
Nannoolal-Rarey 241, 
Marrero-Gani 234, Marrero-
Pardillo 235 

Mani a, Twu 236 

Critical Volume Joback 229, Gani 230, 
Lydersen 237, Ambrose 239, 
Fedors 242, Nannoolal-Rarey 
241, Marrero-Gani 234, 
Marrero-Pardillo 235 

Twu 236 

Acentric Factor 
 

Lee-Kesler 243 

Ideal Gas Heat Capacity Benson 221, Joback 229, 
Harrison 244 

Aly-Lee 245 

Liquid Heat Capacity Růžička 246–248, Chueh-
Swanson 249 

 

Standard Enthalpy of 
Formation 

Joback 229, Gani 230, Benson 
221 Marrero-Gani 234 

 

Standard Gibbs Energy of 
Formation 

Joback 229, Gani 230, Benson 
221 Marrero-Gani 234 

 



 

42 

Vapor Pressure Li-Ma 250, Nannoolal-Rarey 
251, Simmons 252, Yair-
Fredenslund 253, Ceriani-
Meirelles 254 

Mani a, Riedel 255, Mackay 
256, Mishra-Yalkowsky 257, 
Myrdal-Yalkowsky 258 

Enthalpy of Vaporization Gani 230, Vetere 259,260, 
Ducros 261–263, Li-Ma 250, 
[257], Marrero-Gani 234 

Watson 264 

Liquid Molar Volume Le Bas 265 Gunn-Yamada 266, Yamada-
Gunn 267, Rackett-Spencer-
Danner 268, Hankinson-
Thomson 269,270, Honarmand 
271 

Vapor Viscosity Reichenberg 272 Chung-Lee-Starling 273 

Liquid Viscosity Letsou-Stiel 274, Orrick-Erbar 
275, Nannoolal-Rarey 276 

 

Vapor Thermal Conductivity  Chung-Lee-Starling 273 

Liquid Thermal Conductivity Sastri-Rao 277, Navgekar-
Daubert 278 

Scheffy-Johnson 279, Sato-
Riedel 275, Lakshmi-Prasad 
280, Gharagheizi 281 

Surface Tension Li-Ma 250 Brock-Bird 282, MacLeod-
Sudgen 283,284, Zuo-Stenby 
285, Sastri-Rao 286, Hakim 287, 
Miqueu 288 

Vapor Diffusion Coefficient Lapuerta 289 Slattery-Bird290, Elliott-
Watts 291 

Liquid Diffusion Coefficient Wilke-Chang 292, Miyabe-
Isogai 293 

 

Hildebrand Solubility 
Parameter 

Stefanis-Panayiotou 294  

Octanol-Water Partition 
Coefficient 

Klopman 295  

Parachor Sugden 296, Mumford-
Phillips 297, Quayle 298, 
Gharagheizi 104 

Hugill-van Welsenes 299 

a: The Mani method was developed by Aspen Technologies™. 
  



 

43 

In the context of modeling pyrolysis bio-oils, Fonts et al. 217 and Manrique et al. 130 discussed 

methods and estimated properties for model components relevant to their work. In extension of 

their work, Fonseca 118 conducted a study of several of the property methods presented in Table 

11 with a focus on deviations between experimental data and predicted results for 45 

compounds typically found in pyrolysis condensates. The average relative deviation (estimated 

value vs experimental data) for each case is presented in Table 12 and Table 13, as well as the 

case for which each method produced the highest deviation to the experimental data. The full 

list of results and methods is available in the Supplementary Information. Comparing the 

estimated properties among each other, it is clear that there is a large discrepancy in 

performance of the methods when estimating a single parameter or variations with the 

temperature. For the latter, one has to be aware of the interval of validity of the regressions, 

which may not match the range for which experimental data is available, leading to high 

deviations. When analysing the worst cases, the influence of the shortcomings of group 

contribution methods becomes clear: some intramolecular phenomena are not correctly 

modeled by regressed parameters, which might be at play for small oxygenates. Other 

shortcomings of group contribution methods include the lack of groups to model certain 

structures, for example ketene (>C=C=O) groups. It is important to keep in mind that the Mani 

method and the TDE results are only obtainable making use of proprietary software and may 

not be available to all potential users, but were added here for the sake of comparison.
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Table 12. Average relative deviations between predicted values and experimental data for some thermophysical properties for the group presented in 
Table 9 and Table 10. Adapted from data associated with 118. Values in parenthesis refer to the number of components considered for the average. 
Part 1 of 2. 

 Group contribution methods Other methods/sources 

Normal Boiling Point (°C) 

Joback Gani Cordes-Rarey    TDE a ACD/Labs b 
Stein-

Brown c 
Mani d 

3.9% (31) 4.5% (31) 6.3% (31)    1.4% (31) 1.5% (31) 
3.8% 
(31) 

3.1% 
(19) 

Worst case 
Linoleic Acid 

(52.2%) 
Linoleic Acid 

(24.4%) 
Glyoxal (34.1%)    

Linoleic Acid 
(23.6%) 

Linoleic 
Acid 

(26.1%) 

Linoleic 
Acid 

(31.8%) 

Furfural 
(76.0%) 

Critical Temperature (°C) 
Joback Gani 

Nannoolal-
Rarey 

Lydersen Ambrose Fedors TDE a Mani d   

1.8% (17) 1.6% (17) 2.1% (17) 2.1% (17) 2.7% (17) 1.6% (17) 1.4% (17) 0.8% (8)   

Worst case 
Linoleic Acid 

(19.5%) 
Ethylene Glycol 

(17.6%) 
Linoleic Acid 

(28.7%) 
Linoleic Acid 

(18.6%) 
Acetaldehyde 

(23.9%) 
Ethylene Glycol 

(14.9%) 
Furfuryl Alcohol 

(4.7%) 
Furfural 
(23.1%) 

  

Critical Pressure (bar) 
Joback Gani 

Nannoolal-
Rarey 

Lydersen Ambrose  TDE a    

4.6% (17) 5.8% (17) 4.2% (17) 6.9% (17) 22.1% (17)  7.8% (17)    

Worst case 
Linoleic Acid 

(89.4%) 
Linoleic Acid 

(89.6%) 
Linoleic Acid 

(65.8%) 
Linoleic Acid 

(88.6%) 
Furfuryl Alcohol 

(464.1%) 
 

Formic acid 
(108.2%) 

   

Critical Volume (cm3/mol) 
Joback Gani 

Nannoolal-
Rarey 

Lydersen Ambrose Fedors TDE a    

1.8% (14) 1.6% (14) 1.7% (14) 2.6% (14) 7.1% (14) 2.4% (14) 1.9% (14)    

Worst case 
Formic acid 

(14.8%) 
Phenol (15.3%) Phenol (24.7%) 

Formaldyehyde 
(28.7%) 

Acetaldehyde 
(49.5%) 

Phenol (23.0%) 
p-Cresol 
(26.6%) 

   

Enthalpy of Vaporization (kJ/mol) @ Tb 
Gani Vetere Ducros Li-Ma 

Clausius-
Clayperon 

 TDE a 
ACD/labs 

b 
  

12.0% (21) 10.9% (21) 12.5% (21) 2.8% (9) 10.3% (9)  30.7% (18) 6.8% (20)   

Worst case 
Acetic acid 

(95.8%) 
Acetic acid 

(59.5%) 

Ethylene 
Glycol 

(99.0%) 

Glycol 
aldehyde 
(36.9%) 

Acetic acid 
(74.7%) 

 
Formaldehyde 

(202.6%) 

Glycol 
aldehyde 
(38.6%) 

  

a: Estimated using the NIST ThermoDataEngine (TDE)® software. Available within Aspen Properties V14®. 
b: Estimated using the Physchem Suite within the ACD/Labs™ Percepta® software. Available through ChemSpider (chemspider.com). 
c: Adapted Stein-Brown method estimated using the US Environmental Protection Agency’s EPISuite™. Available through ChemSpider (chemspider.com). 
d: The Mani method was developed by Aspen Technologies™. Available within Aspen Properties V14®.  
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Table 13. Average relative deviations between predicted values and experimental data for some thermophysical properties for the group presented in 

Table 9 and Table 10. Adapted from data associated with 118. Values in parenthesis refer to the number of components considered for the average. 

Part 2 of 2. 

Ideal Gas Heat 
Capacity (J/mol.K) 

@ 25 °C 

Joback Benson TDE a  Liquid Heat Capacity 
(J/mol.K) @ 25 °C 

Růžička TDE a 

6.5% (19) 6.2% (19) 3.0% (16)  7.6% (17) 0.4% (4) 

Worst case Acetone (85.3%) Acetone (84.8%) HMF (74.2%)  Worst case Propanoic acid 
(112.5%) 

Formaldehyde 
(17.4%) 

Standard Enthalpy of 
Formation (kJ/mol) 

Joback Gani Benson TDE a logKOW Klopman ACD/labs b 

28.7% (27) 24.4% (27) 24.3% (27) 0.0% (5) 15.5% (6) 6.8% (20) 

Worst case Linoleic Acid 
(732.2%) 

Linoleic Acid 
(747.8%) 

Linoleic Acid 
(729.8%) 

Acetone (0.4%) Worst case Acetic acid (350.0%) Glycol aldehyde 
(38.6%) 

Standard liquid 
volume (cm3/mol) 

Le-Bas TDE a Gunn-Yamada ACD/Labs b Heidelberg Solubility 
(MPa1/2) 

Stefanis-Panayiotou TDE a 

20.8% (19) 3.7% (19) 19.7% (19) 3.8% (31) 2.6% (11) 2.2% (9) 

Worst case 4-methylguaiacol 
(74.5%) 

Acetaldehyde 
(22.3%) 

4-methylguaiacol 
(70.5%) 

Acetaldehyde 
(19.8%) 

Worst case Acetol (32.3%) Acetol (45.7%) 

a: Estimated using the NIST ThermoDataEngine (TDE)® software.  
b: Estimated using the Physchem Suite within the ACD/Labs™ Percepta® software. Available through ChemSpider (chemspider.com). 
c: Adapted Stein-Brown method estimated using the US Environmental Protection Agency’s EPISuite™. Available through ChemSpider (chemspider.com). 
d: Estimated using KOWWIN v1.67 within the US Environmental Protection Agency’s EPISuite™. Available through ChemSpider (chemspider.com). 
,
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Specific to the vapor pressure (Table 14), it is sometimes difficult to discuss the feasibility of 

an estimation method for various different components. As in all other cases, high deviations 

arise from the temperature range of validity of the regressions and the available experimental 

data. 

Table 14. Average relative deviations between predicted values and experimental data for the 

vapor pressure ofcompounds presented in Table 9 and Table 10. Range of validity: 0-150 °C. 

Adapted from data associated with 118. 

 Riedel Li-Ma Mani 
Nannoolal-

Rarey 
TDE 

Cummulative 
Deviation (CI 95%) 

[kPa] 
65.1 ± 42.5 

1065.9 ± 
382.5 

29.3 ± 
13.6 

47.2 ± 20.0 10.3 ± 7.0 

Number of Points 31 26 26 31 29 

Worse case 
4-

methylguaiacol 
Glycol 

Aldehyde 
Furfural 

4-
methylguaiacol 

1-
Propanaldehyde 

 

Mixing rules are required to allow for the estimation of thermophysical properties of the phase 

mixture at the desired set of conditions. Most phase equilibria models consider the fluid as a 

single entity for which properties must be estimated using mixing rules. The enthalpy of a 

stream is a direct function of the process conditions (temperature, pressure, chemical potential) 

and can be estimated as a weighted sum of the enthalpy of each component present in each 

phase within the stream. The fraction of each component with the stream is typical a function 

of its fugacity. The enthalpy of each component is typically estimated using Hess's law, which 

considers factors such as the standard enthalpy of formation, sensible enthalpy at ideal gas 

phase, and enthalpy of phase change. However, it's also possible to estimate enthalpy based on 

values compiled for condensed phases. 
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Moreover, it is often relevant to know the properties of a given mixture stream (e.g., density, 

viscosity), for which properties are estimated by mixing rules. Most frequently, mixture 

properties are taken as weighed averages (Eq. 16), n=1), power laws (Eq. 16), n≠1) or 

logarithmic weighed averages (Eq. 17)) of the individual components. In Eq. 16) and Eq. 17), 

xi
α refers to the molar fraction of component i in phase α, and Xi

α refers to the value of the 

property X for that same component i in phase α 54. Gas-phase mixture properties are frequently 

estimated as a function of the properties of individual components and binary interaction 

parameters, based on simplifications of formal kinetic theory. 300 A summary of mixing rules is 

provided in Table 15. 

. 
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Table 15. List of methods for estimation of mixture properties. Not extensive. 

 Vapor-phase Liquid-phase 

Mixture Property Estimation method Estimation method 

Thermal conductivity Wassiljeva-Mason-Saxena 
300 

Linear Weighted Average 301 

Yoon-Thodos 302 Vredeveld 301 

Stiel-Thodos 303 Wassiljeva 301 

Hirschfelder-Eucken 300 Chung-Lee-Starling 304 

Schreiber-Vesovic-
Wakeham 300 

Teja-Rice 305 
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Viscosity Ely-Hanley 306 Logarithmic Weighted 
Average 54 

Chapman-Enskog-Brokaw 

307 
Modified Andrade 54 

Chung-Lee-Starling 304 McAllister 308 

Wilke 309  

Davidson 310  

Lucas 54  

Diffusion Coefficient Chapman-Enskog-Wilke-
Lee 289 

Wilke-Chang 292 

Dawson-Khoury-Kobayashi 

54 
 

Fuller 311  

Molar Volume Based on EoS Modified Rackett-Spencer-
Danner 54,268,312 

Surface Tension - Linear Weighted Average 54 

- Powerlaw Weighted 
Average 54 

- Modified MacLeod-Sugden 

54 

 Zuo-Stenby 285 

 

Predicting thermophysical properties of components and mixtures, particularly pyrolysis 

condensates, can be challenging but are required since several thermophysical properties that 

are needed to run phase equilibria models are missing. Several approaches have been developed 

to address this challenge, among which group contribution methods take center-stage due to 

their ease of implementation. However, these methods rely on simplified assumptions and 

require careful selection of appropriate parameters. The most difficult parameters to estimate 
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are also the most sensitive ones: those that vary with process conditions. There is no single 

approach that can accurately predict each thermophysical property of novel compounds or 

complex mixtures under all conditions; however, a combination of methods may be able to 

provide a comprehensive understanding of the behavior of these systems. In that case they 

represent a reasonable alternative if experimental data is missing. 

Conclusion 

In light of the escalating development in pyrolysis bio-oil applications, particularly with 

diverse feedstocks beyond pristine wood, there is an imperative need for the design of efficient 

refining processes. This necessitates the utilization of established separation technologies and, 

consequently, underscores the demand for reliable phase equilibrium models adept at handling 

the intricate composition of pyrolysis bio-oil. While existing phase equilibrium models 

represent the current pinnacle of sophistication, addressing the specific challenges intrinsic to 

pyrolysis bio-oil is crucial. This review has focused on four pivotal aspects related to liquid-

vapor equilibrium (LVE), which is pertinent for both condensation design and distillation 

processes: the selection of an appropriate phase equilibrium model, formulation of a suitable 

surrogate mixture for pyrolysis bio-oil, characterization of the predominantly unknown high-

molecular-weight (HMW) residue fraction, and estimation of absent thermophysical properties 

for compounds relevant to thermochemical liquefaction products. 

Despite a discernible inclination towards activity coefficient models based on the context at 

hand, a broad spectrum of phase equilibrium models has been employed in the literature. While 

a definitive evaluation remains elusive due to a scarcity of experimental data, it becomes 

apparent that consideration of a non-ideal mixture in the liquid phase is imperative. 

Simultaneously, the reliability of activity coefficient models, such as UNIFAC-based models, 

is cast into doubt by the absence of experimental data necessary for refining binary interactions 

in relation to pyrolysis bio-oil compounds. 
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The selection of a surrogate mixture emerges as a critical decision contingent upon the goals 

of the modeling study. The necessity for such a surrogate mixture arises from both the presence 

of a substantial fraction of unknown components and the dearth of reliable, compound-specific 

data, which adversely impacts the precision of resultant models. It is evident that diverse 

surrogate mixtures will coexist in the future. Analogous to the choice of phase equilibrium 

models, a comprehensive analysis of the suitability of various approaches is impeded by a lack 

of experimental data. A judicious selection of a pyrolysis bio-oil surrogate mixture should 

account for the HMW residue, whose chemical composition remains largely elusive. This 

consideration is pivotal not only for representing its significant weight fraction but also for 

acknowledging its interaction with other more volatile molecules, such as water, influencing 

their behavior in phase equilibria. 

The paucity of thermophysical properties for compounds relevant to pyrolysis bio-oil poses 

a substantial challenge. This necessitates the estimation of these properties, resulting in values 

of lesser reliability compared to experimental data. No clear consensus emerges regarding the 

most reliable estimation method, suggesting that a combination of diverse approaches could 

enhance the precision of the overall model. 

To propel this field forward, it is imperative to augment the availability of reliable 

experimental phase equilibrium data for pyrolysis bio-oil and its constituent compounds, 

alongside their thermophysical properties. This collective effort will undoubtedly contribute to 

refining and advancing the modeling approaches essential for the efficient utilization of 

pyrolysis bio-oil in diverse applications.  
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