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Abstract

In Al-assisted decision-making, a central promise of having a human-in-the-loop is that they
should be able to complement the Al system by overriding its wrong recommendations. In
practice, however, we often see that humans cannot assess the correctness of Al recom-
mendations and, as a result, adhere to wrong or override correct advice. Different ways
of relying on Al recommendations have immediate, yet distinct, implications for decision
quality. Unfortunately, reliance and decision quality are often inappropriately conflated
in the current literature on Al-assisted decision-making. In this work, we disentangle and
formalize the relationship between reliance and decision quality, and we characterize the
conditions under which human-AI complementarity is achievable. To illustrate how reliance
and decision quality relate to one another, we propose a visual framework and demonstrate
its usefulness for interpreting empirical findings, including the effects of interventions like
explanations. Overall, our research highlights the importance of distinguishing between
reliance behavior and decision quality in Al-assisted decision-making.

1. Introduction

Decision-making increasingly leverages support from artificial intelligence (AI)-based sys-
tems with the goal of making better and more efficient decisions. Especially in high-stakes
domains, such as lending, hiring, or healthcare, researchers and policymakers have often
advocated for installing a human-in-the-loop as the “last line of defense against Al fail-
ures” (Passi & Vorvoreanu, 2022). This approach assumes that humans are capable of
rectifying such Al failures when they occur. In Al-assisted decision-making, typically, an
Al system generates an initial decision recommendation, which the human-in-the-loop may
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either adhere to or override (see Figure 1). In order to complement the AI system, the
human needs to adhere to Al recommendations if and only if these recommendations are
correct, and override them otherwise. Empirical studies have shown, however, that humans
are often not able to achieve this type of appropriate reliance! (Fok & Weld, 2023). In-
stead, we often observe that they over- or under-rely on AI recommendations, indicating a
deficiency to distinguish correct from wrong Al advice. Even the introduction of additional
means of decision support (e.g., explanations) has rarely produced the expected benefits
in terms of human-AI complementarity (Schemmer et al., 2022; Schoeffer et al., 2024). A
key concern is that root cause analyses often struggle due to a limited understanding of (7)
how interventions influence human reliance on AI advice, and (i) how reliance relates to
relevant metrics of decision quality.
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Figure 1: We consider concurrent Al-assisted decision-making where a human-in-the-loop
receives an Al recommendation that can either be correct (v') or wrong (X). The human can
either adhere to (bordered circle) or override (no border) the Al recommendation. When
the human adheres to a correct or overrides a wrong Al recommendation, the final decision
will be correct (cases (a) and (c)); in the remaining cases, it will be wrong (cases (b) and
(d)). The correctness of the final decision is indicated by either blue (correct) or orange
(wrong) shading.

In this work, we conceptually study the interplay of Al reliance and decision quality,
and we highlight the importance of disentangling them in studies on Al-assisted decision-
making. We propose a framework that differentiates between reliance quantity and quality,
enabling us to examine how each—both independently and in combination—affects deci-
sion quality metrics, particularly accuracy. Additionally, we characterize the conditions
under which human-Al complementarity occurs, where human involvement improves de-
cision quality compared to scenarios where the Al system operates autonomously. Our
framework is crafted to assist researchers and system designers in interpreting empirical
findings, particularly the effects of interventions in Al-assisted decision-making. To sup-
port this, we also offer an open-source tool built on our framework, which is available at
https://github.com/jhnnsjkbk/accuracy-reliance.

1. We use reliance as an umbrella term for humans’ behavior of adhering to or overriding AI recommenda-
tions (Lai et al., 2023).
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This article is structured as follows. First, we provide relevant background and discuss
related work in Section 2. After that, in Section 3, we formalize the relationship between Al
reliance and decision-making accuracy, and we propose a visual framework to visualize this
relationship. In Section 4, we illustrate how our framework enables a meaningful interpre-
tation of intervention effects. Crucially, we show that interventions can influence decision
quality through significantly different effects on human reliance. Without disentangling the
effects on reliance and decision quality as we propose, two interventions may appear equally
effective, when in reality, one leads to more frequent overriding of Al recommendations,
while the other results in fewer overrides. In Section 5, we define the reliance behavior that
leads to human-Al complementarity, and we estimate the likelihood of empirically observing
complementarity by sheer chance. We conclude by discussing implications, limitations, and
avenues for future work in Section 6.

2. Background and Related Work

In this section, we provide important background and discuss related work with respect
to Al-assisted decision-making, reliance and trust, as well as relevant measures of decision
quality and the effectiveness of interventions.

2.1 Al-Assisted Decision-Making

The utilization of Al-based systems in decision-making has been embraced across a multi-
tude of critical domains (Lai et al., 2023). In hiring, recent studies show that more than
55% of human resource leaders in the United States use predictive algorithms to assist hir-
ing activities (Reicin, 2021). The underlying motives of adopting Al systems for assisting
decision-making are diverse, including cost-cutting, improving decision quality, and enabling
more robust and objective decisions (Harris & Davenport, 2005; Kuncel et al., 2014; Lepri
et al., 2018).

The degree of Al integration in decision-making processes may vary depending on the
specific context. While many tasks may be well-suited for full automation through Al
systems, others call for greater human oversight (De-Arteaga et al., 2020). Particularly
in high-stakes domains, Al systems often serve as decision support tools that aid human
experts, who retain discretionary power to override Al recommendations and ultimately
bear responsibility for making final decisions. We refer to these human experts as the
human-in-the-loop. For instance, in healthcare, Al systems can play a vital role in assisting
clinicians with diagnoses or prognoses. Subsequently, the clinicians can utilize these insights
to determine the most appropriate course of treatment (Leibig et al., 2022). Similarly, in
the domain of criminal justice, judges might rely on Al-based risk assessment tools when
determining bail (Lima et al., 2021).

Definition 1 (Human-in-the-loop) In the context of Al-assisted decision-making,
human-in-the-loop refers to a human decision-maker that retains discretionary power
to override initially generated Al recommendations.

In human-in-the-loop settings, an Al system typically generates an initial decision rec-
ommendation, which the human may either adhere to or override (see Figure 1). In the
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Task & initial Human receives Human makes Task & Al advice Human makes
human decision Al advice final decision simultaneously final decision
(a) Sequential paradigm (b) Concurrent paradigm

Figure 2: Two paradigms in Al-assisted decision-making: (a) sequential and (b) concurrent,
taken from Tejeda et al. (2022). The focus of this work is on concurrent Al-assisted decision-
making.

taxonomy of Tejeda et al. (2022), this corresponds to concurrent AI assistance, where the
human-in-the-loop does not independently make a decision before Al assistance is provided.
Prior work has also studied decision-making setups where a human makes an initial deci-
sion without Al support and then a final decision after receiving Al advice. This sequential
paradigm has been empirically studied by Schemmer et al. (2023), Dunning et al. (2024),
and Van Dongen and Van Maanen (2013), among others. One supposed advantage of the
sequential setup is its ability to isolate the effect of Al advice on human decision-making by
allowing researchers to observe whether and how the presence of such advice may change
the initial human guess. However, as pointed out by Tejeda et al. (2022), many decision-
making scenarios in the real world do not include independent human-only decisions prior
to Al involvement. Moreover, the sequential paradigm bears the risk of humans anchoring
their second decision in their initial guess (Echterhoff et al., 2022). For these reasons, we
build on prior work (Schoeffer et al., 2023) and focus on the concurrent paradigm, stressing
that our work complements related work on sequential decision-making. Finally, we focus
on binary decision-making as it is the most commonly studied type of decisions (Lai et al.,
2023), e.g., in the realms of lending (loan/denial), hiring (offer/rejection), or recidivism
prediction (release/detention).

2.2 Reliance and Trust in AI-Assisted Decision-Making

In concurrent Al-assisted decision-making, the human-in-the-loop is provided with an initial
Al recommendation and may then leverage their discretionary power to either adhere to or
override said recommendation. In line with prior work, we call this behavior reliance (Eck-
hardt et al., 2024; Vereschak et al., 2021).

Definition 2 (Al reliance) In the context of Al-assisted decision-making, Al reliance
refers to the behavior of the human-in-the-loop that manifests in adhering to or over-
riding Al recommendations.

Measuring and manipulating the human reliance on Al recommendations has become a
central pillar of research on Al-assisted decision-making (Fok & Weld, 2023; Schemmer
et al., 2023; Lai et al., 2023). This is especially important as both humans and Al systems
are commonly thought of as imperfect “decision-makers” with individual strengths and
weaknesses (Kamar, 2016). For humans that are assisted by Al it is therefore important to
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be able to identify in which cases an Al recommendation is correct vs. wrong. This ability
to detect Al errors has also been studied through the lens of signal detection theory, which
describes how people distinguish signal from noise under uncertainty (Langer et al., 2023;
Hautus et al., 2021). In the context of Al-assisted decision-making, the reliance behavior
of overriding wrong Al recommendations and adhering to correct ones is typically referred
to as appropriate reliance (Schemmer et al., 2023).

Empirically, however, prior work has shown that humans are often unable to achieve
appropriate reliance, even in the presence of different types of decision aids, such as explana-
tions (Fok & Weld, 2023; Schemmer et al., 2022). Instead, we often observe reliance behavior
of the following types: (i) overriding too many Al recommendations (under-reliance), or (i7)
overriding too few Al recommendations (over-reliance). For instance, Dunning et al. (2024)
find that humans tend to over-rely on highly skilled Al agents but under-rely when the Al
agent is lower skilled. Prior research, including Buginca et al. (2021) and Kim et al. (2023),
has identified different scenarios in which under- or over-reliance result in reduced decision
quality. At the same time, prior work often lacks important nuance in discussing the ef-
fects of reliance on decision quality, such as when over-reliance vs. under-reliance might be
preferable, and how instances of inappropriate reliance may still justify the presence of the
human-in-the-loop. Our work addresses this gap and complements recent studies by Fok
and Weld (2023) and Guo et al. (2024).

Also related to our work is prior work on trust calibration—i.e., achieving levels of ap-
propriate trust in Al systems, as opposed to over- or under-trust (de Visser et al., 2020;
Sheridan, 2019). Many prior studies have treated reliance and trust interchangeably, some-
times calling reliance a “behavioral trust measure” (Papenmeier et al., 2022). However, we
stress that reliance and trust are different constructs: reliance is commonly defined as the
behavior of adhering to or overriding AI recommendations (Eckhardt et al., 2024), whereas
trust is a subjective attitude regarding the whole system, which builds up and develops
over time (Parasuraman & Riley, 1997; Rempel et al., 1985; Schaefer et al., 2016; Glikson
& Woolley, 2020). It has been argued that trust may impact reliance (Dzindolet et al.,
2003; Lee & See, 2004; Shin & Park, 2019), but trust is neither necessary nor sufficient
for reliance when other factors, such as time constraints, perceived risk, or self-confidence,
impact decision-making (De-Arteaga et al., 2020; Lee & See, 2004; Riley, 2018). In this
work, we propose a taxonomy specifically for reliance behavior to facilitate a meaningful
interpretation of empirical results in Al-assisted decision-making.

2.3 Measuring Decision Quality

Measuring the quality? of Al-assisted decisions can be thought of as a two-stage process, in
which the final decision quality depends on (i) the initial quality of AI recommendations,
and (i7) the degree to which the human-in-the-loop can or cannot correct any Al mistakes.
In other words, the quality of Al-assisted decisions immediately depends on the degree to
which the human adheres to or overrides Al recommendations, and how they do so (Jakubik
et al., 2023). For instance, even if the Al system issues 100% correct recommendations, the
final decision quality will decrease unless the human adheres to all recommendations. On

2. We understand decision quality as an umbrella term that subsumes any metrics that are a function of
correct and wrong decisions. This excludes measures like efficiency, among others.
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the other hand, a relatively low-performance AI recommender may still result in high-
quality decisions if the human-in-the-loop overrides all Al mistakes. A relevant line of
prior work has studied how different degrees of reliability of automation support affect
human decision-making (Dunning et al., 2024; Rovira et al., 2007; Wickens & Dixon, 2007;
de Visser & Parasuraman, 2011). For instance, Dunning et al. (2024) show that humans
tend to quickly over-rely on high-performance automation but under-rely if reliability is
low. This shows that human reliance behavior may itself be a function of the initial quality
of Al recommendations, stressing the complexity of the interplay between Al reliance and
decision quality, which motivates our work.

The accuracy metric represents a key quality measure of Al-assisted decisions. Accuracy

is defined as follows: ..
F£correct decisions

Accuracy =
F#decisions

Accuracy is frequently used for measuring the quality of Al-assisted decision-making (Lai
et al., 2023) and evaluating the effectiveness of interventions (e.g., explanations) for decision
support (Zhang et al., 2020; Lai et al., 2020; Cabrera et al., 2023; Lai et al., 2023). Note
that we can also compute the accuracy of Al recommendations (“Al accuracy”). Regarding
the accuracy of decisions, prior works have studied whether humans can complement Al
systems, i.e., improve the final decision-making accuracy over the Al accuracy (see Lai
et al. (2023) for an overview). In fact, a common motivation for providing humans with
discretionary power is that they should be able to complement an Al system by overriding its
wrong recommendations (De-Arteaga et al., 2020). When the human-in-the-loop achieves
that, we refer to this as complementarity.

Definition 3 (Complementarity) We call complementarity the state when the
human-in-the-loop relies on Al recommendations in a way that the final decision quality
1s higher than without human involvement.

In the context of the interplay of reliance and accuracy, this means that when the human-
in-the-loop adheres to all correct and overrides all wrong Al recommendations, we achieve a
final decision-making accuracy of 100%. However, as stated earlier, empirical evidence shows
that achieving appropriate reliance is difficult in practice (Fok & Weld, 2023; Schemmer
et al., 2022). In cases where humans do not appropriately rely on Al recommendations, the
relationship between reliance behavior and accuracy is less obvious. Crucially, there may
be cases where tnappropriate reliance may still lead to complementarity. These cases are
not sufficiently well understood in the literature.

2.4 Measuring Effectiveness of Interventions

An emerging stream of research is studying decision support interventions that aim at facil-
itating complementarity (Schemmer et al., 2023; Cabitza et al., 2023). A prominent type of
such interventions are explanations of various types (Gunning & Aha, 2019; Arrieta et al.,
2020; Adadi & Berrada, 2018; Gilpin et al., 2018). However, prior work has often focused
on assessing the effectiveness of interventions only with respect to either decision-making

3. Other works have also referred to this as the team performance of human and Al being greater than the
performance of the individual agents alone (de Visser & Parasuraman, 2011; Hemmer et al., 2022).
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accuracy (Lai et al., 2023; Kim et al., 2023) or the human reliance on Al recommendations
(Buginca et al., 2021; Lu & Yin, 2021).

Regarding accuracy, it is commonly claimed that explanations are an enabler for better
decisions (Arrieta et al., 2020; Dodge et al., 2019; Gilpin et al., 2018; Rader et al., 2018).
A meta-study by Schemmer et al. (2022), however, suggests that explanations in most
empirical studies do not yield any significant benefits regarding decision-making accuracy;
e.g., in the studies of Alufaisan et al. (2021), Green and Chen (2019), Liu et al. (2021), and
Zhang et al. (2020). On the other hand, Lai and Tan (2019) find that explanations may
enhance decision-making accuracy for the case of deception detection. Regarding reliance,
several studies find that explanations may increase or decrease adherence of humans to Al
recommendations regardless of their correctness (i.e., over- or under-reliance), such as the
works by Bansal et al. (2021), Poursabzi-Sangdeh et al. (2021), van der Waa et al. (2021),
and Schoeffer et al. (2024).

In this work, we argue that measuring either accuracy or reliance alone may provide
an incomplete view when assessing Al-assisted decision-making generally and the effective-
ness of interventions specifically. More concretely, our proposed framework shows that (7)
focusing on accuracy alone is insufficient because an intervention may lead to an increase
in decision quality by solely making a human adhere to more Al recommendations, and
(i) focusing on reliance alone is insufficient because both over- and under-reliance may un-
der certain circumstances still lead to improvements in accuracy compared to the baseline
without human involvement.

3. The Interdependence of Reliance Behavior and Accuracy

We consider binary decision-making tasks of n € N instances with n Al recommendations.
Let Accas € (50%,100%)] be the AI accuracy*, and A € [0%, 100%] the degree of human
adherence to Al recommendations—e.g., A = 70% when the human-in-the-loop adheres to
70% of AI recommendations. As introduced in Figure 1, adherence can be correct (Acorrect)
or wrong (Ayrong). We measure the correct and wrong adherence in percent, and we have
A = Acorrect + Awrong- Similarly, we call the percentage of overrides O € [0%, 100%]
(correct: Ocoprect Or Wrong: Ouprong), and we have O = Ocorrect + Owrong- We call the final
decision-making accuracy, i.e., after human reliance behavior, Accyinq. While in practice
humans can only adhere to or override a finite number of Al recommendations, we often
consider n — oo for our theoretical considerations, so as to avoid rounding. We summarize
all notation in Table 1. Note that by definition we have:

A+0= Acorrect + Awrong + Ocorrect + Owrong = 100%
Accar = Acorrect + Owrong (1)
Accfinal = Acorrect + Ocorrect-

3.1 Motivational Example

Consider the following motivational example: we have a task that consists of making n = 10
binary decisions. The Al system that is used for providing decision recommendations to the

4. Note that we only consider cases where the Al performs strictly better than chance.
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Symbol Description

Accar AT accuracy in %

Accfingr  (Final) decision-making accuracy in %, after human reliance

A Degree of human adherence to AI recommendations in %

A correct Correct adherence in %: adhering to correct Al recommendation
Awrong Wrong adherence in %: adhering to wrong Al recommendation
O Degree of human overriding of AI recommendations in %

@
@

correct Correct overriding in %: overriding of wrong Al recommendation
wrong Wrong overriding in %: overriding of correct Al recommendation
n €N Number of Al recommendations
Q €10,1] Quality of human reliance
v Correct Al recommendation
X Wrong Al recommendation

Table 1: Summary of important notation.

human has an accuracy of Accar = 70%; i.e., 7 out of 10 recommendations are correct (v')
and 3 are wrong (X). Now, when the human-in-the-loop adheres to all AI recommendations
(A =100%), this leads to a decision-making accuracy of Accfing = 70%, equal to the Al
accuracy. In terms of reliance behavior, this implies that the human-in-the-loop correctly
adheres to 7 correct Al recommendations (Acorrect = 70%), and wrongly adheres to the
remaining 3 recommendations (Ayrong = 30%). In the other extreme case, where the
human-in-the-loop overrides all AT recommendations (O = 100%), the resulting decision-
making accuracy will be 100% — 70% = 30%, where the human correctly overrides 3 wrong
AT recommendations (Ocorrect = 30%), and wrongly overrides 7 correct Al recommendations
(Owrong = 70%).

If the human reliance behavior is mixed, i.e., when the human-in-the-loop adheres to
some Al recommendations and overrides others, decision-making accuracy will depend on
how well they can distinguish cases where the Al is correct from cases where it is wrong.
To make this clear, consider the same Al system as above with an accuracy of 70%, and
a human-in-the-loop that adheres to 7 out of 10 of its recommendations (A = 70%). This
is illustrated in Figure 3. If the human-in-the-loop is able to perfectly distinguish between
correct and wrong Al recommendations, they will adhere to all 7 correct Al recommenda-
tions (Acorrect = 70% = A) and override the 3 wrong ones (Ocorrect = 30% = O). The
resulting decision-making accuracy would then be Accfing = 100% (case (a) in Figure 3).
In this case, the human-in-the-loop is able to perfectly complement the Al by correcting
for its mistakes. Cases (b)—(d) in Figure 3 show situations where the human-in-the-loop
still adheres to 70% of AI recommendations but their ability to override wrong AI recom-
mendations decreases. For instance, consider case (d), where the human-in-the-loop does
not perform any correct overrides (Ocorrect = 0). If the degree of human adherence to Al
recommendations is fixed at 70%, this is, in fact, the worst possible reliance behavior with
respect to accuracy, resulting in a decision-making accuracy of Accfinq = 40%.

From Figure 3, we can also infer that if the human-in-the-loop overrides more than
3 AI recommendations, at least one of these overrides must be wrong (i.e., the human
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Figure 3: Possible scenarios of reliance behavior and associated decision-making accuracy,
given an Al accuracy of Acca; = 70% and an adherence level of A = 70%. Correct Al
recommendations (v) and wrong Al recommendation (X) are separated by a dashed line.

would override a correct Al recommendation), meaning that a decision-making accuracy
of 100% would no longer be possible. We may think of such a reliance behavior as under-
reliance. Similarly, when the human overrides less than 3 Al recommendations, there must
be at least one instance of wrong adherence. This might be referred to as over-reliance.
Generally, we may think of under-reliance as a behavior where A < Accy, and over-reliance
as A > Accay. Note that there exists other work that has been thinking of these terms with
respect to behavior at the level of individual decisions (Schemmer et al., 2023; Vasconcelos
et al., 2023).

3.2 The General Case

Generally, any degree of adherence to Al recommendations is associated with a range of
possible decision-making accuracy, based on how well the human-in-the-loop can override
the AI recommendations when they are wrong and adhere to them when they are correct.
In Figure 3, this range would be Accyina € {40%,60%,80%,100%} for n = 10, a given Al
accuracy of Accar = 70%, and a degree of adherence to Al recommendations of A = 70%.
As mentioned earlier, we generally consider n — oo, in which case the possible values in this
range become continuous. We state the following proposition on the attainable decision-
making accuracy as a function of the Al accuracy as well as the degree of human adherence
to AT recommendations.
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Proposition 1 Forn — oo, a given Al accuracy Accar, and a degree of adherence to
AT recommendations, A, the range of attainable decision-making accuracy Accpina 15

[100% — Accar — A, 100% — Accar + A if 0<A<100% — Accar
Acctingl € { [-100% + Accar + A, 100% — Accar + A if 100% — Accar < A < Accar
[-100% + Accar + A, 100% + Accar — A] if Accar < A < 100%.

The maximum of this accuracy range will be attained whenever the human-in-the-loop
maximizes correct adherence and correct overrides given a degree of adherence A, since
Accinal = Acorrect + Ocorrect- Hence, in the ideal case, we would have Acorrect + Ocorrect =
100%, which immediately implies that Ayrong = Owrong = 0%. This would be case (a) in
Figure 3. However, as we can see in Proposition 1, this is only possible when A = A orrect =
Accar, meaning that the human must adhere to Al recommendations if and only if they
are correct, and override otherwise. In other words, to achieve a decision-making accuracy
of Accfina = 100%, we need two conditions:

(i) The general degree of adherence to Al recommendations, A, is equal to the Al accuracy
Accag, ie., A= Accay.

(77) The human-in-the-loop must be able to adhere to any correct Al recommendation and
override any wrong one, i.e., Acorrect = A and Ocoprect = O.

However, in practice, it is likely that either (i) or (i7) are not satisfied and, hence, the
decision-making accuracy is less than 100%. Even if (i) is satisfied, like in Figure 3, we
see in cases (b)—(d) that Accfina is negatively affected when humans adhere to wrong Al
recommendations and override correct ones.

3.3 A Visual Framework

To make the general relationship between reliance behavior and decision-making accuracy
more tangible, we visualize Proposition 1 in Figure 4 for (a) Accay = 70% and (b) Accar =
90%. On the horizontal axes we have the human adherence to Al recommendations, A €
[0,100%)]. The vertical axes show the decision-making accuracy, Accging € [0,100%)]. The
filled rectangular area in orange and blue combined constitutes the attainable decision-
making accuracy for any given A. We distinguish orange and blue to highlight areas where
the human-in-the-loop complements the AI (blue, Accpina > Accar) or impairs it (orange,
Accpinar < Accar) regarding accuracy. The green dashed vertical line indicates the level of
A = Accyy, which corresponds to the degree of adherence where the maximum decision-
making accuracy of 100% can be attained, as discussed previously. Note that as the Al
accuracy increases (Figure 4 (a) — (b)), the colored area decreases; and for Accar = 100%
it becomes a line, in which case Proposition 1 collapses into Accyinqa = A. This means that
the better the AI, the smaller the variance for different reliance behaviors.

Contrasting the orange and blue areas, we immediately see that up to a certain level
of adherence A there is no possibility to reach the blue area of complementarity. We also
see that the minimum level of A for which the human-in-the-loop may complement the Al
increases as Accar increases (A = 40% in Figure 4 (a) — A = 80% in Figure 4 (b)). Finally,

10
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Figure 4: The area of attainable decision-making accuracy for a given Al accuracy of
(a) 70% and (b) 90%, and different levels of human adherence. The orange area indicates
Accpina < Accar; blue indicates Accpina > Accar; the green dashed line indicates the level
of adherence where Accfinas = 100% is attainable; the black line indicates the expected
value of Accyingr when the human-in-the-loop cannot discern correct and wrong.

when A > Accay, attaining a decision-making accuracy in the blue area is always possible.
We characterize this in the following corollary:

Corollary 1 When the human-in-the-loop under-relies at a degree of A < 2 - Accar —
100%, we will always have Accying < Accar. When A > 2 - Accar — 100%, achieving
a decision-making accuracy greater than the Al accuracy, i.e., AcCpina > Accay, is
possible.

From the visual framework, we can also formally infer that any Accfina € (0,100%) can
be associated with different degrees of adherence A. In fact, due to the symmetric shape of
the rectangle, when we think of Accginq as a function of A, the inverse A(Accfinq;) would be
identical to the function itself. For instance, a decision-making accuracy of Accfinqg = 70%
may correspond to any A € [40%,100%] in Figure 4 (a).

Proposition 2 When Accfina(A) € [u,v] for a given A, we have A(Accfinar) = [u,v].

However, fixing Accfing at 70% in Figure 4 (a), different levels of A correspond to different
vertical positions within the rectangle: A = 40% corresponds to a position at the very
northern border of the rectangle, whereas any A > 40% corresponds to a position on
the horizontal line separating the orange and blue areas, which leaves room for accuracy
improvements. This means that a given decision-making accuracy can be achieved through
strikingly different qualities of reliance. We address this, as well as the role of the black
separating lines in Figure 4, in more detail in the following.

11



SCHOEFFER, JAKUBIK, VOSSING, KUHL, & SATZGER

3.4 Discerning Correct and Wrong AI Recommendations

While a horizontal movement in the framework constitutes a change in the quantity of
adherence to AI recommendations, this information alone does not capture the quality
of reliance—this information is captured in the vertical movements. To make this more
concrete, consider again a task with Al recommendations that are 70% accurate. When the
human-in-the-loop has no ability to distinguish correct from wrong Al recommendations,
the likelihood of adhering to or overriding a given Al recommendation is the same regardless
of whether that recommendation is correct or wrong. Hence, at an adherence of A, we would
expect the human-in-the-loop to adhere to A% of correct Al recommendations and A% of
wrong Al recommendations. At Acca; = 70%, this implies that A% of 70% are correct
adherences, A% of 30% are wrong adherences, (100 — A)% of 70% are wrong overrides,
and (100 — A)% of 30% are correct overrides. When we have A = 70%, this would imply
Acorrect = 49%, Awrong = 21%, Ocorrect = 9%, and Oyyrong = 21%, with a decision-making
accuracy of Acorrect + Ocorrect = 58%. This corresponds to the intersection of the black
line with the dashed green vertical line in Figure 4 (a). We generalize this in the following
proposition.

Proposition 3 When the human-in-the-loop cannot discern correct and wrong Al rec-
ommendations, the expected decision-making accuracy is linearly increasing in A and
given by

Accpina(A) = A~ Accar + (100% — A) - (100% — Accar)
= (100% — Accar) + (2 - Accar — 100%) - A,

>0

for a given Al accuracy Accay.

Note that the relationship from Proposition 3 equates to the black lines in Figure 4, which
separate the respective rectangles in half. We immediately see the following:

Corollary 2 When the human-in-the-loop cannot discern correct and wrong Al recom-
mendations, the expected decision-making accuracy is always lower or equal to the Al
accuracy, i.e., AcCpina < Accar.

Having established the expected decision-making accuracy when the human-in-the-loop
is not able to distinguish correct and wrong Al recommendations, we now turn to cases
where they can—to different degrees. Such reliance behavior corresponds to points in the
framework that are situated above the black line. While certainly less relevant in practice,
we might also think of cases where a human adheres to and overrides Al recommendations
worse than chance, which would correspond to points below the black line. Following up
on Proposition 1, we now examine three cases based on different adherence levels, and
we characterize the reliance behavior that is associated with the maximum and minimum
decision-making accuracy for given A.

Case: 0 < A <100% — Accar Since we assume that Accar > 50%, we have A < Accar
in this case. When the degree of adherence to Al recommendations is strictly smaller than

12
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the AI accuracy, achieving a decision-making accuracy of Accfing = 100% is no longer
possible. This also implies that there must be at least one instance where the human-in-
the-loop overrides a correct Al recommendation, i.e., Oyrong > 0. From Proposition 1 we
also see that the maximum achievable decision-making accuracy in that case is 100% —
Accyr+ A, which is achieved when A = A.pprect. Using the definition of A and relationships
from Equation (1), this directly implies that Ayrong = 0, Ocorrect = 100% — Accay, and
Owrong = Accar — A > 0. The minimum achievable decision-making accuracy, on the
other hand, is attained when adherence only happens to wrong Al recommendations, hence,
Awrong = A. Similar to above, we this implies that Acorrect = 0, Owrong = Accar, and
Ocorrect = 100% — Accar — A.

To illustrate this, let us reconsider the example from Figure 3, but with a degree of adher-
ence to Al recommendations of A = 20%. The attainable decision-making accuracy in this
case is, according to Proposition 1, Accfina € [10%,50%)]. To achieve Accyina = 50%, the
human-in-the-loop would have to adhere to 2 correct Al recommendations (Acorrect = 20%)
and 0 wrong Al recommendations (Ayrong = 0). The remaining 8 AI recommendations, 5
of which are correct and 3 wrong, are overridden (i.e., Owrong = 50% and Ocorrect = 30%).
The minimum decision-making accuracy of 10%, on the other hand, is attained when the
human-in-the-loop only adheres to wrong Al recommendations (i.e., Awrong = 20% and
Acorrect = 0). The remaining AI recommendations, 7 correct and 1 wrong, are overridden,
which implies Owrong = 70% and Ocoprect = 10%. Overall, we conclude the following:

Corollary 3 When 0 < A < 100% — Accay, the decision-making accuracy is mazimal
when all adherence is to correct AI recommendations (i.e., Acorrect = A), and it is
minimal when all adherence is to wrong Al recommendations (i.e., Ayrong = A).

Case: 100% — Accar < A < Accyr  With the same argument as in the previous case, the
maximum decision-making accuracy is attained when Acorrect = A, which directly implies
Awrong = 0, Ocorrect = 100% — Accar, and Oyyrong = Accar — A. As for the minimum
decision-making accuracy, note that since A > 100% — Accay, we must have Acorrect > 0,
i.e., the human-in-the-loop must be adhering to at least one correct Al recommendation.
The minimum accuracy is thus attained when the human-in-the-loop adheres to all wrong
AT recommendations (plus at least one correct recommendation). This implies that all
overrides must be of correct AI recommendations, i.e., we have Oyrong = O, Ocorrect = 0,
as well as Acoprect = Accar — O > 0, and Ayrong = 100% — Accar.

Corollary 4 When 100% — Acca; < A < Accay, the decision-making accuracy is
mazximal when all adherence is to correct AI recommendations (i.e., Acorrect = A), and
it is minimal when all overrides are of correct AI recommendations (i.e., Owrong = O).

Case: Acca; < A < 100% While in the previous two cases we had A < Accyr, we
now consider the case where the human-in-the-loop over-relies on the Al recommendations,
meaning that there must be a least one case where they adhere to a wrong Al recommen-
dation, i.e., Ayrong > 0. The maximum decision-making accuracy will thus be attained
when all overrides are correct, i.e., Ocorrect = O, which immediately implies Oyyrong = 0,
Acorrect = Accar, and Ayrong = 100% — Accar — O > 0. The minimum decision-making
accuracy, on the other hand, will be attained when all overrides are wrong, similar to the
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previous case. Hence, we would also observe Oyrong = O, Ocorrect = 0, Acorrect = Accar—0,
and Ayrong = 100% — Accar.

Corollary 5 When Acca; < A < 100%, the decision-making accuracy is mazimal
when all overrides are of wrong AI recommendations (i.e., Ocoprect = O), and it is
minimal when all overrides are of correct Al recommendations (i.e., Owrong = O).

3.5 Measuring the Quality of Reliance for Given A

In the previous subsection, we established the reliance behavior that is associated with the
extreme cases of maximum and minimum decision-making accuracy for any given degree of
adherence to Al recommendations. Now, we develop a metric @ € [0, 1] for the quality of
reliance given Accay, such that a value of ) = 1 corresponds to the maximum attainable
decision-making accuracy, and @ = 0 to the minimum. First, we derive the following
corollary from Proposition 1:

Corollary 6 The width W of the range of attainable values of Accyinar 15:

2-A if 0<A<100% — Accar
W(A) =< 2-(100% — Accar) if 100% — Accar < A < Accar
2-(100% — A) if Accar < A <100%.

Geometrically, W corresponds to the distance between the upper and lower vertical bound-
ary of the rectangle (see, e.g., Figure 4) for a fixed A. With that, we can define our metric
Q as follows:

Acctingr — (100% — Accar — A)
W(A)

Accpinar + (100% — Accar — A)
W(A)

if 0<A<100% — Accar

Q(A, Acctinal) = (2)

if 100% — Accar < A.

If Accar and A are fixed, maximizing the quality of reliance corresponds to maximizing
Accpinal = Acorrect + Ocorrect given A, and we have seen what this entails in terms of
reliance behavior for any value of A in Section 3.4.

4. Applying the Framework to Assess Interventions

In the following, we leverage the presented framework to interpret the different effects
that interventions exhibit on human reliance behavior and decision quality. We start with
analyses based on hypothetical interventions to demonstrate the relevance of disentangling
effects on reliance behavior and accuracy in general. Subsequently, we use our framework
to assess and visualize the effects of interventions studied in prior work.

4.1 Understanding the Effects of Interventions

Our theoretical results and the visual framework can be used to assess empirical studies
in Al-assisted decision-making and understand them better. Any such empirical finding
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would be a static point in the colored rectangle, from which we can immediately infer
interesting properties, such as the quantity and quality of reliance, the exact percentages of
correct and wrong adherence and overrides, and the effectiveness of the human-in-the-loop
in complementing the Al system.

Another key usage of the framework is its ability to disentangle the effects of interven-
tions, such as explanations or other means of decision support (see Lai et al. (2023) for an
overview of such interventions). For that, let us consider the following hypothetical example:
through a randomized experiment, we have collected data where humans are relying on Al
recommendations in the presence of two different types of explanations (blue ® and purple o
dots) vs. a baseline without explanations (black dot e). We can think of these interventions
as movements in our visual framework, as illustrated by the colored arrows in Figure 5. The
black dot corresponds to a situation where a human-in-the-loop cannot discern correct and
wrong Al recommendations and adheres to A = 50% AI recommendations.

Al accuracy: 70 %

100 |
|
|

801 :
|
|

40

Decision-making accuracy [%]

204

0+ T T T T
0 20 40 60 80 100

Human adherence to Al [%]

Figure 5: Visualizing the effects of two different interventions (blue e and purple o) on
reliance behavior and decision-making accuracy.

In the case of the blue e intervention, we see that it leads to a decrease in the degree
of adherence to Al recommendations, compared to the baseline (A = 50% — A = 30%),
but an increase in decision-making accuracy (Accfinar = 50% — Accfingr = 60%) through
a better reliance quality (Q = 0.5 — @ = 1). In the case of the purple e intervention,
we see the same effect with respect to accuracy but an entirely different effect on the
reliance behavior: this intervention leads to an increase in adherence to Al recommendations
(A =50% — A =90%). At the same time, reliance quality drops from @ = 0.5 to @ = 0,
which from Corollary 5 we know corresponds to a situation of over-reliance where any of
the 10% overrides are of correct Al recommendations. Overall, this implies that different
interventions can have seemingly similar effects on decision quality but drastically different
effects on reliance behavior. Our framework enables us to disentangle these effects.
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4.2 Application to Existing Empirical Studies

To further emphasize its practical relevance, we now apply our framework to two empirical
published studies that investigate the influence of different interventions on reliance behavior
and decision-making accuracy.

4.2.1 INTRODUCTION OF STUDIES

In study 1 by Liu et al. (2021), the authors investigate how interactive explanations can
be utilized to facilitate human-Al complementarity. They also compare the performance
of human and Al system for in-distribution and out-of-distribution setups originating from
distribution shifts. Overall, the authors observe significant performance differences on in-
distribution and out-of-distribution data. For interactive explanations, the authors observe
mixed results; they suggest that interactive explanations can improve the perceived use-
fulness of AI assistance, but they may also reinforce human biases and lead to limited
performance improvement.

Study 2 by Schoeffer et al. (2024) assesses the effects of feature-based explanations on
the fairness of Al-assisted decisions, through the mediating role of reliance behavior. The
research shows that feature-based explanations may foster or hinder fairness, depending on
which type of features they highlight. Moreover, this study suggests that humans override
(i) more Al recommendations when explanations highlight gendered features, and (ii) less
AT recommendations when only task-relevant features are highlighted. At the same time,
the authors find that feature-based explanations do not enhance people’s ability to execute
correct vs. wrong overrides compared to a baseline scenario without explanations.

4.2.2 IMPLEMENTATION

We apply our proposed framework to these studies to visualize the effects of the respective
interventions and to gain a deeper understanding how the interventions affect the ability
of humans to discern between correct and wrong Al recommendations. To this end, we
implemented a user interface that allows to customize the visual framework to any empirical
study requiring only information on the Al accuracy (Accar), the level of adherence (A), and
the final decision-making accuracy (Accfinq;). We leverage the developed tool to generate
the figures in this section. Note that, at the moment, this tool is primarily developed for
binary tasks.

We briefly explain the data aggregation process for the different studies. For study 1,
we focus on the in-distribution condition and obtain scores for the two interventions called
static-static and interactive-interactive. We obtain the adherence levels per intervention
directly from the respective paper by Liu et al. (2021): A = 85.9% (static-static) and
A = 87.9% (interactive-interactive). Similarly, we obtain the values for decision-making
accuracy as Accyina = 61.5% (static-static) and Accpina = 60.7% (interactive-interactive).
From that, and the reported negative accuracy gains from interventions, we infer the Al
accuracy as follows: Accar = 61.5%—(—6.2)% = 67.7% (static-static) and Accar = 60.7%—
(—=6.3)% = 67.0% (interactive-interactive). Thus, we obtain an average Al accuracy of
Accar = 67.4%. As we have access to the raw data for study 2, we directly use this data
to determine accuracy and adherence values.
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(a) Study 1. Empirical results from the binary  (b) Study 2. Empirical results from the binary
decision-making task of Liu et al. (2021). decision-making task of Schoeffer et al. (2024).

Figure 6: Visualization of empirical findings on the effects of different interventions (colored
dots) on human reliance and decision-making accuracy using our proposed framework.

4.2.3 ANALYSIS OF STUDIES

In the following, we visualize the empirical findings from the selected studies with the help
of our framework and present the results in Figure 6. The framework summarizes the key
findings within a single visualization and extends them by additional observations. For
instance, participants in study 1 were performing worse than the Al alone in both cases
(with static and interactive explanations). Notably, the participants’ reliance behavior was
similar to that of a random guess. The different types of explanations resulted both in
very similar reliance behavior and decision-making accuracy. The degree of adherence to
AT recommendations was slightly higher for intervention 2 (interactive explanations; light
blue o) compared to intervention 1 (static explanations; dark blue o). However, in both
cases, the level of adherence was significantly higher than the optimal level of adherence
of 67.4%, as can be seen in Figure 6 (a). This means that participants over-relied on Al
recommendations.

This is different in study 2, visualized in Figure 6 (b), where both the baseline condition
and the interventions resulted in levels of adherence that are more aligned with the optimal
level of adherence of 57.1%. Compared to the baseline condition (dark blue ), intervention 2
(gendered; orange #) reduced the reliance quantity while intervention 1 (task-relevant; light
blue o) increased it. We observe that intervention 2 resulted in a level of adherence close to
the optimum. That is, adherence was reduced from 59.6% in the baseline condition to 56.5%
based on intervention 2, while the optimal level of adherence is given by 57.1%. Although
both intervention 1 and 2 resulted in a reduced decision-making accuracy compared to the
baseline, our framework shows that intervention 2 surpasses intervention 1 both in quantity
of reliance and in quality.
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Study 1 (Liu et al., 2021)

‘ Study 2 (Schoeffer et al., 2024)

Accar = 67.4%

Accar = 57.1%

Intervention 1

(dark blue e)

A = 85.9%
-Acorrect - 574%
Auwrong = 28.5%
0 =14.1%
Ocorrect =4.1%
Owrong = 10.0%
Accying = 61.5%
Q=0.29

Baseline
(dark blue o)

A =59.6%
Acorrect = 38.1%
Auwrong = 21.5%
O = 40.4%
Ocorrect =21.4%
Owrong = 19.0%
Accpinal = 59.5%
@ =0.53

Intervention 2
(light blue o)

A =87.9%
-Acorrect = 58.0%
Auwrong = 29.9%
0 =121%
Ocm"rect - 27%
Owrong = 9.4%
Accfina = 60.7%
Q=022

Intervention 1
(light blue o)

A =61.0%
»Acorrect =37.5%
-Awrong =23.5%
O =39.0%
Ocor'rect =19.4%
Owrong = 19.6%
Acc final = 56.9%
@ =0.50

Intervention 2

A =56.5%

-Acorrect = 35.8%
Awrong = 20.7%
O =43.5%
Ocorrect = 22.2%
Ow’rong =21.3%
Accpinal = 58.0%
Q = 0.52

(orange )

Table 2: Empirical findings from Liu et al. (2021) and Schoeffer et al. (2024) interpreted
through our framework.

After having obtained a general overview of the empirical findings through Figure 6, we
further utilize our framework to gain a more detailed understanding of the reliance behavior
induced by different interventions. We summarize these insights in Table 2. First, based on
Equation (1) in Section 3, we derive information on the proportions of correct and wrong
adherence as well as correct and wrong overrides. Interestingly, we see that participants in
study 1 overrode more correct than wrong Al recommendations (i.e., Owrong > Ocorrect),
suggesting a deficient ability to distinguish correct from wrong Al advice. Second, we
also measure the quality of reliance, @, for each intervention, based on Equation (2) in
Section 3.5. Here, we observe that the quality of reliance is significantly lower in study 1
compared to study 2. Since these differences in reliance quality persist across interventions,
this suggests that general factors such as task complexity or the participants’ backgrounds
may vary between the two studies. Finally, we note that our measure of reliance quality,
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Figure 7: An exemplary human reliance on Al recommendations illustrated as marbles
in an urn. In this example, we have n = 10, Acca; = 70%, A = 70%, and a resulting
decision-making accuracy of Accfina = 80%, consisting of 6 instances of correct adherence
and 2 instances of correct overriding. Blue marbles are correct Al recommendations; orange
marbles are wrong.

Q, is independent of Al accuracy, enabling meaningful comparisons of empirical findings
across different studies.

5. Estimating the Likelihood of Achieving Complementarity

It is sometimes important to estimate the likelihood of realizing a decision-making accuracy
that is greater than the Al accuracy, i.e., Accpinar > Accar, meaning an ability of the
human-in-the-loop to complement the Al. For that, let us recall from Corollary 1 that such
complementarity cannot be achieved if the human under-relies on Al recommendations at
A <2 Accar — 100%. For instance, when we have an Al accuracy of Accar = 70%, this
adherence threshold is at A = 40% (see, e.g., Figure 4 (a) in Section 3.3). That is, the
human-in-the-loop can theoretically improve the decision-making accuracy over the initial
AT accuracy if (i) they adhere to more than 40% of AI recommendations (or, equivalently,
override less than 60%), and (i7) their reliance quality is sufficiently high.

To estimate the likelihood of achieving complementarity (i.e., Accfina > Accar), we
can simulate the human reliance behavior as an urn model, where we have n € N marbles
that correspond to individual Al recommendations. The colors of marbles indicate their
correctness (blue vs. orange), and drawing a marble corresponds to adhering to a given Al
recommendation. This is illustrated for the case of n = 10 in Figure 7. Here, an Al issues
n = 10 recommendations, 3 of which are wrong (Accar = 70%); i.e., we have 3 orange and
7 blue marbles in the urn. In this example, the human-in-the-loop then selects 7 marbles
to indicate adherence to the respective Al recommendations (A = 70%), one of which is
wrong. The remaining 3 marbles are left in the urn and imply that the corresponding Al
recommendations (2 wrong and 1 correct) are overridden.

If the human-in-the-loop cannot distinguish correct from wrong Al recommendations,
which means their reliance behavior is independent of the correctness of an Al recommen-
dation, we expect a decision-making accuracy of

Accfinal(A) = (100% — Accar) + (2 - Accar — 100%) - A,
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as stated in Proposition 3. We also know from Corollary 2 that this value is always lower
than the AI accuracy, except for the case of A = 100% where they are equal. However,
even if the human-in-the-loop cannot distinguish correct from wrong Al recommendations,
a decision-making accuracy of Accyinai > Accar may in practice be realized by sheer luck—
especially when n is small. This has important implications for the interpretation of em-
pirical findings. We now simulate different scenarios and infer the likelihood of observing
complementarity.

For that, we model the human reliance behavior as sampling without replacement and
without order from an urn that contains a finite number n of blue (b € N) and orange
(o € N) marbles,® with n = b + 0. The marbles are indistinguishable to the human. We
know that the probability of drawing k& € N blue marbles out of a = | A-n| € N attempts is
described by a hypergeometric distribution with parameters (n,b,a) and probability mass

(1) (2=t)
(a)
Coming back to our example from Figure 7, the relevant values are: n =10, b=7, 0 = 3,
and a = 7. Recall that a is fixed ex ante. In order to achieve complementarity, the human-
in-the-loop would have to choose either k = 6 or k = 7 blue marbles. Hence, the probability

of observing complementarity given the marbles are not distinguishable is

function

Pr(k) = (3)

@, @ 7 1 1
Pr(k>6) =Pr(k=6)+Pr(k=7) = (o) + () =01 "8~ 18.3%.
Hence, the likelihood of observing Accyinai > Accar by sheer chance in the given example
is approximately 18.3%. This is also reflected in Table 3, which contains the likelihood of
randomly achieving complementarity for all relevant cases of n = 10.

Based on this example, we now conduct a follow-up study to understand the impacts of
Accar and A on the likelihood of randomly observing complementarity. For that, we first
establish in general how many blue marbles (i.e., correct adherence) the human-in-the-loop
needs to choose in order to achieve complementarity.

Proposition 4 Given A > 2- Accy; — 100%, achieving (strict) complementarity, i.e.,
Accpina > Accar, is equivalent to (i) and (17):

(Z) 0 S Owrong < Ocorrect

(’LZ) Accar — 50% +0.5- A< Acorrect < min{AccA[, A}

Proposition 4 follows from Corollary 1 as well as Equation (1) in Section 3. Part (i)
means that the human-in-the-loop must override at least one Al recommendation, and more
overrides must be of wrong recommendations vs. correct ones. Part (i7) implies that given
an Al accuracy Accay and a sufficiently high level of adherence A, the lower bound on the
share of correct adherence that still leads to complementarity is Acca; — 50% + 0.5 - A.
For instance, if we have an Al accuracy of Accay = 70% and a level of adherence A =

5. Note that the values of b and o follow immediately from a given Al accuracy: b = |Accar-n]; o =n—0b,
where we use |-] to denote rounding to the nearest integer.
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A 30% 40% 50% 60% 70% 80% 90%
Accar (a=3) (a=4) (a=5) (a=6) (a=7) (a=8) (a=09)
60% (b=16) | 16.7% 7.1% 26.2% 11.9% 33.3% 13.3% 40.0%
0% (b=17) 83%  3.3% 183%  22%  30.0%

80% (b=28) 6.7% 2.2% 4.4%
90% (b = 9) 10.0%

Table 3: The likelihood of observing complementarity (i.e., Accfinar > Accar) by chance,
as a function of Accar and A, given n = 10. Empty cells correspond to cases where no
complementarity is possible (see Corollary 1).

50 1
—— Al accuracy = 51%

—— Al accuracy = 55%
40 A Al accuracy = 60%
—— Al accuracy = 70%
—— Al accuracy = 80%

Al accuracy = 90%

30 A

20

10 A

Likelihood of complementarity [%]

6 2‘0 4‘0 éO 8‘0 160
Human adherence to Al [%]
Figure 8: Likelihood of achieving comple-
mentarity (i.e., Accfina > Accar) when the
human-in-the-loop cannot distinguish cor-
rect from wrong Al recommendations, as a
function of the degree of human adherence,
for different levels of Al accuracy. We also

507 —— Adherence = 99%

—— Adherence = 95%
401 —— Adherence = 90%
—— Adherence = 80%

Adherence = 70%
—— Adherence = 60%
—— Adherence = 50%
204 Adherence = 40%
—— Adherence = 30%
—— Adherence = 20%
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Likelihood of complementarity [%]

Sb 6‘0 7‘0 8‘0 9‘0 160
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Figure 9: Likelihood of achieving comple-
mentarity when the human-in-the-loop can-
not distinguish correct from wrong Al rec-
ommendations, as a function of the Al accu-
racy, for different levels of human adherence
to AT recommendations.

include moving averages.

70%, then more than 55% of this adherence must be to correct Al recommendations (i.e.,
Acorrect > 55%); which directly implies Ayrong < 15%, Owrong < 15%, and Ocoprect >
15%. Proposition 4 also allows us to determine the values of k in Equation (3) for which
complementarity is achieved.

We can now analyze the effects of Acca; and A on the likelihood of observing com-
plementarity by chance. For clarity of exposition as well as computational tractability, we
focus on n = 100. This means that our hypothetical urn contains 100 marbles, and we can
treat one marble as one percentage point. The results are visualized in Figures 8 and 9.
First, in Figure 8, we see that the likelihood of achieving complementarity increases in the
degree of human adherence to Al recommendations, and that the likelihood is generally
lower as the Al accuracy increases. Because the likelihoods are oscillating, we also provide
moving averages to enhance readability. Importantly, in cases where the human-in-the-loop
adheres to Al recommendations very often, the likelihood of achieving complementarity by
chance becomes significant. For instance, when we have Acca; = 60% and an adherence of
A = 95%, this likelihood is approximately 31.4%. In other words, if humans cannot distin-
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guish correct from wrong Al recommendations, they may increase their chances of achieving
Accpinar > Accar by just adhering to more Al recommendations;® and these chances can
become relatively high—especially when Acca; < 100%. In such cases, it may sometimes
seem that a human-in-the-loop is adding value to the system when in reality they are just
over-relying on Al advice with no increased ability to distinguish correct from wrong Al
recommendations. In Figure 9, we further see that the likelihood of randomly achieving
complementarity decreases as the Al accuracy increases, and this decrease happens faster
for low levels of adherence A.

6. Discussion and Conclusion

Summary of Findings and Implications In this work, we study the relationship be-
tween reliance behavior and decision quality in Al-assisted decision-making. We show that
any given quantity of human adherence to Al recommendations is associated with a specific
range of attainable decision-making accuracy, depending on the quality of reliance, i.e., the
ability of humans to adhere to Al recommendations if and only if they are correct. Vice
versa, we also show that any accuracy level can be achieved through fundamentally differ-
ent reliance behavior. This has implications for assessing the effectiveness of interventions,
such as explanations, in Al-assisted decision-making. In particular, our work highlights the
importance of disentangling and assessing both effects on accuracy and reliance behavior in
order to derive meaningful implications on how interventions affect decision-making. For
instance, by not capturing effects on reliance, we may conclude that an intervention led
to an increase in accuracy, without understanding that this increase was driven solely by
human over-reliance on Al advice.

We also characterize the conditions under which human-Al complementarity is achiev-
able. In particular, we show that under- and over-reliance” are not symmetrical regard-
ing their implications for complementarity. While complementarity is possible in the case
of over-reliance, there is no hope when the human-in-the-loop under-relies past a certain
threshold. Notably, this threshold may be very high when the AI performs well. For in-
stance, at an Al accuracy of 90%, any adherence to Al recommendations of less than 80%
can never lead to a decision-making accuracy that is better than the AI baseline. Espe-
cially when the human-in-the-loop is not aware of such high AI performance, it might be
unrealistic to expect complementarity. Conversely, our work demonstrates that comple-
mentarity can still occur in empirical studies even when humans cannot distinguish correct
from incorrect Al recommendations—and this likelihood can be significant. This should be
considered when interpreting empirical findings.

Finally, we propose a visual framework and demonstrate its practical relevance by ap-
plying it to two prior empirical studies. Our framework manages to capture a range of
previous findings within a single visualization and extends them by additional observations.
For instance, it offers helpful additional information by disentangling reliance behavior in
its basic components of correct/wrong adherence and overriding. The proposed framework
also allows us to compare empirical findings across studies by contrasting the human ability
to distinguish correct from wrong Al recommendations. Taken together, our work offers a

6. Recall that we assume Accay > 50%, i.e., the Al performs better than chance.
7. Recall that we define under-reliance globally as A < Accar, and over-reliance as A > Accay.
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blueprint and helpful metrics to guide the evaluation and design of effective interventions
for Al-assisted decision-making.

Limitations and Future Work We acknowledge several assumptions that limit the
scope of this work and allude to different areas that merit follow-up work. First, some
of the key theoretical results in our study hinge on the assumption of a binary decision-
making task. Although many critical decisions in the real world can be framed as binary,
such as lending, hiring, or predicting recidivism, we recognize that certain tasks may involve
more than two decision alternatives or even resemble regressions—e.g., in situations where
a bank agent must decide on specific loan amounts to issue. Another logical extension of
our work would be to adapt our theoretical framework and results to cases with more than
two decision-making alternatives. In such scenarios, adjustments to our reliance taxonomy
would be necessary to address situations where overriding a mistaken Al recommendation
could still result in an incorrect decision. Moreover, extending our framework to regression
tasks may warrant further exploration, albeit in a more comprehensive manner.

Additionally, the evaluation of reliance behavior can be either sequential or concurrent,
meaning that a human-in-the-loop may sometimes make an initial guess before receiving
AT advice (sequential) or make the final decision concurrently with receiving Al advice
(concurrent), as discussed by Tejeda et al. (2022). We focus on the concurrent paradigm in
this work, recognizing that sequential setups require a different conceptualization of reliance,
as introduced, e.g., by Schemmer et al. (2023). As such, our work is complementing related
literature on sequential Al-assisted decision-making, such as the works by Dunning et al.
(2024) or Van Dongen and Van Maanen (2013). Finally, the decision-making setup that
we consider is such that a human is relying on AI recommendations, i.e., either adhering
to or overriding them. To this point, it could be interesting to build on previous research
on “artificial trust” (Azevedo-Sa et al., 2021) and reverse this relationship between human
and ATl agent, such that Al agents are relying on human input.

It is also important to note that many of our theoretical results rely on the assumption
that AT recommendations are more accurate than chance. This is motivated by prior work
that has shown that unreliable automation may be worse than no automation at all (Wickens
& Dixon, 2007); and an Al system that performs worse or at most as good as random
guessing is an extreme case of unreliability. While we consider it a reasonable assumption
for Al systems in deployment to perform better than chance, we acknowledge that in certain
cases, this cannot be guaranteed ex ante.

Our visual framework is also limited in its ability to compare empirical findings across
studies with different Al accuracy. Expanding it to account for varying Al accuracy would
necessitate a three-dimensional visualization, introducing a third axis for Accay, a task we
defer to future work. Lastly, although it is often convenient to attribute initial recommen-
dations to an Al system, such as a supervised machine learning model, our work makes no
assumptions about the specific origin of these recommendations. They could originate from
any form of technology, recommender system, or even another human being.
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