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ABSTRACT
Dielectric materials form the foundation of many electronic devices. When connected to a circuit, these materials undergo changes in micro-
scopic morphology, such as the demixing of dielectric mixtures through phase separation and dielectric breakdown, resulting in the formation
of micro-filaments. Consequently, the macroscopic properties and lifespan of the devices are significantly altered. To comprehend the phys-
ical mechanisms behind it, we conducted a systematic investigation of the thermodynamics of multicomponent leaky dielectric materials.
Beginning with the total energy functional, we derived expressions for the binodal composition, spinodal composition, and critical points.
Furthermore, we constructed and validated theoretical phase diagrams for the binary leaky dielectric mixture, incorporating three crucial
freedoms: composition, temperature, and electric field strength. In addition, we analyzed the equilibrium interfacial tension impacted by
the electric field and studied the dynamic aspects of dielectric materials, examining two morphological transformations: electrostriction and
dielectric breakdowns. Our analysis unveiled a connection between these dynamic phenomena and the electric field-induced interfacial insta-
bility. The present work is expected to be supportive of future research on multicomponent dielectric materials by offering a comprehensive
understanding of their thermodynamic and kinetic behaviors.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0203527

I. INTRODUCTION

Dielectric materials play a crucial role in electronic devices,
finding widespread applications in fields such as batteries,1,2

microwave communication systems,3,4 semiconductor,5,6 and
energy storage.7,8 In the operation of these devices, microscopic
phase transformation often occurs9,10 and usually leads to sig-
nificant changes in the macroscopic properties. Some phase
transformations are desirable, such as the reported enhancement
of thermal conductivity through the electric field-induced phase
separation (EIPS) of dielectric materials,11,12 while others, such as
dielectric breakdown,13,14 may be less preferred as they can reduce

device lifespan or lead to equipment failure. It is the consensus
that electric field induced instability is a key factor contributing
to these changes in the microscopic morphologies and subsequent
macroscopic property alterations.15–17 On the one hand, the study of
electric field-induced interface instability dates back to the seminal
contributions of Taylor and Melcher.18–20 In their approach, the
everlasting thermal noises perturb the interface, resulting in the
inhomogeneous interface charges, in turn, leading to the Coulomb
and dielectric forces, which are unbalanced by the interfacial
tension. Hence, electric field-related forces deform the interface
and cause interfacial instability. On the other hand, the EIPS
of the dielectric mixture can give rise to another instability.21,22
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FIG. 1. (a) Initial simulation setup with the perturbed homogeneous binary dielec-
tric mixture. The electric potentials on the left and right boundaries are denoted
by Ψ0 and Ψ1, respectively. The external electric field strength is ∣E0∣ = (Ψ1
−Ψ0)/L. (b) Changes in the electric field or temperature can induce phase sep-
aration, generating the droplet (red) and matrix (blue) phases. (c) Electric-field
triggers the interfacial instability and dielectric breakdown.

Triggered by the thermal noises, as shown in Fig. 1(a), the electric
field alters the total energy of the homogeneous dielectric mixture.
With changing the electric field, or altering the temperature, the
demixing into several distinct phases takes place via the so-called
spinodal decomposition mechanism, which is shown in Fig. 1(b).
Due to the different permittivities and conductivity, these phases
can change morphology via diffusion and convection, forming
various microstructures, including layers, bi-continuous structure,
and dispersed droplets/particles.23–25 With a further change in
electric field and temperature, the separated phases may experience
interfacial instabilities, forming filament structures connecting the
anode with the cathode; see Fig. 1(c). This phenomenon is called
the dielectric breakdown (DB), which drastically dysfunctions the
electronic device. To understand the origin and underlying physical
mechanisms of electric field-induced instability phenomena, it is
essential to have a concise and meticulous notion of thermodynam-
ics, which guides us to the equilibrium state of the multicomponent
dielectric materials.

In Ref. 26, the impact of electric fields on the perfect dielectric
liquid–vapor system was discussed, focusing on shifting the vapor
pressure and boiling point. The authors suggested the existence of
dielectric pressure caused by the presence of an electrostatic field.
They deduced the electrochemical potential inside the electric field,
consequently modifying the vapor pressure. In this study, the equi-
librium compositions of liquid and vapor phases are assumed to be
unchangeable with increasing the electric field. This assumption may
lead to some discrepancies. For instance, in the Li-ion intercalation
materials discussed in Ref. 27, the equilibrium composition changes
drastically inside the electric field. Moreover, the authors derived
the thermodynamically consistent phase diagram of a binary leaky
dielectric mixture through stability analysis, exploring variations in
species composition under different external electric fields. They

also employed linear stability analysis to study the dynamics dur-
ing electric field-induced phase separation of the dielectric mixture.
The dispersion relation was used to obtain the spinodal composition,
showing good agreement with the experimental results. Reference 28
focused on the fundamental thermodynamic quantities of the
liquid–vapor system, such as Gibbs free energy and internal energy,
expressed as functions of electric field strength. Considering the
interplay of capillarity and the electric field, they proposed a theo-
retical model to estimate the equilibrium liquid mole fractions for
ideal and non-ideal systems. In addition, the crucial role of the con-
tact angle of the dielectric fluid on the electrode was discussed. In
Ref. 29, the phase separation of a polymer blend inside an elec-
tric field was studied. Employing mean-field theory, the authors
proposed a theoretical model for calculating the equilibrium con-
dition of the polymer blends; the results were compared to those
of molecular dynamic simulation. They reported that the spinodal
decomposition of the polymer blend inside the electric field depends
not only on the second derivative of permittivity to composition
but also on the relative permittivity of individual species. In these
studies for leaky dielectrics, the chemical equilibrium condition
is addressed via the formulation of electrochemical potential cou-
pled with the homogeneous electric field strength in the domain.
However, for multi-component and multi-phase systems, the elec-
trical steady state condition has not yet been fully clarified. In fact,
because EIPS generates multiple phases with different conductivi-
ties and sizes, the external electric field can result in distinct electric
field strengths inside each phase. Therefore, the non-uniform elec-
tric field in each phase results in modified total energy of the
system, which not only guides the equilibrium compositions of
the separated phases but also affects the critical point when EIPS
takes place.

In this work, we focus on electric field-induced phase separa-
tion from the thermodynamic perspective. Starting from the total
energy functional, we deduce the formulations for the equilibrium
composition, spinodal composition, critical point, and critical elec-
tric field strength. The last factor plays the dominant role on EIPS
at various temperatures. Notably, these theoretical values are care-
fully verified through phase-field simulations, which are based on
the Cahn–Hilliard–Navier–Stokes–Gauss (CHNSG) model devel-
oped in our previous research.30 By coupling the composition field
with the electric field, we study EIPS by varying key parameters,
including temperature, permittivity, conductivity, and electric field
strength. Crucially, the immiscible gap and the spinodal region are
not only changed by the composition-dependent permittivity but
also were significantly influenced by the composition-dependent
conductivity. This is of great importance for commercial interca-
lation materials in Li-ion battery applications,27 such as LixCoO2

31

and Li4+3xTi5O12,32 where the conductivity may change in sev-
eral orders via the metal-to-insulator transition. The enormous
conductivity difference modifies the equilibrium electric field and,
consequently, impacts the equilibrium composition field, a fac-
tor often overlooked in previous studies. In addition, our obser-
vations reveal that leaky dielectric materials exhibit two distinct
connections to the electric field. By adjusting the co-action of
permittivity and conductivity, the immiscible region enclosed by
equilibrium compositions can either shrink or expand, resulting
in the hindrance or facilitation of the electric field-induced phase
separation.
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Furthermore, based on thermodynamic information, we obtain
the equilibrium interfacial tension γ—a critical parameter for ana-
lyzing interfacial instability and microscopic morphology transfor-
mations. We find that the electric field-induced shrinkage or expan-
sion of the immiscible region can also influence γ, leading to either
interfacial tension reduction (thinning) or increase (thickening).
Particularly, the interfacial tension thinning effect is deeply associ-
ated with interfacial instability and contributes to our understanding
of dielectric breakdown from a thermodynamic perspective. On the
one hand, this may help us select the proper dielectric material and
improve the device performance and reliability by avoiding DB. On
the other hand, taking the advantages of DB, a better knowledge of
the underlying mechanism can also be beneficial to design memris-
tive devices that prefer controllable DB by the external electric field
or temperature.33

This paper is organized into distinct sections to facilitate a
comprehensive presentation of our findings. The structure is delin-
eated as follows: Section II introduces the total energy functional
of the multi-component leaky dielectric fluid system. In addition, it
outlines the numerical method employed for simulating the behav-
ior of dielectric fluids. In Sec. III, we present the methodology to
derive the equilibrium composition, spinodal composition, critical
point, critical electric field strength, and interfacial tension perti-
nent to the binary leaky dielectric fluid when subjected to an electric
field. A comparative analysis is undertaken in Sec. IV, aligning the
numerical simulation with the theoretical calculation established in
Sec. III. Particular emphasis is placed on presenting the phase dia-
gram of the leaky dielectric fluid. Section V presents the interfacial
tension, which is related to several pivotal phenomena, including
electrostriction, and dielectric breakdown. The paper is concluded
in Sec. VI.

II. DESCRIPTION OF THE MODEL
A. Total energy functional

For the multicomponent leaky dielectric system, the total
energy functional, denoted as ℒ, exhibits spatial and temporal
dependencies. This energy functional is composed of three primary
components: the chemical free-energy functional represented by ℱ,
the electric energy functional denoted as 𝒰, and the macroscopic
kinetic energy labeled as 𝒦,

ℒ = ℱ(x, t, c,∇c) +𝒰(x, t, ρe,∇Ψ) +𝒦(x, t, ρ, u).

1. Chemical free-energy functional
The chemical free-energy functional ℱ in the domain Ω is for-

mulated by the sum of the bulk chemical free-energy density f(c)
and the gradient-related interfacial term as

ℱ = ∫
Ω

g(c,∇c) d Ω = ∫
Ω
[ f (c) +

N

∑
i=1

κ
2
(∇ci)2]d Ω. (1)

The interfacial tension parameter κ controls the scaling of interfacial
tension. In this study, we employ the regular solution model for the
bulk chemical free-energy density34,35 with

f (c)
f ∗
= T

N

∑
i=1

ci ln ci +
N,N

∑
i<j

χij ci cj +
N,N,N

∑
i<j<k

χijk ci cj ck, (2)

in which T represents temperature. The molecular interaction
between components is characterized by the Flory parameter χij,
where χij > 0 indicates repulsion and vice versa. The triple interac-
tion is influenced by the parameter χijk for systems with more than
two components. The reference free-energy density f∗ is defined as
RgTr/vm and is scaled by the gas constant Rg , reference tempera-
ture Tr , and molar volume vm. We designate f∗ as the unit upon
non-dimensionalization.

2. Electric potential energy
The electric potential energy 𝒰 is taken into consideration

when the system is situated within an electrostatic field,

𝒰 = ∫
Ω

u( ρe,∇Ψ ) d Ω = ∫
Ω
[− ε

2
(∇Ψ )2 + ρe Ψ]d Ω. (3)

The volume integral in Eq. (3) comprises two aspects. One origi-
nates the energy density of the electric field and is associated with
the material permittivity ε = ∑N

i=1 εi ci. Here, εi represents the per-
mittivity of component i. The other term ρe Ψ denotes the energy
required to place the charge density ρe onto the electric potential
Ψ. In this work, the leaky dielectric model is adopted,19,36 where
the nonzero conductivity is assigned for each component. It implies
that ρe describes the charge carrier density, which exists in the leaky
dielectric material and contributes to the conductivity. The con-
cept of ρe in leaky dielectric materials is consistent with previous
studies.26–28

3. Kinetic energy
The kinetic energy incorporates the constant density ρ and the

macroscopic fluid flow velocity u, yielding

𝒦 = ∫
Ω

ρ u2

2
d Ω. (4)

B. Governing equation
In this study, we employ the Cahn–Hilliard–Navier–Stokes–

Gauss model (CHNSG) previously developed in our previous work30

to explore the thermodynamics of the multi-component dielectric
fluid system in conjunction with electro-hydrodynamics.

1. Composition conservation
To characterize the spatiotemporal evolution of the composi-

tion for each component i, denoted as ci, we adopt the Cahn–Hilliard
equation, expressed as

∂ci

∂t
+ u ⋅∇ ci = ∇ ⋅

⎛
⎝

N

∑
j=1

Mij∇μj + ξi
⎞
⎠

, (5)

where the mobility M ∶= (Mi j) ∈ RN×N following Onsager’s rela-
tion37 is scaled by the reference interdiffusivity D∗, formulated as
(D∗/ f∗)ci (δij − cj) (see the derivation in Ref. 38), where δij is the
Kronecker delta. Notably, the electrochemical potential μi is defined
by the functional derivative of ℒ to ci, leading to

μi =
δg
δci
+ δu

δci
= ∂ f
∂ci
− κ∇2ci −

1
2
∂ε
∂ci

E 2. (6)
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Here, E = −∇Ψ represents the local electric field strength, which
is curl-free, so that the electromagnetism is not considered in
this work. Consequently, the electrochemical potential is decided
by both the chemical free-energy density g and the electric
energy density u, underscoring the inherent coupling between the
concentration field and the electric field.

In Eq. (5), the composition noise ξ is added to initiate
the spinodal decomposition, following the fluctuation–dissipation
theorem39,40 as

⟨ξi, ξ′i⟩ =
2 Mii f ∗

Δ t
∇2δ(x − x′)δ( t − t′),

where δ denotes Dirac’s delta and Δt stands for the time step of the
simulation. The numerical accuracy and stability of the stochastic
phase-field model are expounded upon in our previous study.40

2. Charge conservation
In the leaky dielectric approach, the identity of the charge car-

rier is not specified. In this way, the conservation equation for the
spatiotemporal charge density ρe is needed and coupled with Gauss’s
law through the following set of equations:

∇ ⋅ (ε E) = ρe, (7)

∂ρe

∂t
+ u ⋅∇ ρe = ∇ ⋅ (σ∇Ψ). (8)

In these equations, the material-dependent conductivity is denoted
as σ = ∑N

i=1 σi ci and governs the charge kinetic behavior, where σi
represents the conductivity of component i.

3. Momentum conservation
For the fluid flow velocity u in Eqs. (5) and (8), the incompress-

ible Navier–Stokes equations are adopted as

∇ ⋅ u = 0, (9)

ρ (∂u
∂t
+ u ⋅∇u) = −∇p −

N

∑
i=1

ci∇μi − ρe∇Ψ +∇ ⋅ [η (∇u +∇uT)],

(10)
in which the pressure p is solved under the incompressible condi-
tion of Eq. (9). The second and third term in the right hand side of
Eq. (10) denote the thermodynamic force and the Coulomb force,
respectively. The detailed deduction is documented in our previ-
ous work.30 The viscosity η plays a key role in governing the kinetic
energy dissipation through the viscous effect.

In addition to the interpretation of the forces as potential gra-
dients, the second and third terms on the right hand side of Eq. (10)
can also be expressed by the thermodynamic stress tensor Θ and
electrostatic Maxwell stress tensor σ M as

−
N

∑
i=1

ci∇μi − ρe∇Ψ = −∇ ⋅ (Θ + σ M),

Θ = −(g −
N

∑
i=1

δg
δci

ci) I +
N

∑
i=1

∂g
∂∇ci

⊗∇ci,

σ M = −(u −
N

∑
i=1

δu
δci

ci −
δu
δρe

ρe) I − ∂u
∂∇Ψ

⊗∇Ψ.

Both interpretations are mathematically equivalent. The detailed
derivations is documented in our previous work.30

4. Discretion method and boundary condition
The governing equations, Eqs. (5)–(10), are discretized by using

the finite difference method, as depicted in Ref. 30 with Message
Passing Interface (MPI) techniques. The non-dimensionalization
process employs characteristic length x∗ = 10−8 m, reference dif-
fusivity D∗ = 10−9 m2/s, reference free-energy density f∗ = 106

N/m2, and electric field strength E∗ = 108 V/m. The non-
dimensionalization procedure follows the methodology presented in
Ref. 37.

To the Cahn–Hilliard–Navier–Stokes–Gauss model, we apply
the following boundary conditions as

(i) Neumann boundary condition for the composition ci and
electrochemical potential μi for each component i as:

∇ci ⋅ n = 0, ∇μi ⋅ n = 0.

For the non-zero Neumann boundary condition and the
associated chemical wall free energy, we refer to Ref. 41.

(ii) Dirichlet boundary condition is applied for the electric
potential Ψ on the left and right boundaries,

Ψleft = Ψ0, Ψright = Ψ1, (11)

while no-flux boundary condition is added on the other sides,

∇Ψ ⋅ n = 0.

This setup models the scenario of putting a dielectric mix-
ture into two electrodes with voltage drops. Since the leaky
dielectric is considered as the resistance R that changes with
composition c, the charge current I = (Ψright −Ψleft)/R is also
composition-dependent, following the Ohm’s law according
to Eq. (8).

In another scenario, for instance, the dielectric mixture
in the AC circuit, or the charging battery, the time-relevant
charge current I(t) may flow across the electrode surface Γ
(boundaries) as

I(t) = ∫
Γ

σ(c)∇Ψ ⋅ n dΓ,

so that

Ileft = Iright = Iconst. (12)

Hence, the time-relevant electric potential on the left and
right boundaries will change with the composition c on the
electrodes. The voltage drop is constrained by Ohm’s law as
Ψright −Ψleft = I R.

Either Eq. (11) or Eq. (12) is sufficient to solve the second
order partial differential equation of Gauss’ law, Eq. (7). In
this work, we focus on the applied constant voltage drop onto
the dielectric mixture, as the setup in previous studies26,27 and
shown in Fig. 1.

(iii) No-slip boundary condition is used for the velocity u. The
numerical convergence of the CHNSG model has been
extensively discussed in our previous study.30
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III. THERMODYNAMIC EQUILIBRIUM
To specify the real physical system that could be studied with

the introduced phase-field framework in Sec. II B, we choose the ion
intercalation material Li4x+3Ti5O12, which has been widely investi-
gated for Li-ion batteries42,43 and memristive devices.44,45 Figure 1
provides an illustration of the setup. Due to the stoichiometry
of Li4x+3Ti5O12 controlled by the coefficient x, the homogeneous
phase shown in Fig. 1(a) may become thermodynamically unsta-
ble. By applying an electric-field drop Ψ1 −Ψ0 on to it, the thermal
noise triggers composition fluctuation, leading to phase separation
and the formation of two distinct phases, as represented by the
red-colored Li7Ti5O12 and the blue-colored Li4Ti5O12 shown in
Fig. 1(b). Because of the low conductivity of Li4Ti5O12, the separated
phases build the resistance with a constant weak current flowing
through. With a further change in Ψ1 or temperature T, the interface
becomes unstable and the microscopic fingering of Li7Ti5O12 with
high conductivity connects the electrodes and results in the effec-
tive dielectric breakdown (DB) shown in Fig. 1(c). Macroscopically,
the system proceeds with the insulator-metal transition controlled
by the electric field that has potential to be applied for neuromorphic
computing.44

In addition to Li4x+3Ti5O12, other materials, such as LixCoO2
31

and LixNi1/3Co1/3Mn1/3O2,46 also undergo similar phase transitions
inside the electric field in a more complex manner. Here, the
phase transition is not directly controlled by altering the electric
field, but decided by the operational conditions on the bound-
ary, such as the ion inserting rate into the material. This scenario
can be understood as the current I(t) trespassing the material,
which alters the electric field by Ohm’s law. To understand the
critical phenomena that occur in these materials, but are not lim-
ited in these materials, we adopt the leaky dielectric model and
scrutinize the criteria of the critical morphological transforma-
tions from the thermodynamic perspective. The thermodynamic
equilibrium of the entire system is determined by the interplay
of two conditions, namely, the electrical steady state and the
chemical equilibrium. Without losing the generality, the deriva-
tion for the thermodynamic equilibrium is conducted for a binary
droplet–matrix system. Omitting the subscript i for multicompo-
nent cases, we use c to represent the droplet composition, so that the
matrix composition is 1 − c. The droplet electrochemical potential is
denoted as μ.

A. Electric field at steady state
On the one hand, Eq. (8) gives rise to ∂ρe/∂t = 0, which defines

the electrical steady state and is equivalent to Ohm’s law27,36 as

∇ ⋅ J = 0,
−σ∇Ψ = σ E = J.

(13)

In this work, we assume that during the microstructure evolu-
tion, the steady state of charge density is reached in a more rapid
manner than the diffusion of material. Hence, the charge density
flux J is constant at every position inside the domain. With time
evolving, the composition c changes the material-dependent con-
ductivity σ(c), as reported in Ref. 47 for the Li4x+3Ti5O12 phase.
Hence, the charge density flux J is also modified. In this way, the
steady state is also influenced by the chemical equilibrium. Here,

the electric steady state of dielectric mixtures is categorized into
two groups.

(i) For the non-phase separated homogeneous mixture, as shown
in Fig. 1(a), the uniform composition c gives rise to the con-
stant E equals to the external electric field strength E0. In this
case, Ohm’s law results in the composition dependent flux,

J(c) = σ(c)E0,

so that the mixture functions as a resistance with a constant
resistivity proportional to 1/σ(c).

(ii) Once electric field-induced phase separation happens, two
distinct phases appear, as shown in Fig. 1(b). The electric field
strength in different phases becomes composition-dependent
as

E(c) = J
σ(c) . (14)

In this case, the system is regarded as the serial resistance of
red droplet and blue matrix phases. Not only the conductivity
σ(c) but also the thickness of each phase significantly influ-
ences the whole resistance. In Sec. IV A 3, Eq. (14) will be
carefully validated. This crucial relationship reflects the fact
that the electrical steady state can also influence the chemical
equilibrium in return.

B. Binodal composition
On the other hand, Eq. (5) points out the chemical equilibrium

condition dc/dt = 0, indicating the equal electrochemical potential μ
for the entire system. For non-phase separated mixtures, the homo-
geneous composition c guarantees a uniform chemical potential μ. In
this work, we assume the permittivity ε to be the linear function of
composition. Hence, the equilibrium composition does not change
by the electric field. While for mixtures proceeding EIPS, the chemi-
cal equilibrium is described by the binodal compositions as follows:
we integrate μ of Eq. (6) inside the bulk region, from the droplet
equilibrium composition cd to the matrix equilibrium composition
cm, yielding

Δ f (cd) + Δ u(cd) − μe(cd) (cd − cm) = 0,

μ(cd) =
∂ f
∂c
∣
c=cd

− 1
2
∂ε
∂c

E2
d,

μ(cm) =
∂ f
∂c
∣
c=cm

− 1
2
∂ε
∂c

E2
m,

μ(cd) = μ(cm) = μe,

(15)

where the excess total energy density is denoted by Δ f + Δ u − μe Δ c,
including the excess chemical energy density Δ f = f(c) − f(cm) and
the excess electric energy density Δ u with expression in Eq. (18).
The equilibrium electrochemical potential represented by μe and Δ c
is defined as (c − cm). The electric field strengths within the equi-
librium phases, Ed and Em, are determined by Eq. (13). Since the
separated phases build a serial resistance, as shown in Fig. 1(b),
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the electric field strength in each phase can be calculated with the
boundary condition for the electric field,

∫
L0

0
Ed dn + ∫

L

L0

Em dn = E0 L = Ψ0 −Ψ1. (16)

At the equilibrium state, the electric field strength inside each phase
is constant and is determined with the phase thickness that is asso-
ciated with the interface position L0. Here, E0 denotes the external
electric field strength, as shown in Fig. 1, differing from the local
electric field strength E. Consequently, the composition-dependent
E induces a variation in the electrochemical potential μ, which, in
turn, modifies the equilibrium compositions cd and cm due to the
influence of the electric field. This relationship will be thoroughly
examined in Sec. IV A.

In addition, the excess electric energy density needs to be com-
puted for two different conditions separately: (i) for non-phase
separated mixtures, the constant E = E0 gives rise to

Δ u = − ε(c)
2

E2; (17)

(ii) for phase-separated mixtures, the excess electric energy density
reads

Δ u(c) = ∫
c

cm

− 1
2
∂ε
∂c

E2(c) d c. (18)

C. Spinodal composition
With the above-mentioned equilibrium conditions, we now

consider the critical criterion for the electric field-induced phase sep-
aration. The spinodal decomposition is regarded as one of the most
crucial mechanisms and is discussed in this work. Based on the elec-
trochemical potential μ defined in Eq. (6), the impact of electric field
on the spinodal composition, denoted as cs, is expressed as

∂2(Δ f + Δ u − μeΔ c)
∂ c2 = ∂2 f

∂c2 −
∂ε
∂c

∂E
∂c
⋅ E − 1

2
∂2ε
∂c2 E2

= ∂2 f
∂c2 −

∂ε
∂c

∂E
∂c
⋅ E = 0. (19)

Given the assumption that the permittivity ε follows a linear func-
tion of c, the second derivative vanishes as ∂2ε/∂c2 = 0. Hence, the
electric field strength decides the phase separability of the dielectric
mixture. (i) For a non-separable mixture, E = E0 does not depend on
c. Therefore, the spinodal composition is not varied by the electric
field as

∂μ
∂c
∣
c=cs

= ∂2 f
∂c2 = 0. (20)

(ii) Once phase separation happens, the spinodal composition is
drastically modified by the electric field. Substituting Eq. (14) into
Eq. (19), the spinodal composition cs is determined by

∂μ
∂c
∣
c=cs

= ∂2 f
∂c2 −

∂ε
∂c
(∂E
∂σ

∂σ
∂c
) ⋅ E

= ∂2 f
∂c2 +

∂ε
∂c

∂σ
∂c

E2

σ
= 0. (21)

Crucially, Eq. (21) highlights the pivotal notion that the electric
field strength E of the multi-component system is contingent upon
the composition c. This enables us to study the electric field-induced
phase separation and will be expounded upon in Sec. IV B. The
linear function of ε(c) constitutes a phenomenological treatment;
more intricate formulations, such as exponential and higher-order
polynomial functions, can delicately modify the spinodal composi-
tion, primarily due to the presence of the term ∂2ε/∂c2 ≠ 0. More
details are found in Ref. 27 where the linear stability of the spinodal
decomposition is carried out.

D. Critical point
Following the definition of spinodal composition, the criti-

cal point and critical temperature can be determined through the
condition that the equation,

∂2 f
∂c2 +

∂ε
∂c

∂σ
∂c

E2
0

σ
= 0, (22)

possesses a unique solution c∗ within the interval (0, 1). Utilizing the
regular solution formulation for the chemical free-energy density,
denoted as f(c) in Eq. (2) and the linear function of conductivity σ
to c in Eq. (21) can be simplified into a cubic polynomial amenable to
a solution using the Cardano formula. As an example in the binary
system in this study, with ∣E0∣ = 0.10, ∂ε/∂c = 39, ∂σ/∂c = 4, the
critical temperature is T∗ = 1.761 03 and the critical composition
is c∗ = 0.5119. For more complicated scenarios, the critical point
necessitates numerical computation. Rewriting Eq. (22), the critical
electric-field strength to induce phase separation is expressed as

∣Ec∣ =

¿
ÁÁÀ− ∂2 f /∂c2

(∂ε/∂c)(∂ ln σ/∂c) . (23)

E. Interfacial tension
To explain the electric field-induced dielectric breakdown, we

derive the interfacial tension of the droplet–matrix system inside
the electric field as in the following. Initially, we examine the
thermodynamic equilibrium condition for any composition c,

∂ f
∂c
+ ∂u

∂c
− κ∇2c = μe. (24)

Hence, the excess total energy density equates to

Δ f + Δ u − μe Δ c = κ
2
(∇c)2.

Integrating it along the interface’s normal direction from n = 0 to
n = L, the droplet–matrix interfacial tension inside the electric field
reads

γ = ∫
L

0
[Δ f + Δ u − μe Δ c + κ

2
(∇c)2 ] d n

= 2∫
L

0
[Δ f + Δ u − μe Δ c ] d n. (25)

This integral can only be evaluated numerically. More details about
the above-mentioned derivations are documented in A. Further elu-
cidation on the interfacial tension and its associated behaviors will
be provided in Sec. IV D.
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TABLE I. List of parameters adopted in simulations.

Parameter Description Value

χ12 Flory parameter 3.78
κ Interfacial tension parameter 4.0
ε2 Matrix permittivity 1.0
ν Permittivity ratio
σ2 Matrix conductivity 1.0
s Conductivity ratio
Ψ0 Electric potential on left boundary 0.0
∣E0∣ External electric field strength magnitude 0.1
ρ Density 1.0
η Viscosity 1.0
M Mobility 1.0
Δ t Simulation time step 0.001
ξ 2D thermal noise (0.01, 0.01)

IV. DISCUSSION
In this section, we first validate the thermodynamic quanti-

ties of the binary dielectric fluid defined in Sec. III with phase-field
simulation. The essential parameters utilized in the simulations are
presented in Table I, accompanied by their non-dimensionalization
using the characteristic values expounded in Sec. II B 4. To avoid
redundancy, we define the permittivity ratio as ν = ε1/ε2 and the
conductivity ratio as s = σ1/σ2.

A. Validation of equilibrium composition
In this part, our focus is on assessing the influence of the

electric field on the droplet–matrix equilibrium composition. We
specifically examine three permittivity ratios, denoted as ν = 1 : 40,
20 : 1, and 40 : 1. For each ν, simulations encompass a range of
temperatures T ranging from 1.0 to 1.8. The initial configuration
is identical to that shown in Fig. 1. At the given temperature T,
the initial compositions align with the electric-field-free equilibrium

compositions, which locate on the black dashed binodal line shown
in Fig. 2(a).

1. Permittivity
Clearly discernible in Fig. 2(a) (i), we observe a gradual change

in the equilibrium composition profile along the droplet–matrix
interface with increasing permittivity ratio ν. A comparison with
the black dashed c-profile under the electric-field-free condition
reveals two distinct behaviors in composition variances. (I) For
ν > 1, signifying the droplet permittivity larger than that of the
matrix, the droplet equilibrium composition cd decreases, becom-
ing smaller than the electric-field-free cd, while the matrix equi-
librium composition cm increases, exceeding the electric-field-free
cm. In addition, the slope of the composition profile at the interface
(x = 100) diminishes with increasing ν > 1. (II) For ν < 1, the sce-
nario is reversed, revealing a stiffer interface composition profile in
comparison to the black dashed electric-field-free c represented by
the red doted–dashed line.

Despite the pronounced alterations in equilibrium composi-
tion, the electric potential Ψ demonstrates only subtle differences
with the distinct ν, as shown in Fig. 2(b) (ii). According to Eq. (14),
the electric field within the dielectric fluid depends significantly
on the conductivity σ. Considering σ = ∑N

i=1 σi ci, the composition
variance induced by the permittivity exerts a weak influence on
σ. Consequently, Ψ is slightly altered by ν at a given temperature.
However, when the temperature T shown in Fig. 2(c) changes evi-
dently, both the composition profile and the electric field undergo
significant modifications. Even at T = 1.8, the droplet–matrix
interface disappears, indicating fluid remixing by the electric
field.

As the droplet–matrix binary phase diagram Fig. 2(a) presents,
for various permittivity ratios ν and temperatures T, the simulated
binodal compositions (colored dots) align well with theoretical val-
ues (colored lines) derived from Eq. (15). Notably, the immiscible
region enclosed by the colored binodal shows the positive corre-
lation with the permittivity ratio. To explain this observation, we
rewrite the electric energy density of Eq. (18) as

FIG. 2. Thermodynamic equilibrium of the droplet–matrix system inside the electric field. (a) Phase diagram by different droplet–matrix permittivity ratios ν = εd/εm. Color
dots: simulated equilibrium composition; color lines: theoretical binodal composition with Eq. (15). Black dashed line: equilibrium composition without an external electric field.
(b) Permittivity significantly influences, (i) equilibrium composition distribution across the droplet-matrix interface (shifted for better demonstration), but only slightly changes
and (ii) equilibrium electric potential. Temperature is set constant at T = 1.6. (c) Temperature impacts both (i) equilibrium composition distribution and (ii) equilibrium electric
potential. Here, the permittivity ratio is fixed as ν = 40 : 1.
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Δ u(c) = − J 2

2
∂ε
∂c

c − cm

σ(c)σm
, (26)

and we find the permittivity ratio impacts the electric energy den-
sity becoming straightforward. For ν > 1, per se ∂ε/∂c = ν − 1 > 0,
Δ u is non-positive, which reduces the excess total energy Δ f
+ Δ u − μe Δ c. According to Eq. (24), the interfacial energy term
κ(∇c)2/2 decreases, which flattens the droplet–matrix interface,
encouraging the mixing of droplets with the matrix. Conversely, for
ν < 1, the electric field increases the excess total energy, thus sharp-
ening the interface, and enhances the demixing of droplets with
the matrix.

The transition point happens at ν = 1, where the identical
permittivity for droplet and matrix phases results in zero electric
energy density changes. In addition, the electrochemical potential
μ is uncoupled with the electric field strength. In this case, ther-
modynamic equilibrium exhibits no difference from the scenario
of electric potential energy-free conditions. In other words, only
chemical free-energy dominates the equilibrium.

An additional insight from the binary phase diagram is the
heightened impact of the electric field at high temperatures. Because
the chemical free-energy density Δ f reduces significantly with ris-
ing temperature,48 the excess electric energy density Δ u tends to
play a prominent role. At high temperature, the excess total energy
Δ f + Δ u − μe Δc is vastly scaled with Δ u, resulting in the huge
binodal composition derivation from the equilibrium composition
without the electric field.

2. Conductivity
As stated in Eq. (26), the conductivity also influences the elec-

tric energy density as well. To elucidate this, we vary the conductivity
ratio s = σ1/σ2 between two phases from 1 : 5 to 10 : 1. The result-
ing equilibrium behaviors are shown in Fig. 3. As s rises, the electric
field at the interface (gray-shaded region) transitions from a con-
cave to a convex shape, with an inflection point occurring at s = 1,
as guided by the black dashed line shown in Fig. 3(a). Consequently,
the equilibrium compositions, shown in Fig. 3(b) undergo modifica-
tions, revealing an increase in the equilibrium matrix composition
and a decrease in the equilibrium droplet composition with s. In
other words, the droplet–matrix demixing is enhanced by the larger
conductivity ratio. Furthermore, a reduction in s also leads to more
induced charges at the interface, as shown in Fig. 3(c). Particu-
larly for s = 1, the equilibrium compositions align with the binodal
compositions in the absence of the electric field. This observation
suggests that the induced charges at the interface do not affect the
equilibrium.

3. Composition-dependent electric field strength
Subsequently, we study the thermodynamic equilibrium influ-

enced by the external electric field strength ∣E0∣. As shown in
Fig. 4(a) (i), increasing ∣E0∣ not only drastically reduces the compo-
sition difference between droplet and matrix phases but also widens
the interface, as highlighted by the blue shaded region for ∣E0∣ = 0.01
and by the red shaded region for ∣E0∣ = 0.20. The effect of the elec-
tric field on the interface width will be discussed in Sec. IV D. With
a further increase in ∣E0∣, cd, and cm converges, as guided by the

FIG. 3. Thermodynamic equilibrium of the droplet–matrix system at different
droplet–matrix conductivity ratios s = σ1/σ2. (a) Equilibrium electric field along x
direction. (b) Equilibrium composition. (c) Interface charge density. Both (b) and (c)
are shifted in the x direction for better demonstration. Temperature is set constant
at T = 1.4. The external electric field strength is ∣E0∣ = 0.1. The permittivity ratio
is ν = 40 : 1.

colored dots shown in Fig. 4(a) (ii). It indicates that the electric field
promotes droplet–matrix mixing. Especially at ∣E0∣ ≥ 0.22, droplet
and matrix are miscible with each other and the interface disap-
pears. This phenomenon leads to some interesting behaviors, which
will be further discussed in Sec. IV E 2. In addition, the simulated
binodal compositions are compared to the colored theoretical lines,
affirming the accuracy of our theory Eq. (15).

Another concern pertains to the proposition of composition-
dependent electric field strength, denoted as E(c) in Eq. (14). This
formulation exerts a profound influence on thermodynamics in two
dimensions. (I) Owing to the varying E(c) along the interface, the
excess electric energy density Δ u becomes composition dependent,
as expressed in Eq. (26). To verify our theory, we compare the sim-
ulated E(c) and Δ u to the theoretical lines derived from Eqs. (14)
and (26) shown in Fig. 4(b). Despite some deviations in E(c), par-
ticularly at T ≤ 1.4, the excess electric energy density Δ u exhibits
excellent agreement with our theory. This underscores the correct
expression of Δ u as per Eq. (18), rather than Eq. (17). (II) Given
that E is a function of composition c, its first derivative ∂E/∂c is
nonzero and significantly impacts the spinodal composition, as the
calculation of the spinodal composition in Eq. (21). This aspect will
be further heeded in Sec. IV B.

4. Interface orientation
In the derivation of the equilibrium condition, as Eq. (16), an

assumption is posited that the local electric field strength E at inter-
face is parallel to the interface normal direction n. To refine Eq. (18)
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FIG. 4. Thermodynamic equilibrium of the droplet–matrix system with external
electric field strength ∣E0∣. (a) Equilibrium composition. (i) Composition profile
along x direction. The color-shaded region depicts the interface region. (ii) Binodal
composition. (b) The composition-dependent electric field at various temperatures
T . (i) Electric field strength E(c) with composition c. Dots: simulation; lines: theory
according to Eq. (14). (ii) Excess electric energy density Δ u as a function of c.
Dots: simulation; lines: theory according to Eq. (18).

for the electric potential density difference Δ u, we decompose E into
the interface normal and tangent directions (see Fig. 5) as En + Et
and En ⋅ Et = 0, yielding

Δ u = ∫
x

0
− 1

2
∂ε
∂c
(E2

n + E2
t)∇c ⋅ dn,

which indicates the significant importance of the intersection angle
between E and n, which is denoted as θ. To elucidate the inter-
face orientation effect on the equilibrium, we scrutinize two distinct
configurations.

(i) The parallel configuration with n∥E0 is exemplified in
Fig. 6(a) (i), which results in En = 0 and Et = E0. At equi-
librium, the electric potential Ψ and E show no material
dependency, as shown in Fig. 6(a) (ii). The excess total energy
density governing the equilibrium can be written as

Δ f + Δ u − μe Δ c = Δ f − f ′(cm)Δ c − E2

2
[ε(c) − εm −

∂ε
∂c

Δ c]

= Δ f − f ′(cm)Δ c. (27)

Thus, the equilibrium compositions cd and cm coincide with those
of the electric field free scenario, as shown in Fig. 6(a) (iii). It is
noteworthy that the cancellation of the E terms in Eq. (27) is solely
effective for ε = ∑N

i=1 εi ci. In addition, its validity remains assured for
low temperatures and weak electric fields, where cd and cm undergo
tiny changes, and ε can still be approximated with a linear function
of c.

FIG. 5. Illustration of the droplet–matrix interface having the intersection angle θ
with the local electric field strength E at interface. The interface is marked by the
black dashed line. En and Et represent the composition of E in the interface normal
and tangent directions, respectively.

(ii) The serial setup positions the droplet–matrix interface per-
pendicular to E0, as shown in Fig. 6(b) (ii). Here, the
electric field strength is decomposed into En = E(c) in the
normal direction and Et = 0 in the tangent direction. The
material-dependent Ψ results in the equilibrium composi-
tions differing from those in the parallel setup, as shown in
Fig. 6(b) (iii). In this way, the excess electric potential Δ u is
expressed as

Δ u(c) = ∫
c

cm

− 1
2
∂ε
∂c
(E cos θ)2 dc, (28)

where θ is defined by cosθ = E ⋅ n/(∣E∣∣n∣). It highlights that the
equilibrium composition is also correlated with the interface orien-
tation inside the electric field. To put it more succinctly, the system
shows the anisotropic behavior within the electric field, with the
equilibrium composition influenced by the orientation of the inter-
face. This interface orientation-related anisotropic behavior will be
further explored in Sec. IV E 1.

5. Interface position
Following Eq. (16), the electric field strength E(c) also relies

on the interface position L0. By varying L0 with the serial setup
shown in Fig. 7(a), the magnitudes of both Ed and Em soar with
the increase in L0, as shown by the slopes of the Ψ curves in
Fig. 7(b). As a result of this, the droplet equilibrium composition cd
decreases, while the matrix binodal composition cm increases. This
observed tendency aligns well with the theoretical predictions via
Eq. (15). It also suggests that the equilibrium state is significantly
impacted by the thickness of the phases and adds complexities to the
thermodynamics of the dielectric fluids.

B. Validation of spinodal composition
In the second part, we validate our theory on the spinodal com-

position, which is crucial to understand the electric field-induced
phase separation. Here, the droplet–matrix binary system is selected
with the permittivity ratio ν = 40 : 1 and conductivity ratio s = 5 : 1.
The initial configuration is shown in Fig. 8(a) (i), where a homoge-
neous mixture is confined inside the 10 × 200 slab domain. The slab
setup ensures that the spinodal decomposition produces an interface
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FIG. 6. Anisotropic thermodynamic equilibrium of the droplet–matrix system with
(a) parallel setup: interface parallel to the external electric field strength E0 and
(b) serial setup: interface perpendicular to E0. (i) Equilibrium composition field
scaled by the color bar in the following. (ii) Equilibrium electric potential in x direc-
tion at y = 25. (iii) Equilibrium condition with Eq. (15). Colored lines: excess total
energy density Δ f + Δ u; color dots: binodal compositions inside the electric field.
Black dashed lines and dots denote the excessive energy density Δ f and binodal
compositions with E0 = 0, respectively.

constrained in the serial setup, perpendicularly oriented to the elec-
tric field strength, as shown in Fig. 6(b). Consequently, the potential
impact of interface orientation on thermodynamics, as discussed in
Sec. IV A 4, can be mitigated.

Triggered by the thermal composition noise, the composition
fluctuations are observed at time t = 103 shown in Fig. 8(a) (i)
and (ii). However, by t = 104, only the initial composition c0 = 0.40
entering the spinodal region results in the clearly visible phase
separation, as shown in Fig. 8(a) (ii). Furthermore, by rotating
the electric field by π/2, as shown in Fig. 8(a) (iii) (the parallel
configuration), and applying the same parameters as Fig. 8(a) (i),
the spinodal decomposition occurs at the lower initial compo-
sition c0 = 0.28. Because the parallel configuration produces the
composition-independent E = E0, the spinodal region is not mod-
ified by the electric-field, which is in consistency with our theory
in Eq. (20).

Moreover, at various temperatures ranging from 1.0 to 1.8, the
spinodal compositions cs are testified in simulations with the bisec-
tion method. The simulated values of cs, marked by the colored dots,
exhibit good agreement with the theoretical values calculated by
Eq. (21). In addition, the spinodal compositions (black dots) for the
parallel configuration revert to the electric field-free spinodal com-
positions; see the black dashed line. This observation again not only
emphasizes the significance of the interface orientation effect but

FIG. 7. Droplet–matrix interface position L0 modifies thermodynamic equilibrium.
(a) Equilibrium composition. (b) Equilibrium electric potential. (c) Binodal compo-
sitions as a function of L0; left panel: equilibrium droplet composition; right panel:
equilibrium matrix composition. Color dots: simulation; color lines: theory Eq. (15);
dashed lines: equilibrium compositions without electric fields.

also highlights the good consistency with the theoretical calculation
according to Eq. (20).

C. Phase diagram
In this section, we summarize the phase diagram of the

binary leaky dielectric system, which helps determine the cri-
terion of electric-induced phase separation affected by different
conditions, including changing the dielectric materials, the mix-
ture composition, temperature, and electric field strength. Utilizing
Eqs. (15)–(18), we determine the equilibrium binodal composi-
tions for the droplet and matrix phases at different temperatures
T within various local electric field strength ∣E∣. As stated in
the previous part, the permittivity ratio, conductivity ratio, and
interface geometry of the dielectric materials can magnificently
impact the thermodynamics under the invariant external electric
field strength E0; we stress that the local electric field strength
∣E∣, instead of E0, should be the appropriate freedom for the
multicomponent dielectric system. Employing Eqs. (21) and (22),
we also solve the spinodal composition and critical point. This
yields the T − c − ∣E∣ phase diagram for the droplet–matrix system,
which can be categorized into three distinct scenarios, as shown
in Fig. 9. Notably, two critical factors contribute significantly to
the construction of the phase diagram: the permittivity ratio ν and
conductivity ratio s.

(I) For (ν − 1)(s − 1) > 0, with an increase in the electric field,
the droplet equilibrium composition cd decreases, while that
of matrix cm increases. It suggests that the mixing of the
droplet and matrix is induced by the electric field, lead-
ing to shrinkage of the immiscible region enclosed by the
blue-shaded plane shown in Fig. 9(a) (i). In addition, the
spinodal composition shows a similar tendency, mirroring
the changing behavior of binodal compositions. Moreover,
the critical temperature, marked by the orange line, decreases
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FIG. 8. Spinodal composition cs influenced by the electric field. The parameters are
given in Sec. IV B. (a) Spinodal decomposition with time t at temperature T = 1.4.
(i) Initial composition c0 < cs outside the spinodal region; no phase separation
happens. (ii) c0 > cs entering the spinodal region promotes the phase separation.
(iii) Rotating the electric field strength direction by π/2; phase separation appears
in the setup (i). The color bars scale the corresponding composition. (b) Blue-
colored spinodal region modified by the external electric field. Color dots: simulated
cs; blue dashed line: cs with Eq. (21). Black dashed lines: cs without the electric
field. Black dots mark the simulated cs with the parallel setup as Fig. 6(a) (i).

with ∣E∣, also indicating enhanced mixing of the droplet and
matrix.

In Fig. 9(a) (ii), a representative phase diagram is shown for
the system with ν = 40 : 1 and s = 5 : 1 at the external electric field
strength ∣E0∣ = 0.10. It is evident that the blue solid binodal and
dashed spinodal lines deviate from the black lines representing the
phase diagram without the electric field. Importantly, the deviation
for the matrix phase is more pronounced than for the droplet phase.
This discrepancy is attributed to the fact that the equilibrium elec-
tric field strength Em inside the matrix is stronger than Ed inside the
droplet. This emphasizes a crucial aspect of this work—the local elec-
tric field strength is composition-dependent, derived from Ohm’s
law and expressed by Eq. (14). Consequently, at the critical tem-
perature marked by the orange dot, the critical composition c∗ also
increases with ∣E∣, equaling the equilibrium compositions and the
spinodal composition, i.e., cd = cm = cs.

FIG. 9. Phase diagram of the binary dielectric system. (a) Immiscible region shrinks
with the increase in electric field strength E. (i) Illustration of the T-c-∣E∣ phase dia-
gram. Blue line: binodal composition at ∣E∣ > 0; orange line: critical points; black
dashed line: binodal at ∣E∣ = 0 black dotted–dashed curve: spinodal at ∣E∣ = 0.
(ii) Phase diagram with the permittivity ratio ν = 40 : 1. Blue lines: theory with
Eq. (15) at the external electric field strength ∣E0∣ = 0.1. Black dashed line: phase
diagram at ∣E0∣ = 0. Orange dot: critical point. (b) Immiscible region expands with
the increase in E. (i) Illustration of the T-c-∣E∣ phase diagram. Red line: binodal
composition at ∣E∣ > 0. (ii) Phase diagram with the permittivity ratio ν = 1 : 40. In
all setups, the conductivity ratio is fixed as s = 5 : 1.

(II) For (ν − 1)(s − 1) < 0, with larger ∣E∣, cd increases, and
cm decreases, showing reverse behavior compared to the
previous case. In other words, demixing of the droplet
and matrix is favored within the electric field. Conse-
quently, the immiscible region expands, as depicted by
the red-shaded plane shown in Fig. 9(b) (i). This expan-
sion of the immiscible region is verified by a real binary
system with ν = 1 : 40, s = 5 : 1 and ∣E0∣ = 0.10 shown in
Fig. 9(b) (ii). The deviation of the red solid binodal and
dashed spinodal lines from the phase diagram with ∣E∣
= 0 (see the black lines) is noticeable. Moreover, the criti-
cal point exhibits an opposite tendency from the previous
case, marked by the orange dots. Here, the critical tem-
perature increases and the critical composition decreases
with ∣E∣, aligning with the demixing induced by the electric
field.

(III) For (ν − 1)(s − 1) = 0, or when the intersection angle
between the interface normal direction and E, namely,
θ = π/2, there is a hidden scenario where the electric field
has no impact on the thermodynamics. In this case, the
phase diagram is identical to the black phase diagram at
∣E∣ = 0 on the T − o − c plane. One can easily anticipate
the influence of the electric field on the phase diagram
by reformulating the theoretical spinodal composition in
Eq. (21) as
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∂2 f
∂c2 + (ν − 1)(s − 1) (E cos θ)2

σ
= 0,

which inherently encapsulates the three scenarios discussed above.
This is because the binodal line and critical points consistently
exhibit similar behavior to the spinodal line when the electric field
changes. All the three elements in the phase diagram, namely, bin-
odal composition, spinodal composition, and critical point, reflect
the miscibility of the droplet and matrix phases, leading to a com-
prehensive understanding of the fluid system response to the varying
electric field.

D. Surface tension inside electric fields
1. Equilibrium interfacial tension

As discussed in the context of the phase diagram, the electric
field can modify the immiscible region between the droplet and
the matrix. It is reasonable to infer that the interfacial tension γ
decreases when the immiscible region shrinks, and γ increases when
the immiscible region expands. We suggest that the change in the
interfacial tension by electric fields is a non-negligible mechanism
for the dielectric breakdown. To explore this inference, we categorize
the problem into the following two cases.

(I) For the following three special cases, namely, (i) the permit-
tivity ratio ν = 1, (ii) the conductivity ratio s = 1, and (iii)
the intersection angle θ = π/2, the excess total energy density
along the interface’s normal direction is simplified as

Δ f + Δ u − μe Δ c = Δ f − f ′(cm)Δ c.

Substituting it into Eq. (25), the interfacial tension γ becomes
identical to the interfacial tension without the external electric
field as

γ = γ0 = 2∫
∞

0
[Δ f − f ′(cm)Δ c ] d x. (29)

Just as observed in the phase diagram, it is apparent that the inter-
facial tension remains unaffected by the presence of an electric
field.

(II) Now, we consider the more general case with ν ≠ 1, s ≠ 1
and the interface perpendicular to the electric field. In this
scenario, the interfacial tension γ is given by

γ = γ 0 + γ e.

Substituting Eq. (18) into Eq. (25) the electric field contribu-
tion γe yields

γ e = 2∫
∞

0
[Δ u − u′(cm)Δ c ] d x

= −∫
L

0
[(∂ε

∂c
/∂σ
∂c
)( J2

σ
− J2

σm
) + ∂ε

∂c
Δ c
σ2

m
J 2] d x

= −∫
L

0

∂ε
∂c

∂σ
∂c

Δ c2

σ(c)σ2
m

J2 d x

= −∂ε
∂c

∂σ
∂c

I E2
0, (30)

FIG. 10. (a) Interfacial tension with the external electric field strength E0. Dots:
simulation; red dashed line: parabolic fitting; blue solid line: theory with Eq. (32).
(b) Excess total energy density Δ f + Δ u − μe Δc with E0. Colored squares:
equilibrium matrix composition; colored triangles: equilibrium droplet composition.

in which I is a positive integral as

I = 4 ( σd

σm + σd
)

2

∫
L

0

(Δ c)2

σ(c) d x.

Therefore, the interfacial tension decreases in a
parabolic relation with the increasing external field strength,

γ = γ0 −
∂ε
∂c

∂σ
∂c

I E2
0 = γ0 − (ν − 1)(s − 1) I E2

0. (31)

It needs to be addressed that Eq. (31) can only qualitatively
express the influence of the electric field on the interfacial
tension.

As shown in Fig. 10(a), the simulated interfacial tension γ as
a function of E0 matches the parabolic relationship almost per-
fectly. However, the slope of γ ∼ E2

0 is a magnitude smaller than
the prefactor (ν − 1)(s − 1). The reason for this discrepancy is that
γ0 in Eq. (31) is not a constant, representing the chemical energy
contribution to the interfacial tension influenced by E0 as well.
Because the chemical energy and electric energy are coupled by the
electrochemical potential μ, an increase in E0 leads to the equilib-
rium composition variance, shown by the colored dots in Fig. 10(b).
Hence, the excess chemical energy density Δ f should increase at
the interface region to coordinate the decrease in the excess electric
energy density Δ u∝ −E2

0.
A more comprehensive understanding is achieved via analyzing

the dependency of the interfacial tension on the excess total energy
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density Δ f + Δ u − μeΔc. Based on Eq. (25), the interfacial tension
can also be expressed as (deduction in A)

γ = ∫
cd

cm

√
2κ (Δ f + Δ u − μe Δ c) d c. (32)

As clearly shown in Fig. 10(b), by varying ∣E0∣ from 0.10 to 0.27,
the excess total energy Δ f + Δ u − μe Δc decreases with the elec-
tric field, resulting in the interfacial tension γ decreasing with ∣E0∣.
To verify our theory, Eq. (32) is numerically calculated and plot-
ted in Fig. 10(a) with the blue solid line, and good agreement with
simulated γ (dots) is observed.

2. Surface tension thinning/thickening effect
Based on the parabolic relation in Eq. (31), both the permittivity

ratio and the conductivity ratio play crucial roles in the interfa-
cial tension changing with the electric field. There is no wonder
that the prefactor (ν − 1)(s − 1) shows again, identical to the pref-
actor in Eqs. (21) and (22) to determine the spinodal composition
and critical point. Because the interfacial tension and phase sepa-
ration are all intrinsically connected to the excess total free-energy
Δ f + Δ u − μe Δ c.

In this way, we can qualitatively consider the interfacial ten-
sion changed by the electric field into three categories. (I) For
(ν − 1)(s − 1) > 0, the interfacial tension decreases with the enhanc-
ing electric field. This usually happens in numerous binary systems,
such as water–air and mercury–air, where the conductivity ratio
s≫ 1 and the permittivity ratio ν > 1. Therefore, with an increased
electric field, the interfacial tension experiences a thinning effect. (II)
Conversely, for (ν − 1)(s − 1) < 0, the interfacial tension increases
with the electric field. Especially, for certain polymer–air systems,
the conductivity ratio s≪ 1 and the permittivity ratio ν > 1, the
interfacial tension thickening effect takes place. (III) For (ν − 1)
(s − 1) = 0, it is a rare case that two pure materials possess identical
permittivity or conductivity.

E. Dynamics
In this section, we briefly talk about the dynamics of the

dielectric fluids inside the electric field from the thermodynamic
perspective. Here, two special scenarios are considered, namely, the
electrostriction and the dielectric breakdown.

1. Electrostriction
The first classical study case is the electrostriction of the

droplet, which has been intensively investigated.18 Once placed
into an electric field, the droplet molecules get polarized and
stretched/suppressed, leading to a deformed shape deviating from
a perfect sphere. To elucidate the droplet deformation, we may
first look at the droplet–matrix interfacial tension inside the electric
field. In our previous discussion in Sec. IV A 4, we suggest that the
interface orientation changes the equilibrium composition for each
phase. Therefore, the droplet–matrix interfacial tension also exhibits
anisotropic behaviors as

γ = γ 0 − α(E cos θ)2. (33)

Here, the parameter α can be determined by fitting Eq. (32) with the
parabolic fitting. Notably, the factor α depends on the permittivity

FIG. 11. (a) Two stable droplet shapes inside the electric field depending on
orientation-related interfacial tension γ as a function of θ, which is the intersection
angle between external electric field strength E0 and the interface normal direc-
tion n. (i) Prolate; (ii) oblate. (b) Simulated droplet morphologies with increasing
permittivity ratio ν. The color bar measures the droplet composition, and the white
scale bar denotes 40.

ratio ν and conductivity ratio s, which results in two different equi-
librium droplet shapes, namely, the prolate and the oblate, as shown
in Fig. 11(a).

For the prolate drops, the interfacial tension maximum exists
at θ = 0 or π, where the interface is perpendicular to the elec-
tric field. As θ approaches π/2 or 3π/2, γ reaches its minima.
For the oblate drops, the interfacial tension has minima at θ
= 0 or π and reaches its maxima at π/2 or 3π/2. In this way,
according to the constant Young–Laplace pressure at equilibrium
in 2 dimensions, Δp = γ/r, the interface radius r becomes also
orientation-related as

r = γ 0 − α(E cos θ)2

Δp
.

This relation serves only as a phenomenological description of
the electrostriction behaviors, since the parabolic γ∝ (E cos θ)2 is
derived for the flat interface.

By a curved droplet interface, the surrounding electric field
becomes more complicated, and Eq. (33) is not capable of measur-
ing the interface tension precisely. An improved analytical model to
calculate the equilibrium droplet shape has been already established
by Taylor and Feng.19,49 Their theories point out the critical transi-
tion from prolate to oblate shapes appears at ν = 10.3 for s = 5. As
shown in Fig. 11(b), the simulated critical transition occurs around
ν = 10, which is in accordance with the theories of Taylor and Feng.
The critical transition at ν = 10.3 also indicates that the prefactor
α is not proportional to (ν − 1), but should take a more complex
formulation.

2. Dielectric breakdown
Now, we arrive at the dielectric breakdown of the

droplet–matrix system. In this scenario, increasing the electric
field deforms the droplet phases, so that the left and right electrodes
are connected by the deformed fluids. This unfavored phenomenon
destroys the proper functions of dielectric devices and has a
magnificent meaning for the performance of electronic equipment.

First, to simulate the dielectric breakdown, we placed the equi-
librium droplet–matrix bi-layers with the serial configuration into
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FIG. 12. Dielectric breakdown with increasing external electric field strength ∣E0∣.
(a) Stable droplet–matrix interface inside the weak electric field. (b) The evolu-
tion of fingering morphologies ends with the dielectric breakdown. The color bar
measures the droplet composition, and the white scale bar denotes 40.

the electric field, as shown in Fig. 7(a). With the increase in elec-
tric field strength ∣E0∣ above 0.15, the interface becomes unstable.
We suggest that this instability emanates from the interfacial ten-
sion reduction with increasing the electric field strength. At large
∣E0∣, the electric energy reduces the interfacial tension, forming the
wide interface, which is due to the balance between the decreas-
ing interfacial tension and the increasing dielectric forces. Notably,
when the thermal noises exist, the composition fluctuation results in
the interface perturbation, which obeys the capillary wave theory.50

The amplitude of the capillary wave ⟨Δ2h⟩ is inversely proportional
to the interfacial tension as

⟨Δ2h⟩∝ RgT
γ

.

Due to the reduction in γ with ∣E0∣, thermal noises trigger the inter-
face instability, giving rise to the red droplet phase forming fingering
morphologies shown in Fig. 12(b).

Furthermore, as analyzed in Sec. IV A 5, when the finger-
tip is approaching the right boundary, the interface position L0
increases, so that the electric field has more impact on the tip area,
promoting the mixing of the droplet with the matrix; as shown
in Fig. 7(c). Hence, the interfacial tension continuously decreases,
which further intensifies the instability. Finally, the red droplet fin-
gers connect the left and right boundaries and the dielectric layer
breaks down.

By comparing the fingering to the classical Rayleigh–Taylor
instability and Saffmann–Taylor instability, we suggest that the

dielectric breakdown is highly associated with the interface insta-
bility, which is associated with the permittivity difference between
droplet and matrix, as expressed in Eq. (31). As shown in Fig. 12(b),
more fingertips emerge with increasing ∣E0∣. It indicates that a crit-
ical wavelength decides the dynamics of the dielectric breakdown,
which needs to be studied in future studies.

In addition, the fingering morphologies shown in Fig. 12(b)
also resemble the shape of the Taylor cone,51 which forms during
the electrospinning process and has been widely studied in exper-
iments. As our electrohydrodynamic CHNSG model is capable of
coupling the hydrodynamics with electrostatics, we hope to eluci-
date the more complex mechanisms of the Taylor cone formation in
a forthcoming work.

Second, from the perspective of energy minimization, we may
elucidate the dielectric breakdown as follows. The dielectric break-
down is equivalent to the morphological transition from the serial
configuration to the parallel configuration, as shown in Figs. 13(a)
and 13(b). Therefore, we rewrite the total energy of the dielec-
tric fluids at the initial state, as shown in Figs. 13(a) (i) and
(b) (ii), expressing it into a sum of the bulk and interface energy
terms as

G = ( fb + u b)V + γ S,

where V stands for the fluid volume and S denotes the initial
droplet–matrix interface area. Especially as the setups shown in
Figs. 13(a) (i) and (b) (i), we have V = L ×W (length by width),
and S =W. After the dielectric breakdown, the total energy can be
written as

FIG. 13. Illustration of dielectric breakdown with two types of configuration. (a) The
thick slab has interface area increase after the dielectric breakdown. (i) Initial state;
(ii) final state. (b) The thin layer has interface area reduction after the dielectric
breakdown. (c) Bulk total energy density Δ f + Δ u (colored lines) changes after the
dielectric breakdown. The colored dots mark the equilibrium compositions, which
are determined by the dotted–dashed common tangent lines. Blue: the initial state;
red: the final state.
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G ′ = ( f ′b + u ′b)V + γ ′ S ′.

It should be noted that at the final state, the interfacial tension is
identical to γ′ = γ0 in Eq. (29), and the interface area S′ equates
to the electrode distance L. Hence, the occurrence of the dielectric
breakdown demands the energy decrease as

G ′ −G = [( f ′b + u ′b) − ( fb + u b)]V + γ ′ S ′ − γ S

= −(Δ f + Δ u)V + γ ′ S ′ − γ S
= −Δ Gv L 0 W + γ0 L − γ W ≤ 0.

Taking the matrix phase as zero energy reference, the bulk total
energy density difference Δ Gv is shown in Fig. 13(c), and the
minus sign indicates that the dielectric breakdown can mini-
mize the bulk total energy. After simplification, we derive the
critical aspect ratio, which spontaneously initiates the dielectric
breakdown, if

W
L
≥ γ 0

Δ Gv L 0 + γ
.

Here, we suggest that the device aspect ratio W/L is a key factor
that influences the dielectric breakdown. As shown in Fig. 13(c),
the total bulk energy always decreases, for its energy density vari-
ance −Δ Gv < 0 is not changeable with W/L. However, the interfacial
energy changes depend on the aspect ratio. For the initial thick
slab shown in Fig. 13(a), where the distance between the electrodes
L is much larger than the electrode width W, the interfacial area
increases drastically from W to L. Meanwhile, the interfacial tension
also increases, which is positively correlated with the color-shaded
area shown in Fig. 13(c); see Eq. (32). With the principle of energy
minimization, the dielectric breakdown can only be achieved when
the bulk total energy decrease overwhelms the interfacial energy
increase. Otherwise, the dielectric breakdown will be suppressed.
On the contrary, for the thin layer setup shown in Fig. 13(b),
where W direction is larger than L, the dielectric breakdown always
tends to reduce the interface area from W to L. Even though the
interfacial tension increases during the transition, dielectric break-
down is more prone to occur than the thick slab configuration
shown in Fig. 13(a).

The preceding analysis, grounded in the energy minimization
principle, explains our simulation results shown in Fig. 12(b). At
∣E0∣ = 0.15, dielectric breakdown occurs, and the interface becomes
unstable, even though the interfacial tension remains nonzero; see
Fig. 10(a). Consequently, the dielectric breakdown is determined
by the interface instability, which is influenced by the coopera-
tive interplay of chemical free energy, electric field, and device
geometry.

V. CONCLUSION
In conclusion, we have systematically investigated the ther-

modynamic equilibrium of the multicomponent leaky dielec-
tric materials. Starting from the total energy functional, we
present the methodology to deduce the theoretical expressions
for the equilibrium composition, spinodal composition, critical

points, and critical electric field strength. Our methodology can
also be applied for multicomponent systems, such as intercalation
materials in Li-ion batteries. The comprehensive analysis enables
us to study the electric field-induced phase separation by con-
structing the theoretical phase diagrams, where three crucial state
parameters, the composition c, the temperature T, and the electric
field strength E, play pivotal roles. The accuracy of the theoretical
phase diagram has been validated through phase-field simulations.
Notably, our study involved revisiting the expressions for several
key thermodynamic quantities, resulting in rigorous formulations
for the excess electric energy density and spinodal composition.
Moreover, we analyzed the equilibrium conditions for the dielectric
materials, shedding light on previously overlooked geometry fac-
tors, including interface orientation and position. Furthermore, we
extended our investigation to dynamic aspects of dielectric behav-
ior, discussing two interesting phenomena: (I) the electrostriction
of droplets and (II) dielectric breakdown. Our analysis implies
that both phenomena are highly correlated with the interfacial
tension, which is altered not only by the electric field but also
by the material properties, such as permittivity and conductiv-
ity. We anticipate this fundamental study to serve as a bench-
mark for future research on multicomponent dielectric materials,
providing valuable insights into the thermodynamic and kinetic
behaviors.
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NOMENCLATURE

List of symbols: Notation description

⟨Δh2⟩Capillary wave amplitude
ℱ Chemical free energy functional
𝒦 Kinetic energy
ℒ Total energy functional
𝒰 Electric potential energy
c Composition vector
c∗ Concentration of critical point
cd Equilibrium droplet concentration
ci Concentration of composition i
cm Equilibrium matrix concentration
cs Spinodal concentration
D Diffusivity
E Local electric field strength
E0 External electric field strength
ε Permittivity
f Bulk chemical free energy density
g Chemical free energy density functional
J Current density
M Mobility
n Normal vector of the droplet-matrix interface
N Number of components
p Pressure
Rg Gas constant
s Conductivity ratio between droplet and matrix
T Temperature
t Time
T∗ Temperature of critical point
Tr Reference temperature
u Electrical energy density
u Macroscopic fluid velocity
vm Molar volume
x Position vector
γ Interfacial tension
δij Kronecker’s delta
Δt Simulation time step
Δx Mesh resolution
η Dynamic viscosity
θ Intersection angle of E0 with n
κ Interfacial tension parameter
μe Equilibrium electrochemical
μi Electrochemical potential of composition i
ν Permittivity ratio between droplet and matrix
ξi Thermal composition noise amplitude
ρ Density
ρe Charge density
σ Conductivity
χ Flory interaction parameter
Ψ Electric potential

APPENDIX: INTERFACIAL TENSION

Here, we deduce the formulation of the interfacial tension in
Eq. (32). For a one dimensional case, the equilibrium condition
fulfills Eq. (24) as

∂ f
∂c
+ ∂u

∂c
− κ

∂2c
∂x2 = μe. (A1)

Multiplying ∂c/∂x on each side of Eq. (A1), we have

∂ f
∂x
+ ∂u

∂c
∂c
∂x
− ∂2c

∂x2
∂c
∂x
= μe ∂c

∂x
. (A2)

Integrating Eq. (A2) from 0 to x, we obtain

∫
x

0
(∂ f
∂x
− μe ∂c

∂x
)d x + ∫

c

cm

∂u
∂c

d c = ∫
x

0
κ
∂2c
∂x2

∂c
∂x

d x,

resulting in the following relation:

f ∣x0 + Δ u∣x0 − μec∣x
0
= κ

2
( ∂c
∂x
)

2
∣
x

0
.

The position x = 0 denotes the bulk matrix region where we have
the chemical free-energy f = f(cm) and the composition reaches
the equilibrium matrix composition c = cm. Especially, the term Δu
= 0 at x = 0 because x = 0 is defined as the zero potential position;
see Eq. (18). Moreover, inside the bulk matrix region, there is no
composition gradient so that ∂c/∂x = 0.

Hence, we obtain the following expression for the excess total
energy density equal to the interfacial energy term as

Δ f + Δ u − μe Δ c = κ
2
( ∂c
∂x
)

2
.

The equilibrium composition gradient at the position x reads

∂c
∂x
=
√

2(Δ f + Δ u − μe Δ c)
κ

. (A3)

Here, the positive root is taken because the droplet composition
c rises from cm to cd along the x axis. Substituting Eq. (A3) into
Eq. (25), we recover the theoretical interfacial tension Eq. (32) as

γ = 2∫
L

0
[Δ f + Δ u − μe Δ c ] d x

= 2∫
cd

cm

Δ f + Δ u − μe Δ c
∂c/∂x

d c

= ∫
cd

cm

√
2κ (Δ f + Δ u − μe Δ c) d c.
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