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A B S T R A C T

Material Jetting (MJ) is distinguished in the additive manufacturing field for its ability to create accurate multi-
material functional objects with features in the range of few micrometers. Analyzing the impact of each step in
MJ from virtual design to 3D printed object on the process response is essential for optimizing the technology’s
capabilities. The current state-of-the-art reveals a gap in MJ regarding the fundamental understanding of the
correlation between the pre-processing workflow and the geometrical and dimensional accuracy. This study aims
to bridge this gap by examining factors such as utilization of different CAD software with diverse working
principles, part-based versus assembly-based design, alternative 3D model formats (STL, OBJ, 3MF, AMF, STP),
and slicing approaches (using open-source slicers). Two test specimens, each containing ten elements (either
cylinders or hemispheres) with diameters ranging from 254 µm to 12.7 mm are examined. The results demon-
strate the significant influence of the aforementioned factors on geometrical and dimensional accuracy, except
for 3D model formats. Specifically, for large elements, the achievable accuracy depends on the tessellation
approach of the CAD system, while for very small elements, the rasterization process is defining, and designing in
assembly mode can further enhance accuracy. The handling of the 3D model by the slicer particularly affects
geometrical accuracy. Experimental validation confirms the impact of the pre-processing workflow, though the
data-related dimensional deviation for the base layer is masked by the wetting behavior of the dispensed droplets
on the substrate.

1. Introduction

Additive Manufacturing (AM) encompasses a group of
manufacturing technologies which generates parts by sequentially
adding material layer by layer. This innovative approach of
manufacturing offers significant advantages over conventional, sub-
tractive manufacturing methods. The advantages include broad and
versatile design possibilities, sustainable and selective applications of
material and the creation of complex multi-material components and
systems with heterogenous functional properties [1,2]. According to the
most recent ISO standard 52900, AM is categorized into seven groups
entailing different technologies. Each of these technologies is distin-
guished by its unique physical mechanism and material it can process,
and the specific accuracy, surface quality and integrity it can achieve

[3]. Material Jetting (MJ), alternative term is 3D inkjet printing, is
recognized for its accuracy, capable of producing parts with accuracies
down to 10 µm [4], making it suitable for complex functional
multi-material applications such as printed electronics [5], optical len-
ses [6], personalized pharmaceuticals [7], scaffolds for tissue engi-
neering [8], implants [9], and microsystems [10]. MJ deploys the
piezo-based inkjet printing technology to generate a single layer by
depositing thousands of droplets simultaneously through numerous
nozzles, each equipped with a piezo actuator. These actuators deform in
response to an electrical signal, known as waveform, generating a
pressure wave in the nozzle channel that ejects material from the nozzle.
Currently, commercially available piezo-based printheads can print
droplet volumes from 1 pl up to about 100 pl per nozzle, allowing for
precisions in the single- and double-digits micrometer range within the
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printing plane. Various types of materials from solvent-based to
UV-curable ink can be processed [11], the latter one being the most
common material used for 3D printing. Once a single layer has been
entirely printed, the layer undergoes a curing step using a UV source
which solidifies the wet printed layer. During this curing process, the
polymer chains in the ink form an irreversible polymer network [12].
These two steps, printing and curing, are repeated for every layer until
the 3D object is completed. To ensure consistent layer thickness, some
commercial printers mechanically smoothen and remove excessive
materials from the printed layer immediately after printing and before
curing [13].

The 3D printing process starts with the design of the virtual model,
serving as the foundation for the entire AM workflow. This workflow
transforms the virtual 3D model into a physical object through multiple
steps, which vary slightly depending on the specific AM technology
employed. For instances, Material Extrusion requires a .gcode file to
control the motion of the nozzle and the position for material deposition
[14]. Meanwhile, for the photopolymer-based AM technologies, e.g. Vat
Photopolymerization (VP) and MJ, the pattern to be printed for each
layer is based on binary raster images. The focus of the present study will
be on the 3D printing workflow specific to MJ.

The established workflow for generating 3D printed objects from a
virtual (CAD) model comprises six steps (Fig. 1): (I) Designing the virtual
model using CAD software; (II) Transforming the proprietary CAD
model into an interoperable 3D model format (such as the STL format);
(III) Slicing the interoperable 3D model along the print direction into
layers represented by raster images. If necessary, support structures may
be added before or after the slicing step [15]. In addition to the layer
image data, some slicers generate machine information and process
parameters as well, defining conditions for curing, printing, chuck in-
crements, etc. during the manufacturing process [16]. The fourth phase
(IV) refers to the actual printing process, and the final phase (V) ac-
counts for the post-processing activities for finishing the printed part.
The phases (I) to (III) are termed as pre-processing workflow which is
considered of interest in the present study.

It is worth stating that MJ offers significant potential for fabricating

precise and complex objects within the micrometer size range. A thor-
ough understanding of how each phase in the pre-processing workflow
affects the dimensional accuracy is crucial for achieving high-precision
and high-accuracy outcomes in various applications. Therefore, the
present paper aims to explore the impact of pre-processing steps within
the MJ workflow on geometrical and dimensional deviation. These
findings will be experimentally validated through the printing of curved
specimens, thereby contributing valuable insights into the optimization
of MJ process for enhanced accuracy.

The remainder of the paper is structured as follows: First, a state-of-
the-art of the influence of individual phases in the workflow of polymer-
based AM on the resulting dimensional and geometrical deviation of the
printed object is given in Section 2, followed by a description of the
materials and methodologies deployed in this study (Section 3),
including the test specimens’ design, printing and experimental char-
acterization settings. Section 4, in which the results are illustrated and
discussed, is subdivided into three subsections - the influence of the
conversion process from CAD model to a tessellated interoperable 3D
model format (Section 4.1), the relationship between slicer software and
resulting dimensional and geometrical accuracy (Section 4.2), and the
results of the experimental validation (Section 4.3). In Section 5, the
paper is concluded and the future work is addressed.

2. State-of-the-art

In the late 1990s, it has been first mentioned that the global devia-
tion present in a 3D printed object - defined as the discrepancy between
the nominal object (virtual model) and the actual printed object - can be
categorized into errors originating from the slicing process and those
from the fabrication process [17]. Deviations related to print data
remain confined to the single layer level and do not propagate across
layers, while deviations stemming from the printing process do [18].
Data-related error could be correlated to the data acquisition process
[19], tessellation resolution [20], slicing software [21] and part design
[22]. Deviations induced during the printing process can be influenced
by material properties [23], printing process parameters [24], part
orientation [25], printer [26] and post-treatment process [25].

Applications that demand high accuracy are particularly prevalent in
the medical sector, where they are crucial for creating prosthesis or
anatomical models for mock-up trainings before demanding surgeries.
Given the critical need for accuracy in these applications, it is not sur-
prising that some of the most comprehensive studies using MJ on the
dimensional deviation introduced by individual steps in the AM work-
flow have been reported for medical 3D printing. For instances, Salmi
et al. found a dimensional deviation of 0.18 ± 0.12 % between a medical
skull printed with MJ and its original DICOM model [27]. Pinto et al.
examined the deviations occurring at different stages of the AM work-
flow for medical models. However, the resulting deviation stems mostly
from voxels only existing in the virtual 3D model but not in the medical
3D printed model. Their analysis also highlighted that the tessellation
step has been determined to be a significant factor for the dimensional
deviation [20]. Tessellation describes the approach to approximate a 3D
model by subdividing the surface into polygon facets, normally tri-
angles, each facet being described by a normal vector and three vertices
[28].

Several other studies deploying MJ technology specifically addressed
individual phases of the AM workflow. Godec et al. reported that the
greatest deviation after tessellation occurs at curved surfaces [29].
Kardel et al. [30] and Khoshkhoo et al. [31] explored the relationship
between part thickness and distortion behavior of MJ printed part due to
the UV-curing process. While there are general design guidelines for MJ
objects, such as wall thickness, smallest possible feature size, etc. [32],
recommendations are only valid within the scope of the printer’s set-
tings, including its printhead and material capabilities. Hällgren et al.
found out that the achievable deviation depends strongly on the selected
CAD software [33]. No study on the influence of MJ specific slicer

Fig. 1. Workflow of generating a 3D object from a virtual CAD model in Ma-
terial Jetting.
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software on dimensional accuracy has been reported, as the majority of
the investigations focuses on material extrusion technology. Multiple
studies illuminated how part orientation of the 3D model on the slicer
platform impacts the resulting dimensional deviation [34].

In contrast, numerous studies inquired into the correlation between
printing parameters/conditions and resulting deviations in MJ. Elkaseer
et al. carried out a comprehensive analysis of how print and image pa-
rameters, and UV-curing condition influence the layer height [35].
Similarly, Chen et al. identified the interdependence between lateral
dimensions of printed objects and UV-curing settings [36]. The broad
variety of examined aspects mirrors the large number of parameters
governing the quality of the printed objects in MJ. Regarding the in-
fluence of post-printing phases on the dimensional accuracy in MJ,
Yousef et al. discovered that the dimensional accuracy of MJ specimens
alters over time contingent on the storage condition [37].

Apart from the relationship between individual phases of the AM
workflow and the dimensional and geometrical deviation, the influence
of 3D model formats is yet to be examined. Multiple interoperable 3D
formats exist that are commonly used in AM such as STL (Stereo-
lithography or Standard Tessellation Language), OBJ, 3MF (3D
Manufacturing Format) and AMF (Additive Manufacturing File Format).
The formats are listed in a descending order of popularity [38]. Both STL
and 3MF deploy planar triangles to approximate the geometrical shape
of the 3D model [39,40], whereby the format 3MF enables additional
information about color, texture, metadata and material, etc., to be
stored in the file, a development driven by the AM community in order
to meet the new trend in AM towards the printing of complex
multi-material and colored parts [41]. OBJ can approximate the 3D
models either by polygon faces, free-form curves or surfaces [39], or by
Non-Uniform Relational B-Spline (NURBS), a much more exact
description of the geometry, by utilizing mathematical formulas to
define the curves and patches [42]. AMF allows curved triangular facets
to be deployed for delineating the geometry of curved objects more
accurately [43], discernible with the elements <normal> or <edge> in
the AMF file [44]. STP, a well-established non-tessellated standard file
format for exchanging technical product data [45], is regarded by some
researchers as the best standard for describing 3D model and AM data
precisely [46]. There has yet been no experimental validation of the
advantages of alternative 3D model formats even though for some of
them it is claimed to be more accurate than the format STL [28,43].

The above-conducted literature review clearly shows a gap in
comprehensive studies addressing the entire pre-processing workflow in
Material Jetting and its impact on the geometrical and dimensional
accuracy. For instances, no work examined systematically the model
design process within the CAD software environment, particularly
regarding aspects such as axis referencing or the design as an assembly
model. Furthermore, no systematic investigation into the relationship
between specimen size and geometry, and dimensional accuracy has
been reported. Most existing studies focus on objects with complex
shapes or were carried out on commercial printers that use designated
printheads and print settings, limiting the exploration of accuracy.

Hence, this research intends to bridge the identified gaps by sys-
tematically examining three pivotal phases of the workflow: a) Design in
a CAD software, focusing on the impact of creating designs as part-based
or assembly-based model, and the effect of the featured elements’ sizes;
b) Conversion to an interoperable format, assessing the difference
among various 3D model formats; and c) Slicing, evaluating the effects
of using three different open-access slicers.

3. Materials and methods

In the following, the description of the test specimens is provided.
This is followed by the methodology utilized for evaluating dimensional
deviation in the print data. Next, the software programs used for both
CAD design and slicing are presented. Finally, the relevant parameters of
the printing process as well as the characterization procedures for the

experimental validation of the 3D printed parts are reported.

3.1. Test specimens

Test specimens A and B each consist of 10 elements and are designed
to investigate how the various factors in the pre-processing workflow,
namely the working principles of CAD software, CAD design (part-based
vs. assembly-based), data formats, and slicer affect the geometrical and
dimensional accuracy of the 3D printed model (Fig. 2). Test specimen A,
which is cylinder-based, is specifically designed for assessing the sta-
bility of the slicer software along the slice height (Section 4.2). The
hemispheres in test specimen B are deployed to investigate the impacts
of these aforementioned factors on the geometrical and dimensional
deviation of the 3D model across all three dimensions x, y, and z (slice
direction), with a particular focus on the generated slice images, and
considering the size of the elements (Section 4.1). Test specimen A was
not assessed in this part of the study as the results determined for test
specimen A are identical to the results of the first layer (base layer)
obtained for test specimen B since the base diameters and positions of
the elements are identical in both test specimens. The dimensions of the
elements in both test specimens range from 0.254 mm (exactly 1/
100 in.) to 12.7 mm (exactly 1/2 in.), covering typical dimensions in
MJ. Given that resolution is defined as the number of dots per inch (dpi),
the size of one pixel is most accurately described when using inches as
the unit of design. The corresponding sizes in millimeters are also pro-
vided for reference. The total size of each test specimen is 17.85 mm (x-
direction) by 19.12 mm (y-direction). Each object is placed at the center
of the platform (x=y=12.7 mm), and one specimen is sliced at a time.

3.2. Evaluation of dimensional deviation

The accuracy of the tessellated 3D model is quantified by the dif-
ference Errpx between the number of pixels Pxmodel that is required for
representing the cross-section area of the analytical hemisphere model
at a particular z-height and the number of pixel Pxsliced that is actually
present in the sliced image at this particular z-height (Eq. 1).

Errpx = Pxsliced − Pxmodel [− ] (1)

In order to obtain Pxmodel, the following calculations are made: First,
the area of the circular cross-section of the analytical model Amodel at the
height z of interest (Eq. 2) is determined, with the radius rz being
calculated according to Eq. 3, where r0 is the base radius of the
hemisphere.

Amodel = π ∗ rz2 [
m2] (2)

rz =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(r2
0 − z2)

√

[m] (3)

This cross-section area stated in the unit [m2] is then converted into
the number of pixels Pxmodel that is needed to represent this area with a
specific resolution by dividing the circular area by the area of one pixel
Apx and rounded to the next integer number (Eq. 4).

Pxmodel = ⌊
π ∗ r2

0
Apx

⌉ [ − ] (4)

The area of one pixel (pixel size) Apx is the square value of d, the edge
length of one pixel which is dependent on the resolution R (Eq. 5).

Apx = d2 =

(
25400 µm

R

)2 [
µm2] (5)

Due to the discretization nature of the raster image format, a circle
can only be approximated by square pixels. Since the underlying algo-
rithm in the slicer regarding the rasterization of a circle pattern is un-
known, thus it is unclear how many pixels are required to represent a
circle of a particular size, the approach as shown in Eq. 4 is introduced to
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define a reference value Pxnom. The number of pixels in the slice image
Pximage, by contrast, is obtained by retrieving the slice image at the z-
height of interest and by counting the number of white pixels using a
script written in MATLAB®. The areal deviation is calculated via the
difference in number of pixels to reduce the difference between the
analytical model, which is a perfectly shaped circle, and the raster slice
image. The areal deviation is calculated by multiplying the number of
pixels Errpx by the pixel size Apx (Eq. 6). Fig. 3 illustrates the relationship
between the equations.

Errarea = Errpx ∗ Apx
[
m2] (6)

3.3. Conversion to tessellated 3D model

In additive manufacturing, 3D models are usually tessellated by
utilizing triangle facets. The triangulation algorithm can either be
directly applied to the 3D surface (direct approach) or indirectly by first
generating a 2D parametric mesh that is then mapped onto the 3D sur-
face, or by combining these two approaches [47]. Delaunay triangula-
tion, Advancing Front Technique and Octree-based triangulation
algorithm are commonly used triangulation approaches for this purpose
[48]. The first two algorithms can be applied in both 2D and 3D space
and generates high quality meshes, but is less efficient compared to the
latter approach [48]. The mesh density depends on the given approxi-
mation tolerance and the maximal edge length of the facet, which the
user can define in the STL export settings [48]. The tessellation begins
with segmenting the boundary curves of the CAD model into
sub-sections which are further sub-divided until the error of each
segmented curve section is within the defined approximation tolerance
[48].

The CAD software packages Inventor Professional 2023 (Inventor),
Solidworks 2022 (Solidworks) and Creo Parametric 4.0 (Creo) and the
3D model data formats AMF, 3MF, STL, OBJ and STP are investigated in
this study. Regarding the first two CAD software programs, the export
settings and value range do not change when opting for different
tessellation 3D model formats (except for STP, which is not a tessellation
format). The default accuracy settings for “high-accuracy” are deployed
for the export of the tessellated 3D models (Table 1).

The comparison of different 3D model formats is restricted to files
exported from the same CAD software to avoid the lack of comparability

of the tessellation settings across different CAD software packages
influencing the results. Generally, each CAD model operates with a
different software library that utilizes different approaches to describe,
visualize and tessellate the 3D model [49]. Solidworks, for instance, uses
a commercially available licensed geometrical modelling kernel named
Parasolid®, whereas Autodesk Inventor and PTC are using kernels that
are developed in-house, namely ShapeManager® (Autodesk Inventor,
ACIS based [50]) and Granite (PTC Creo) [51]. Only limited information
is publicly available about these kernels. For Parasolid®, it is mentioned
that the mesh generation option allows the specification of the minimum
and maximum facet width, and curve and surface tolerance, as well as
the option to ignore features during the faceting process that are smaller
than a certain size [52].

The AMF and 3MF models exported from Solidworks are the only
ones that can be sliced on the PRUSASlicer, whilst the same formats
exported from Creo prompt an error in the PRUSASlicer upon import.
Inventor does not support the formats AMF and 3MF.

The test specimen B is designed as a “part” model and an “assembly”
model to assess the impact of these two different CAD design approaches
on the dimensional accuracy. In our case, creating the virtual 3D model
as a part object means that all ten elements are designed in one “part”
file, while in the assembly mode, each element of the model is first
designed as individual parts (multiple part files) and then assembled in
an “assembly” file. Assembly-based design is required for instance for
multi-material parts, where each element could be assigned to a specific
material. In Inventor and Solidworks, the tessellation parameters remain
the same for both design approaches, whereas for Creo further export
options are unlocked in the assembly mode: Tessellation with parame-
ters proportional to step size or nominal surface deviation (“pStep” and
“pNdev”) can be chosen and the value range of the tessellation param-
eters expanded. It is worth mentioning that the models of the Creo
software show no differences between the two export variants, propor-
tional to step size and proportional to normal deviation, this is why only
the result of “Creo-A-pStep” is included in the plots. For the tessellation
of the assembly-based 3D model in Creo, the maximum value for each
parameter that contributes to a higher tessellation accuracy is selected.

Fig. 2. Test specimens A (cylinders) and B (hemispheres) consisting of 10 elements each (numbering of the elements is indicated in the gray circle).
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3.4. Slicing

Three different open-access slicers are employed in this study,
namely PRUSASlicer (Version 2.6.0-alpha3), 3DSlicer (Version
4.11.20210226) and a slicer based on python libraries, named “Slicer2”
in this study. The resolutions applied in this study are 3600 dpi and 1800
dpi, equivalent to a pixel size of 7.05 µm and 14.1 µm, respectively.
These values are similar to the typical dimensions of the printed droplets
in MJ. The investigations for 3DSlicer and Slicer2 are all carried out with
a nominal slice interval of 100 µm as for both slicers a lower slice

interval provokes the slicer software to crash.
The PRUSASlicer is an open-source software for both Material

Extrusion printing (output: g-code) and LCD-based Vat Photo-
polymerization printing (output: stack of PNG images). Since both VP
and MJ are based on binary images, this slicer is selected to be used for
the creation of print images for MJ.

Table 2 shows the settings deployed in the PRUSASlicer. The size of
the display and the number of pixels in this area define the resolution of
the display. Elephant foot compensation is used in VP to ensure the first

Fig. 3. Schematic visualization of the approach to define the difference between the cross-section area of the analytical model and the sliced model.

Table 1
Export settings of the CAD systems for the tessellation of the 3D models.

CAD software Default Settings

Inventor Professional
2023

High resolution: Surface deviation 0.005 %, normal
deviation 10◦, maximum edge length 100 %, aspect ratio
21.5

Solidworks 2022 High resolution: Surface deviation 0.01238074 mm, angular
deviation 10◦

Creo Parametric 4.0 Part-based design: Surface deviation: 0.0003 mm, angle
control: 0.1, step size: 0.01
Assembly-based design: Surface deviation: 0.01 mm, angle
control: 0.5, step size: 0.1

Table 2
Settings of the PRUSASlicer 2.6.0.

Parameter Value

Max print height 120 mm
Display width x height 25.4 mm×25.4 mm
Number of pixels in x- and y-direction 3600 (x) and 1800 (y) pixels per

inch
Printer scaling correction x:1 y:1 z:1
Printer absolute correction 0
Elephant foot compensation and minimum

width
0 mm

Printer gamma correction 0
SLA output precision 0.001 mm
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couple of layers adhering well to the build platform by exposing them to
a higher curing dosage and therefore favoring oversize. For MJ, no
elephant foot compensation is needed. A printer gamma correction of
0 avoids blending of the boundary of the sliced object which would
result in a grayscale image that is not processable by the MJ printer used
in this study. The parameter “SLA output precision” does not have any
effect on the outcome, thus the value is set to 1 µm. PRUSASlicer is the
only slicer software among the investigated ones that supports various
3D model formats such as AMF, 3MF, OBJ, and STP.

3DSlicer is an open source software intended for the use for medical
3D imaging based on medical images gathered from CT or MRT scans.
The slicer software has been modified in-house and the imported 3D
model is converted into a stack of TIFF images. In 3DSlicer the layer
height is indirectly defined through the number of slices. To enable
comparability of the output, the number of layers is chosen according to
the number of sliced images generated by the PRUSASlicer (a slice in-
terval of 100 µm generated 63 layers, the first one being blank).

Slicer2 deploys the python libraries NumPy [53], PIL [54] and cv2 by
OpenCV [55] to generate print images according to the following steps:
(1) Importing the STL model; (2) Slicing the model in equidistant steps;
(3) Creating contours of the intersected model; (4) Filling the contour
with white pixels and (5) rendering of the slices in a given resolution and
saving images as TIFF files (Tagged Image File Format). Slicer2 allows
the specification of both the height and number of layers with which the
slicing is conducted. For example, to generate 63 layers for a model
height of 6350 µm, a layer height of 100.79 µm is required. Both
3DSlicer and Slicer2 supports STL model only.

3.5. Printing and experimental validation

An overview of the workflow for the experimental validation is given
in Fig. 4. Firstly, the model is designed in a CAD software, which is then
exported to an interoperable (tessellated) 3D model. This model is im-
ported into a slicer software to be converted into layers of binary images
representing the cross-sections of the imported 3D model along the
slicing direction with increments as per the given layer height or the
number of slices. The image files are saved as the raster image format
TIFF so that they can be processed by the Material Jetting printer. Apart
from the images, a job file specifying the printing settings, e.g., curing
parameter, chuck velocity, z-axis increment, etc., is required by the
printer to execute a print job.

To validate whether the detected improvement of the accuracy on
the print data level is also evident in the printed specimen, element 1 of
test specimen B is printed at various conditions and its surface profile
recorded by the Keyence digital microscope VHX-7000. The specimen is
printed at the 3D inkjet printer n.jet3D provided by Notion Systems,
Germany, equipped with a Konica Minolta printhead KM1024iLHE-30
(nominal droplet volume 30 pl) containing 1024 nozzles and a native
resolution of 360 dpi. KM1024iLHE is a piezo-based printhead that al-
lows printing in binary and grayscale mode. For this particular printer
setup, the waveform is fixed for each printhead during the printing
process and only binary images can be processed, meaning that the
nominal drop volume ejected by each nozzle is consistent. The average
droplet volume is 26.48 pl. The print temperature of the transparent
acrylate-based UV-curable ink is 35◦C (viscosity 7.5 mPas, surface ten-
sion 35.6 mN/m at surface age 15 ms). The distance between the
printhead and the substrate (equivalent to the curing distance) is

Fig. 4. Workflow of the experimental validation.
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800 µm. A 100 µm thick PET foil is used as a substrate. Each specimen is
printed 5 times within 6 hours to ensure statistical significance of the
result and to minimize the variability induced by the variation of the
ambient condition. The nominal resolution applied for the printing
process is 1800 dpi and the resulting average layer height is 158 µm. The
curing is performed by the UV-LED lamp Phoseon FireEdge FE400
(emission window 10 mm) at an intensity of 8 W/cm2 and at 365 nm
wavelength for every layer immediately after printing. Both the printing
and curing take place at a chuck velocity of 400 mm/s. Under these
curing conditions, the printed object is exposed to UV radiation for
25 ms. Given the transparency of the printing material, the specimen’s
surface profile is sputtered with 10 nm chromium prior to the charac-
terization step to enhance its visibility under the microscope. The
sputtering is conducted with the device Q300T ES plus by Quorum,
applying a sputter current of 120 mA for 60 s, in an argon-flooded
environment. .

4. Results and discussion

4.1. Conversion to tessellated format

4.1.1. Influence of CAD software
To assess the performance of the three CAD software packages In-

ventor, Solidworks and Creo in terms of geometrical and dimensional
deviation between CAD model and generated print data, various speci-
mens have been exported and sliced on the PRUSASlicer.

Foremost, Fig. 5 shall elaborate how the following plots are to be
interpreted and correlated to the 3D model. Each peak corresponds to
the edge of a triangular facet which coincides with the surface of the
original CAD model (points “L” and “M”), whereas each valley repre-
sents the deviation calculated for a sliced layer at a z-height which is
located in between two vertices (points “l” and “m”). The characteristics
amplitude, periodicity, number of peaks and the coefficients of the
linear fit (intercept and slope) are determined and utilized to analyze the
deviation curves of the assessed sliced images.

The amplitude describes the areal deviation resulting from the hor-
izontal chord deviation at various z-heights. A z-height of zero refers to
the base of the 3D model interfacing the slicer platform (point “A”). The
periodicity, that is the distance between two adjacent peaks, corre-
sponds to the vertical distance between two vertices of the triangular
facets. The higher the z-value (slicing height), the closer the slice plane
approaches the tip of the element (point “Z”). The number of peaks is

directly linked to the number of triangle facets. The slope of a linear fit of
the curve quantifies the change of dimensional deviation along the
model height. A value close to zero means that the deviation does not
change when slicing at different z-positions. A consistent slope for all
elements of the same model quantifies that all elements display the same
magnitude of deviation, despite varying sizes. The intercept can be
regarded as an approximation of the mean deviation of the base layer
since the fitting curve lies between the peaks (vertices of the triangle
facets) and local minima (horizontal chord distance).

The curves in Fig. 6 illustrate the dimensional deviation of the STL
models exported from three different CAD software programs. The
models are sliced on the PRUSASlicer. The entries in the legend indicate
the nominal diameter of the elements and the title states the CAD soft-
ware deployed. It is to be noted that in order to ensure visibility of all
curves, the y-axis range of the Creo model (Fig. 6c) is set to ±50 mm2,
while the curves of Solidworks (“SW”, Fig. 6b) and Inventor (“Inv”,
Fig. 6a) are within a smaller range. An extract of the plots up to a z-
height of 600 µm with identical y-axis scaling is given in a red frame in
addition to the original plots.

Although the three exported 3D models originate from the same
design, the obtained deviation differs considerably depending on the
CAD software that has been used for the export of the STL model. The
plots in Fig. 7 depict the analyzed parameters for all elements in the 3D
model which provides a more detailed picture of the discrepancies. It is
noted that for all plots of this type the line connecting the data points is
only added for the sake of better readability, but should not be consid-
ered for interpolating values between the data points.

Fig. 7a delivers the number of peaks counted for each element (10 in
total) and the corresponding base diameters are displayed in the x-axis.
In all three models the number of peaks drops the smaller the element
becomes (the base diameter is double the model height). The number of
peaks differs across the models, with the Inventor STL model (Inv)
possessing the highest number of peaks for the largest three models. For
elements of diameter 2.54 mm and smaller, the Solidworks STL model
(SW) exhibits more peaks. The Creo STL model (Creo) contains the least
number of peaks (approximately half of the peaks counted for the In-
ventor model) for all elements.

Fig. 7b depicts the coefficients of the linear fit of the deviations for
each element. Each element displays a different slope (red data points)
and intercept (blue data points). The intercept value decreases with
smaller size of the elements, with the Creo model showing the most
pronounced reduction of intercept value. The intercept values of the

Fig. 5. Correlation between the obtained deviation curve and the tessellated 3D model.
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Inventor model and Solidworks models are almost identical for elements
with diameters less than 2.54 mm, but for larger elements, the intercept
of the Inventor model decreases. For example, for the largest element
with 12.7 mm diameter, the mean deviation of the bottom layers
(intercept) of the Solidworks model is identified to be almost four times
higher than the Inventor model (-24 mm2 (SW) vs − 7 mm2 (Inv)). The
dimensional deviation of the Creo model is even higher (-43 mm2). All
intercept values are negative.

Conversely, the slope values are all positive. While the slope of the
Inventor model remains rather steadily at 0.0005 mm2/µm (except for
the very small elements), the slope of the Solidworks model becomes
even less than the Inventor model for elements with base diameters
smaller than 2.54 mm.

A similar behavior has been noticed for the periodicity as well
(Fig. 7c). The periodicity value of the Creo model stays well below the
other two models. In general, the standard deviation is relatively large
for every element which could be linked to the characteristics of the
curve that the distance between two peaks reduces the closer the slice
plane approaches the tip of the hemisphere (Fig. 6).

From the plot shown in Fig. 7d, it can be inferred that the amplitudes
of all three models diverge in particular for larger elements. The average
amplitude for the largest element is reported to be ±27 mm2 for the
Creo model, ±17 mm2 for the Solidworks, and ±6 mm2 for the Inventor
model.

In all plots, the amplitude diminishes the smaller the element be-
comes because of the shifting of the troughs closer to the peaks, while
the peaks remain at the same absolute value. This behavior is illustrated
in Fig. 8, which shows the same results as in Fig. 6, but arranged ac-
cording to the nominal radius of the sliced image. From this plot, it is
evident that for all investigated CAD software, the target accuracy
applied during the tessellation process of the STL model is governed by
the element’s size, and not by the total size of the imported 3D model.

The periodicity values of all plots are subject to very large standard
deviation due to the fact that the distances between two adjacent peaks
shorten the closer the assessed layer is located to the tip of the hemi-
spherical element. The tessellation facets become more inclined towards
the tip in order to fit into the curved shape of the hemisphere. Subse-
quently, the increased inclination angle reduces the “vertical height” (z-
direction) of the facet and as a result, the distance between two vertices
of two adjacent triangular facets shortens (Fig. 9).

The negative intercept values observed for all models suggest an
undersize of the base layers of the assessed models. The undersize is due
to the tessellation approach, where the vertices of the triangle facets are
positioned along the 3D model surface, necessitating the edges con-
necting two vertices to pass beneath the model’s surface (Fig. 9). The
undersize of the sliced models has also been noticed by Pinto et al. [20].

The negative intercept values reduce and approaches the zero level
with decreasing diameter. This is expected, as the deviation only occurs
at the contour of the sliced model. A smaller model (element with
smaller diameter and thus smaller perimeter) generates less deviation
compared to a large model. The mathematician Gauss proposed that the
lattice points/number of square cells confined by a circle is approxi-
mately the surface area with an error which does not exceed the
circumference [56]. This explanation is equally applicable to the
observation that the (negative) deviation minimizes when the layer is
approaching the tip of the hemisphere (indicated by a positive slope)
where the cross-sectional area is becoming smaller as well.

Furthermore, a correlation between the working principles of the
CAD software, the size of the elements featured in the 3D model and the
dimensional deviation has been identified. The CAD software Inventor
creates models with higher accuracy (perceived by lower amplitude,
periodicity and more peaks) in particular for elements with diameter
greater than 2.54 mm, while for smaller features the models of the CAD
software Solidwork are more superior in terms of accuracy.

Fig. 6. Area deviation of the STL model test specimen B exported from the three different CAD software systems Inventor (a), Solidworks (b) and Creo (c) sliced on
the PRUSASlicer.
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This distinct behavior proposes that in the software Solidworks, the
targeted accuracy during the tessellation procedure applied by the
software algorithm is calculated relatively to the size of the element.
Hence, the larger the element becomes, the greater the targeted absolute
dimensional deviation and the larger the triangular facets are, that are
utilized for the tessellation. The software Inventor, on the contrary,
keeps the absolute targeted dimensional deviation in check throughout
all elements, evident in the continuously rising number of peaks with
larger elements. It has to be noted, that above the diameter 2.54 mm the
disparity between these two CAD software packages becomes very
distinct. The dimensional deviation reported for the largest element of

the Solidworks model is four times greater than the one in the Inventor
model. Meanwhile, the analysis of the Creo model reveals that the
dimensional accuracy is by far the lowest among the investigated
models, indicated by a higher intercept and slope values as well as by
greater amplitudes and periodicities. The considerably higher deviation
reported for the software Creo compared to other CAD systems has also
been observed by Hällgren et al. [33].

The different operating principles of CAD software affect the change
of deviation along the element’s height as well. The slope of the Solid-
works model experiences a consistent decrease of the value starting from
a deviation of approx. 0.0018 mm2/µm for the largest element, which

Fig. 7. Number of peaks (local maxima) (a), linear fit coefficients intercept (b, blue) and slope (b, red), periodicity (c), and amplitudes (d) of the deviation curves of
all elements shown in Fig. 6.

Fig. 8. Area deviation as shown in Fig. 6 arranged according to the corresponding nominal radii rz of the sliced elements of test specimens B at various z-heights.
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reaches 0.0001 mm2/µm for the smallest element. The greater slope
values imply a more distinctive reduction of the dimensional deviation
when assessing layers closer to the tip of the hemisphere. Conversely,
the more accurate Inventor STL model exhibits a slope that is relatively
consistent, the values ranging close to the zero level (from 0.0001 to
0.0005 mm2/µm). It can be concluded that the degree of the change of
the dimensional deviation along the element’s height is correlated to the
overall deviation of the element. For small elements, it is their perime-
ters which define the resulting dimensional deviation caused by the
rasterization process, whereas for elements with larger sizes, the ob-
tained dimensional deviations depend mainly on the tessellation pro-
cess. Consequently, even though the Creo 3D model is inferior in terms
of overall accuracy compared to the models of the other two CAD soft-
ware packages, this behavior does not apply to elements smaller than
635 µm in diameter. In this size range, the dimensional accuracy of the
Creo model is on par with the other two 3D models.

4.1.2. Design as part-based vs assembly-based CAD model
Fig. 10 shows the characteristics of the obtained deviation results of

the three CAD models that are designed and saved as an assembly STL
model, indicated by the attribute “-A” (“-P” stands for part-based
model).

The Inventor assembly-based model exhibits less dimensional devi-
ation over the part-based model, with the level of reduction depending
on the size of the element, although mainly contributed by the sub-
stantial improvement of accuracy for very small elements. Starting from
a diameter of 2.54 mm, the resolution of tessellation diminishes the
larger the elements become. This change is quantified by the slight
reduction of the intercept (Inv-A, Fig. 10b, blue), especially for larger
elements, and a reduced slope value in particular for small and middle-
size specimens (Inv-A, Fig. 10b, red). With regards to the largest
element, the intercept decreases from − 7.59 mm2 (Inv-P) to − 5.36 mm2

(Inv-A), equivalent to a reduction of the dimensional deviation by 29 %.

The slope is reduced from 0.0005 mm2/µm (Inv-P) to 0.0003 mm2/µm
(Inv-A). A higher number of peaks has been identified for the Inventor
STL assembly model.

In contrast, the assembly-based STL model exported from Solidworks
(SW-A) shows no difference compared to the corresponding part-based
STL model, which is also evident by the unchanged file size and char-
acterized by the identical number of peaks (Fig. 10a) and coefficients of
the linear fit (Fig. 10b).

The Creo assembly model (Creo-A) achieves the most substantial
improvement of the accuracy in relation to the part-based design among
the three investigated 3D models. For the assembly model, the intercept
(Fig. 10b, blue) of element 1 changes from − 43.5 mm2 to − 0.8 mm2,
while the slope value (Fig. 10b, red) decreases to almost zero from
0.0033 mm2/µm. The number of peaks (Fig. 10a) increases from 17
peaks to more than 190 peaks.

The flattened curve of the Inv-A model for elements greater than
2.54 mm diameter points to the fact, that the maximum acceptable de-
viation of the Inventor part-based model (Inv-P) is lower than the as-
sembly model. This means that despite the increasing size of the
elements, Inventor’s assembly model keeps a constant number of facets
as long as the resulting increase of surface deviation remains below the
maximum (allowable) deviation. This behavior is similar to the results
obtained for the Solidworks part-based model (SW-P), which shows a
saturation of the number of peaks for larger elements as well.

The significant improvement of the dimensional deviation for
smaller elements up to a diameter of 2.54 mm, which is evident for the
Inventor assembly model Inv-A and both Solidworks models (SW-P, SW-
A), suggests that the tessellation process operated with a factor for
lowering the acceptable deviation for elements with smaller radii,
necessitating the CAD software to increase the number of facets strongly
for very small elements. Without this factor, a smaller element would be
tessellated with just few triangles, as the tessellation error would still be
within the acceptable scope. This accuracy-improving factor might be
defined by two values – the size of the element and a threshold when this
factor comes into play. The threshold could be correlated to the size of
the model, as the three 3D models Inv-A, SW-P and SW-A, for which it is
assumed that this corrective factor has been deployed, share the same
behavior: Between the elements 4 (radius 1.27 mm) and 3 (radius
2.54 mm), the steady increase of peaks terminated. Given that the size of
the investigated test specimen B is 17.85 mm (x) x 19.12 mm (y) x
6.35 mm (z), the threshold could be determined as 1/10 of the x or y
dimension. For instance, for Creo it is reported that the maximum chord
height is multiplied by a factor termed control angle (value range 0–1)
when the radii of the element is smaller than 1/10 of the part size to
ensure small elements to be tessellated more accurately [57].

It is to be noted, that the reduction of the deviation comes with a
price, that is the increase of file size. The file size of the more accurate

Fig. 9. Tessellated model and the chord deviation Δ along the slice direction z
(model’s height).

Fig. 10. Number of peaks (a) and linear fit coefficients intercept (b, blue) and slope (b, red) of the deviation curves of all elements of test specimen B designed as
part-based (-P) and assembly-based (-A) CAD model.
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assembly model of Inventor is almost six times greater than the part-
based model (Fig. 12).

The largest improvement of the dimensional accuracy could be
observed for the Creo CAD software, because the assembly mode in Creo
allows further settings to be specified, such as proportional slicing ac-
cording to the step height or nominal deviation. Activating either of
these options and applying the most accurate tessellation settings
allowed by the software, a 3D model could be exported that achieves a
reduction of the dimensional deviation by 98 % over the part-based
model. Yet, this advancement comes with a considerably increase in
file size. The option to create facets proportional to the step size (“prop
step”) resulted in the largest file size among all other models examined
in this study (Fig. 12).

4.1.3. Deploying different 3D model formats
Fig. 11 visualizes the characteristics of the deviation curves obtained

from slicing models of various data formats, namely STL, OBJ, 3MF,
AMF and STP, on the PRUSASlicer.

The plots in Fig. 11a,c,d, disclose that the 3D models exported to the
formats STL (“Inv-STL”) and OBJ (“Inv-OBJ”) are identical, whilst the
object imported as STP model (“Inv-STP”) denotes greater slopes and
more negative intercepts (Fig. 11a), less number of peaks (Fig. 11c), and
larger amplitudes (Fig. 11d). For example, the intercept value of the
largest element of the STP model is − 11.9 mm2, approximately 1.5 times
higher than the value of the STL/OBJ model (-7.64 mm2) exported from
Inventor.

Similarly, the 3MF, AMF and STL models exported in Solidworks
(“SW-3MF” and “SW-AMF”) are essentially the same, apparent in the

unchanged deviation curves for all elements and the consistent number
of peaks (Fig. 11b, c). The mean amplitudes of the 3MF model are
slightly less than the other two formats, but taking the large standard
deviation into consideration, the changes can be considered negligible
(Fig. 11d).

The results are all derived from PRUSASlicer, as among the investi-
gated open-source slicers, only this slicer software is capable of
importing various formats of 3D models, namely STP (not tessellated
format), 3MF, AMF and OBJ.

With regards to the non-tessellated STP model, the PRUSASlicer
seems not to slice the 3D model directly, but tessellates it upon import.
The tessellated STP model created by the PRUSASlicer is less accurate
compared to the “high-quality” tessellated model obtained from the
Inventor software.

Moreover, the deviation curves observed for the formats STL, OBJ,
3MF and AMF are all overlapping. This implies that utilizing different
formats does not change the geometry and accuracy of the tessellated
model, but only affects how the descriptive information of the triangle
facets is stored in the file. This result contradicts with the advantages
reported for the 3D model format AMF, which is capable of representing
a curved surface by utilizing curved triangular facets. A closer look into
the exported ASCII-encoded AMF file in a text editor confirms that the
model’s surface is still approximated by planar triangle facets, which
explains the lack of difference to the corresponding STL model. How-
ever, the CAD software Creo does exploit the advantage of the AMF
model by employing curved triangular facets in the exported AMF 3D
model, indicated by the <edge> elements in the AMF file. However,
upon import of this file, the PRUSASlicer prompted an error as these

Fig. 11. Linear fit coefficients intercept (a, blue) and slope (a, red) of the deviation curves of all elements in test specimens B exported as different 3D model formats
in Inventor (a), in Solidworks (b), and their corresponding number of peaks (c) and amplitudes (d).
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<edge> elements could not be processed by the slicer software. In order
to leverage the benefits of this promising AMF data format, the collab-
oration of both CAD and slicer software developer is central.

Overall, the edge of deploying different 3D model is the reduction of
file size. 3MF offers the leanest file size even in an uncompressed stage
(Fig. 12). For Solidworks, the AMF model takes up less memory
compared to the STL model, whereas for Creo it is the opposite case –
this contrasting behavior can be explained by the additional <edge>
elements in the Creo AMF model which add to the file size. Saving the
STL model encoded as a binary file reduces the file size by about 5 times
compared to an ASCII-based file.

4.2. Slicer-induced deviations

The investigation of the slicer-induced deviation in this Section is
divided into two parts. Firstly, the performance stability of the three
deployed slicers is scrutinized by assessing the dimensional deviation of
the cylinder-based test specimen A (Fig. 13). This result is compared to
the results of test specimen B (hemisphere-based) in Fig. 14 to asses if
the slicers treat objects with curvature in all three dimensions differently
(the base diameter size and the positions of the elements are the same for
both test specimens).

As a general observation, the mean deviation of the cylindric ele-
ments increases, the larger the examined element is (Fig. 14). The de-
viations assessed for 3DSlicer and PRUSASlicer are all ranging in the
negative region, while the sliced images of Slicer2 exhibit a positive
deviation, implying an oversize. The mean deviation of the 3DSlicer
remains greater than PRUSASlicer throughout all elements, but espe-
cially for the larger elements, the difference becomes more distinct. For
example, the mean dimensional deviation of 3DSlicer for the cylinder
with diameter 12.7 mm is almost 10 times higher than that of the
PRUSASlicer (Fig. 14).

Generally, the least deviation for all cylinders has been reported with
the PRUSASlicer (-3.19 mm2 (2.5 %, largest cylinder) to − 0.07 mm2

(smallest cylinder)). Sljivic et al. (2019) also reported a similar range of
deviation of 1.34–6.72 % for material extrusion 3D parts sliced with
Slic3r, the slicer on which PRUSA is based on [58]. 3DSlicer, in contrast,
produces dimensional discrepancies between − 37.49 mm2 (29 %,
largest cylinder) and − 0.07 mm2. Slicer2’s performance lies between
these two slicers.

In addition, the manner in which the deviations vary along the
model’s height differs among the investigated slicer software. In the case
of PRUSASlicer, the dimensional deviations of the smaller elements are
consistent which is to be expected, as the diameter of the cylinder does
not change along the slice direction. However, the largest element shows
a deviation pivoting between − 4.0 mm2 (-3.2 %) and − 2.4 mm2

(-1.9 %) (Fig. 13a). The largest deviation (local minimum) is reached
every 3100 µm in z-direction (slice direction) and the lowest deviation is
obtained half-way (around 1500 µm or 4800 µm).

The curves plotted for 3DSlicer are showing variations as well,

although the deviation curve acquired from the largest element alter-
nates between a curved and a constant section, the width of each section
spanning a z-range of 2160 µm (Fig. 13b). The deviation of the largest
element pivots between − 38.1 mm2 (-30 %) and − 36.5 mm2 (-29 %).
The wave-like deviation curve of element 3 (diameter 5080 µm), on the
other hand, resembles the curve identified for the largest element sliced
with PRUSASlicer. The deviation stays within the boundaries of
− 1.81 mm2 (-9 %) to − 1.47 mm2 (-7 %) and the local minimum is
located at a z-distance of 1260 µm (base layer is equivalent to a z-height
of 0 mm).

For unknown reason, Slicer2 failed in slicing element 2 (diameter
6350 µm) and element 3 (diameter 5080 µm) correctly, both of them
only appearing as a contoured pattern in the slice image, thus their re-
sults were excluded from this plot (Fig. 13c). Compared to the results of
the other two slicer software, the deviation reported for each slice of the
3D model is subject to a higher and irregular variability with higher
frequency along the model’s height. This variability is expressed in a
high standard deviation of up to 21 % of the mean value (Fig. 14). The
values for the largest diameter (12.7 mm), for example, fluctuate be-
tween 9.47 mm2 (7 %) and 14.78 mm2 (12 %).

The results shown in Fig. 13 expose varying performance stability
across the slicers. The instability along the slice height might be linked
to the different workflows the slicers use to generate raster images from
a tessellated 3D model. While PRUSASlicer most likely creates first a
vector image which is then converted into a raster image, 3DSlicer di-
vides the imported 3D model into elements according to a given reso-
lution and saves the raster 2D image as TIFF file. Slicer2 generates
contour lines by determining the intersection points of the triangle facet
with the z-plane of interest which are then connected by a line drawing
algorithm in a pixel-based manner. The area enclosed by the contour is
filled and the image is saved as a raster TIFF-image. The underlying
rasterization algorithm is unknown for all slicers, however it has been
reported that some algorithms are more prone to instability, in partic-
ular those who deploy a division operation, which could explain these
variations [59].

Furthermore, all three slicers seem to perform differently with
regards to the areal deviation depending on the diameter of the sliced
cylinder. Fig. 14a displays the relative deviation in relation to the
perimeter and to the surface (only for the results of 3DSlicer). From this
plot, it is evident that the deviations observed for all examined models
are less than the perimeter, which aligns with the assumption proposed
by Gauss that the error when approximating a circle by square elements
stays less than the circumference [56].

However, for 3DSlicer, in particular, the relative deviation increases
the larger the model becomes, whereas for PRUSASlicer and Slicer2 the
deviation decreases. 3DSlicer, as explained above, most likely rasterizes
the 3D model into cubic elements first, whereas the other two slicers
create raster images after slicing the model into 2D cross-sectional im-
ages. This means, that during the 3D rasterization process by 3DSlicer,
three-dimensional segments on the boundary of the imported model are
most likely removed which introduces greater areal deviation compared
to a rasterization step of a 2D image.

Only Slicer2 is exhibiting a positive areal deviation which means that
the cross-sectional area of the sliced model is larger than the analytical
model (ideal circle). Since both Slicer2 and PRUSASlicer are generating
2D slices in a relatively short amount of time, and can handle larger
models as well, it is likely that both slicers deploy a similar approach of
generating sliced images. They could utilize a line drawing algorithm,
such as the Bresenham algorithm [60] or the digital differential analyzer
algorithm [61] to draw the contour of the sliced model at different
z-height. Bresenham algorithm allows defining an error term that de-
cides the distance between the intersection point of the line with a pixel
and the coordinates of the previous adjacent pixel that is acceptable to
turn on the intersected pixel [62]. Slicer2 might deploy a line drawing
algorithm with a particular decision term that generates contour lines
that are drifting further away from the ideal shape. Another explanation

Fig. 12. Comparison of the file sizes of identical 3D models designed and
exported under various conditions.

K.J. Chen et al. Additive Manufacturing 91 (2024 ) 104335 

12 



for the smaller cross-sectional area of the PRUSASlicer could be linked to
the option of the slicer to apply anti-aliasing to the sliced model. Since
the anti-aliasing has been deactivated in this study, pixels that would
have appeared in a grayscale level are turned off, thus leading to a
smaller area of the cross-section.

Fig. 14b plots the intercept values of the linear function fitting the
dimensional deviation of the elements of test specimen A (cylinders, TS-
A) and B (hemispheres, TS-B), exported from Inventor and sliced by the
three different slicers, PRUSASlicer, 3DSlicer and Slicer2. As a general
observation, the obtained deviations of the hemisphere-based test
specimen B for all three slicers are shifted towards the zero level
compared to the results of test specimen A. The negative deviation in-
creases by 200 % for PRUSASlicer and by 18 % for 3DSlicer when slicing
a hemisphere, whereas for Slicer2, the positive deviation is almost
consistent, if taking into account the variance of the slicer.

The large disparity in dimensional deviation between slicing a cyl-
inder and a hemisphere, despite their equal base diameter, could be due
to an incorrect z-height of the reference layer based on which the
dimensional deviation is calculated (Eqs. 2 and 4). The plane to which
the slice image is compared is likely below the actual z-height from
which the slice image is derived, meaning that the nominal circle radius
rz is larger and thus the already existing undersize induced by the slicer

itself is further enlarged. In order to understand the real cause and verify
this hypothesis, the results of the experimental evaluation could shed
light upon this matter.

4.3. Experimental validation

Several specimens were printed in order to validate whether the
changes of the accuracy identified for the print data is evident in the
printed specimens as well. Fig. 15 displays the obtained surface profiles
of the printed specimens in print direction (Fig. 15a,c,e, attribute “PD”)
and parallel to the printhead axis (Fig. 15b,d,f, attribute “PH”), as well
as the ideal shape of element 1, indicated as a red color line. The dashed
lines mark the lower and upper bound accounting for the standard de-
viation of the measured data, displayed in the same color.

All printed samples are not perfectly hemispherical and are slightly
taller than the reference ideal geometry (hemisphere). Each specimen
exhibits at the base a much greater width (up to 8000 µm radius). This
means that the base area of all printed specimens is oversized by around
1.5 mm in diameter which contradicts to the results obtained from the
theoretical investigation. The theoretical results indicate that the under-
and oversize of the sliced base layer should manifest as a radius de- and
increase within the range of − 1.09 mm and +0.31 mm in the printed

Fig. 13. Dimensional deviation of test specimen A (cylindric elements) along the z-height (build height) exported from Inventor as STL and sliced on the three
different slicer software PRUSASlicer (a), 3DSlicer (b) and Slicer2 (c).

Fig. 14. Relative areal deviation of test specimen A with respect to the perimeter of the element (a) and mean deviation (applicable only to test specimen A, TS-A)
and intercept values (applicable only to test specimen B, TS-B) of the STL model exported from Inventor and sliced on the three slicer software 3DSlicer, Slicer2 and
PRUSASlicer.
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Fig. 15. Surface profile of the printed hemispheres (base diameter 12.7 mm) in print direction PD (a, c) and parallel to printhead axis PH (b, d) and printed
specimens captured on the microscope (e).
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specimen (Table 3). Considering that the measured oversize exceeds the
print data-related deviation, the actual size of the base is most likely
masked by other factors, such as by the surface wetting behavior be-
tween the first layer and the substrate [63].

After printing 2–3 layers, that is beginning from a height of
approximately 500 µm up to a z-height of roughly 4000 µm, the printed
specimen becomes narrower than the ideal shape. All three specimens
are almost identically shaped in this lower half of the hemisphere. Above
this height and up to a height level of about 5550 µm, the shape becomes
moderately broader than the ideal shape.

The irregular shape might be caused by the changing degree of how
the layers overlap in the course of the printing process. Due to the
increased curvature of the hemisphere towards the tip, the diameter
difference between two subsequent layers increases, if maintaining the
same slice thickness. In the case of small diameter difference between
subsequent layers, the contour of the newly printed pattern is most likely
printed onto the rim area of the former layer, which is typically slightly
curved due to the hemispherical shape of the printed droplets (Fig. 16).
This curved rim zone favors the flowing of the newly printed droplets
towards the contour of the previous layer which smoothens the transi-
tion between the contours of two overlapping layers. However, if the
diameter difference becomes larger as it is the case for the layers around
the tip area, the contours of two following printed layers are distanced
widely, resulting in less or no smoothening that is visible as so-called
“stair-case” [64] or “stair-stepping” effect [65] (Fig. 16).

Furthermore, the profiles measured along the print direction starting
from a z-height of 500 µm are all wider (closer to the ideal shape) than
the ones parallel to printhead axis. The different outcome of the printed
part in dependence of the directions could be linked to the fact that the
tolerances in both directions are governed by different factors. While the
accuracy in print direction depends on the machine axis resolution, the
accuracy parallel to printhead is controlled by the printhead’s
manufacturing tolerance and the number of offsets necessary to achieve
a higher print resolution than the native resolution of the printhead
which could result in an accumulation of the printhead’s native
tolerances.

Further up approaching the tip, the actual shape starts to narrow
again and the degree at which the diameter decreases varies depending
on the different data preparation conditions. The plots in Fig. 15a and b
depict the surface profile of the same specimen exported by Inventor,
sliced by three different slicers and printed with the same print settings.
The most pronounced difference between these printed specimens can
be found around the tip area of the element. The printed specimen sliced
with “Slicer2” shows a pointier tip, while the specimens sliced with
PRUSASlicer and 3DSlicer end up with a flatter tip, with the PRUSA
samples being the flattest one among the three variants.

The difference between the Creo part-based model and the assembly-
based model is depicted in the plots Fig. 15c and d. All specimens were
sliced on the PRUSASlicer. The yellow curves in both plots show that the
Creo assembly model presents the closest approximation to the ideal
shape among the three printed specimens with regards to the upper half
of the element. The part-based models (blue and black lines) are shaped
similarly, both containing a sudden tapering at a height of around
5550 µm which results in a pointier tip than the assembly-based spec-
imen (yellow).

A closer look into the print data reveals that the cause of the variation
of the tip shape must be induced by the slicing process. PRUSASlicer

might retrieve the first sliced image, representing the base layer from the
model at a certain z-height distanced from the platform. Then, a section
of unknown thickness might be cropped from the base of the model in
reference to the platform (the height should range between 300 µm and
350 µm based on some pre-tests, but no precise specifications are pro-
vided by the developers of the slicer). For this reason, an offset of
300 µm has been added to the 3D model during the design phase. The
new model reduced by the cropped height will then be sliced with the
given layer thickness starting from the new bottom plane (Fig. 17). The
generated stack of sliced images consists of 41 layers, the first layer
being blank (bottom layer) and the remaining 40 layers showing the
cross-sections of the model along the z-direction. This unknown offset
due to the cropping step might also explain the negative mean deviation
of PRUSASlicer observed in the results depicted in the previous Section.
If the base of the imported model is partly cropped, the sliced area of the
hemisphere at a given z-height is in reality smaller in size than the
nominal size as essentially a layer further up is assessed.

The slicer 3DSlicer generates a similar set of images resulting in a
comparable tip shape in the printed specimen although no cropping has
been performed beforehand. 3DSlicer references the coordinate system
of the model, defined during the design in the CAD software, to the slicer
platform’s coordinate system. Even though the 3D model has been
designed in the CAD software on the x-y plane (z=0), upon import in the
slicer, the model has been shown in the log-file to be aligned to a z-point
of − 7.77611e-16 mm. Despite the offset being very minor, the slightly
shifted origin most likely caused the model to be partly ignored in the
upper region (Fig. 17). Since the slicing of this slicer starts from the tip of
the model, the 40th layer (base layer) is beyond the physical model,
resulting in a blank layer for the bottom layer. Ideally, the slicer should
ensure that the imported model is precisely aligned to the zero point of
the model to avoid such kind of error.

Slicer2 generates 40 layers with a slice interval of 158 µm. Since the
model height is not an integral multiple of the layer height of 158 µm
and the slicing direction begins at the bottom and moves to the top, the
last slice is located minimally below the tip which is printed as a circle
with a very small diameter (Fig. 17). This last image accounts for the
pointy tip visible for the printed object. Slicing with an exact layer
height to which the imported model can be evenly divided results in 40

Table 3
Area deviation (theoretical) converted into radius difference.

Test specimen A (Cylinder) B (Hemisphere)

Element 1 (base radius: 6.35 mm) PRUSASlicer 3DSlicer Slicer2 PRUSASlicer 3DSlicer Slicer2
Deviation area [mm2] − 3.19 − 37.49 12.12 − 7.64 − 47.31 10.2
Deviation radius [mm] − 0.08 − 1.02 0.30 − 0.19 − 1.32 0.25
Relative deviation [%] − 1.27 − 16.09 4.67 − 3.06 − 20.85 3.95

Fig. 16. Top view of a printed specimen (top 4 layers) and schematic repre-
sentation of the surface profiles of each layer (yellow curve) (scale bar repre-
sents 250 µm).
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layers, but the circle in the last layer, barely recognizable, is composed
of only 1 pixel. Adaptive slicing, that describes the strategy to adapt the
slice interval to the curvature of the model (higher curvature requires
lower slice interval), could reduce the staircase affect and improve the
dimensional accuracy [65,66]. Omitting this last layer could also lead to
a better shape of the printed result, as the 39th layer circle area is similar
in size to the last layer obtained from the PRUSASlicer, which generated
a specimen closest to the ideal shape.

The printed specimens based on the Creo assembly model are,
compared to the corresponding part-based Creo model, slightly broader
in the upper half of the hemisphere and flatter in the top region, which
meets the ideal shape best. This observation aligns with the theoretical
results for the assembly model that the dimensional deviation is almost
zero. The surface profile of the printed assembly-based models gener-
ated from the image data obtained from the PRUSASlicer and the
3DSlicer is rather similar and contains less distinctive staircase effect,
confirming that a precise STL model can compensate this effect.

5. Conclusion

The objective of the present study is to determine the impact of CAD
design, CAD software, the usage of assembly vs part model, alternative
3D model formats and slicer software on the geometrical and dimen-
sional accuracy of the generated print data in Material Jetting.
Following findings can be concluded:

Each CAD software operates on a different tessellation algorithm,
thus the achievable geometrical and dimensional accuracies vary for
different CAD software programs. The targeted accuracy during tessel-
lation is determined to be governed by the size of the individual ele-
ments in the model. For very small elements the dimensional deviation is
mainly caused by the rasterization process, whereas for larger elements
the accuracy of tessellation plays a significant role for the resulting
dimensional accuracy of the print data.

For some CAD systems, e.g. Inventor, designing in assembly mode
improves the accuracy compared to the part-based design, most likely
due to the introduction of an additional error-reducing factor to the
maximum tessellation deviation for small radii elements. No difference
is obtained between these two design modes for some other design
software, such as Solidworks, as it is assumed that this corrective factor
for small radii is already applied to the part-based model. In other cases,
Creo for instance, extended tessellation settings and value range in the
assembly mode can be unlocked which allow more accurate 3D models
to be exported.

Within the constraints of this study, the 3D formats 3MF and OBJ do
not show any benefits in terms of less dimensional deviation compared
to a STL model. The main advantage of using these alternative 3D model
formats is the reduction of file size, with 3MF achieving the lowest size.

The AMF format is developed to include elements of curved trian-
gular facets to approximate curved 3D objects more accurately. In this
study, it is observed that not all CAD software exploit this capability of
AMF. Additionally, some open-source slicers are unable to read the
advanced AMF files containing elements with curved triangular facets.

The study confirms the influence of the slicer on the dimensional
and, in particularly, the geometrical accuracy of the slice images and
printed part due to different approaches in handling the tessellated 3D
model within the slicer. The direction of slicing can affect the geomet-
rical outcome of the printed parts with heights that are not the multiple
integer of the slice interval.

Moreover, some slicers remove certain regions of the imported ob-
ject, either due to the misalignment of the model to the origin of the
slicer’s internal coordinate system or due to some process-specific
reasons.

This study shows that the obtained sliced images derived from a
slicer designed for Vat Photopolymerization technology can be utilized
to generate print images for Material Jetting.

The printed specimens demonstrate that for a hemisphere surface, an
equidistant slicing produces a very distinct sharp tip. As the slicing plane
approaches the tip of the hemisphere, the difference in the sliced
diameter between two subsequent layers increases, leading to a pro-
nounced staircase effect.

For hemispherical elements, omitting the last layer (tip layer) results
in a printed part that more closely resembles the ideal model.

For the printed specimens, it is observed that for the base layer the
measured dimensional deviation exceeds the calculated deviation. This
implies that the changes are obscured by printing-related factors,
particularly by the wetting behavior between the substrate and the
printed droplets. Nevertheless, the correlation between geometrical and
dimensional deviation and working principles of CAD software, CAD
model design and slicing approach can be detected.

Future studies should extend the investigation to the printing
process-related deviation to obtain a complete picture of the dimen-
sional and geometrical deviations in Material Jetting. In particular for
multi-material printing, the induced geometrical and dimensional de-
viations for each material might vary in magnitude, as some responses
are specific to the material’s properties, such as shrinkage, warping, etc.,
necessitating a close control of the deviations.

Dissecting and quantifying the expected deviations for each step is
fundamental for applying compensation measures to minimize the
geometrical and dimensional deviation of the printed object. Proposing
a mathematical formula to link the correlation between various tessel-
lation parameters and accuracy would supply a valuable tool for AM
operators in ensuring the same dimensional fidelity to be achieved when
exchanging and exporting a STP model to a tessellated model.
Furthermore, some printheads are capable of jetting droplets with
different volumes by utilizing so-called grayscale waveform so that
grayscale images can be printed for a better edge quality. In order to
realize grayscale printing at this printer, the image could be first con-
verted into multiple sub-images, each of them only containing pixels of
the same grayscale level, so that these sub-images could be printed

Fig. 17. Different slicing approaches of the three open-source slicers PRU-
SASlicer, 3DSlicer and Slicer2.
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either in separate successive print jobs or by multiple printheads, each of
them deploying a different waveform. Advanced slicing strategy, such as
adaptive layer height or the skipping/removal of layers in dependence
on the geometry should be considered as well to improve the geomet-
rical accuracy of the printed specimen.
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