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Abstract  Approaches aimed at regulating artifi-
cial intelligence (AI) include a particular form of 
risk regulation, i.e. a risk-based approach. The most 
prominent example is the European Union’s Artifi-
cial Intelligence Act (AI Act). This article addresses 
the challenges for adequate risk regulation that arise 
primarily from the specific type of risks involved, 
i.e. risks to the protection of fundamental rights and 
fundamental societal values. This is mainly due to 
the normative ambiguity of such rights and societal 
values when attempts are made to select, interpret, 
specify or operationalise them for the purposes of risk 
assessments and risk mitigation. This is exemplified 
by (1) human dignity, (2) informational self-deter-
mination, data protection and privacy, (3)  anti-dis-
crimination, fairness and justice, and (4) the com-
mon good. Normative ambiguities require normative 
choices, which are assigned to different actors under 
the regime of the AI Act. Particularly critical norma-
tive choices include selecting normative concepts by 
which to operationalise and specify risks, aggregating 
and quantifying risks (including the use of metrics), 

balancing value conflicts, setting levels of acceptable 
risks, and standardisation. To ensure that these nor-
mative choices do not lack democratic legitimacy and 
to avoid legal uncertainty, further political processes 
and scientific debates are suggested.
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Introduction

Proposals and approaches explicitly aimed at regulat-
ing artificial intelligence (AI) have tended to advocate 
risk governance or risk regulation using a risk-based 
approach [1–7]. In general, the umbrella term “risk 
regulation” encompasses various approaches involv-
ing “governmental interference with market or social 
processes to control potential adverse consequences” 
[3, 8]. The notion of “risk governance” refers to com-
plex configurations of governmental, semi-private or 
private actors endeavouring to identify, assess and 
manage or regulate risks [9–11]. Both risk regulation 
and risk governance aim to identify and provide infor-
mation about risks to society. They involve deciding 
how to weigh up risks against benefits, determining 
the levels of acceptable risks for those affected and 
defining the measures that should be taken to manage 
those risks, especially with the goal of minimising 
them.
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The risk-based approach is one of the many types 
of risk regulation.1 One of its aims is to adjust or pri-
oritise regulatory activities according to the risk lev-
els attributed to the concerns to be regulated. Above 
all, it seeks to not overly stifle innovations and to 
save the resources of the regulatory authority, e.g. by 
focusing efforts mainly on objects of regulation that 
are assigned a high risk ([10]:330; [13–17]). This 
form of risk-based approach is most often proposed 
for regulating AI applications, and the Artificial Intel-
ligence Act2 (hereinafter: AI Act) has adopted it as its 
main regulatory approach. In contrast, another form 
of risk regulation, namely the rights-based approach, 
attempts to prevent risks by establishing regula-
tory rules, such as prescriptions or rights of persons 
affected, that apply independently of presumed risk 
levels of the objects of regulation.3

Several studies4 and official statements5 emphasise 
the risks to fundamental rights and societal values 
caused by AI applications, especially when it comes 
to human rights and fundamental rights. The right to 
protection of human dignity, the right to life, the right 
to equal treatment and non-discrimination, the right 
to free development of personality and autonomy, the 
right to informational self-determination, data pro-
tection and privacy, the right to freedom of expres-
sion and information, the right to a fair trial and to an 
effective remedy, are among the many fundamental 
rights and values addressed there.

The purpose of this article is to highlight spe-
cific challenges entailed in regulating the risks of AI 

applications. Such challenges arise because of  the 
specific types of risks, i.e. risks to fundamental rights 
and societal values. This implies that many normative 
choices and value judgements are involved; these are 
the main subjects of the following sections. In this 
paper, the term fundamental rights6 includes con-
stitutional rights and the fundamental rights of the 
European Union. Fundamental societal values are 
those values that are of public interest and considered 
essential for the functioning of a democratic society, 
but are not or not fully enshrined as rights in constitu-
tions or the body of human rights. An example of a 
fundamental societal value is the common good. The 
following argumentation is also based on the prem-
ise that it is primarily the duty of the state to protect 
fundamental rights (e.g., [33]:38-41; [34]:103; [35]). 
Thus, the duty to safeguard and guarantee these rights 
is also one of the main justifications for state actors to 
engage in risk regulatory activities.

While numerous proposals for regulating AI are 
under debate (overview in [36]), there are too few 
studies that consider the specific characteristics of 
the risks to be regulated.7  This paper aims to help 
fill this gap, as the authors believe that it is essen-
tial to understand the specific risk characteristics in 
order to establish and maintain legitimate, effective 
and efficient risk regulation. To address the manifold 
risk characteristics, the article adopts an interdisci-
plinary perspective that encompasses political sci-
ence, philosophy, law, risk research and technology 
assessment.

After some light is shed on the characteristics of 
AI applications as objects of risk regulation (Sec-
tion “Applications of artificial intelligence as objects 
of risk regulation”), the European approach to AI 
regulation (the AI Act) is outlined in Section “Risk 
regulation in the European Artificial Intelligence 
Act”. Section “Operationalising risks: options and 
challenges” discusses the need for the risks to fun-
damental rights and societal values to be interpreted 
and operationalised given that the AI Act is seen as 
a regulatory framework that needs to be filled with 
normative choices. The normative ambiguities in 
regulating the risks of AI are presented using four 

1  For the difference and relationship between the ‘risk-based 
approach’ (or risk-based regulation) as a specific approach 
and risk regulation as a more general approach, see ([12]:187; 
[13]:508-510).
2  Regulation (EU) 2024/1689 of the European Parliament 
and of the Council of 13 June 2024 laying down harmonised 
rules on artificial intelligence and amending Regulations (EC) 
No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 
2018/858, (EU) 2018/1139 and (EU) 2019/2144 and Direc-
tives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Arti-
ficial Intelligence Act) [2024] OJ L series, 12 July 2024. ELI: 
https://​data.​europa.​eu/​eli/​reg/​2024/​1689/​oj.
3  For a discussion in the field of data protection, see [17].
4  In particular the studies of the Council of Europe [3, 18–22], 
the studies of the High Level Expert Group established by the 
European Commission  [23, 24], the study of the European 
Union Agency for Fundamental Rights [25], and in Germany, 
the Data Ethics Commission [6] and the Enquete Kommission 
Künstliche Intelligence [7]. See also [26–30].
5  [2, 5, 31, 32].

6  Human rights are also referred to in specified places.
7  Exceptions are [37, 38].

https://data.europa.eu/eli/reg/2024/1689/oj
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examples of fundamental rights and values in Section 
“Normative ambiguities in selecting and interpreting 
fundamental rights and values”. On the basis of these 
examples, we generalise and extend the discussion 
on normative ambiguities in Section “Necessary nor-
mative choices in the design of risk regulation” and 
point to the normative choices needing to be made 
for legitimate risk regulation. This leads to the ques-
tion of who should make such normative choices; 
this is addressed in Section “Problematic distribution 
of normative risk decisions in the AI Act”, which 
looks at the partly unclear distribution of normative 
decisions in the AI Act.

Applications of Artificial Intelligence as Objects 
of Risk Regulation

One of the areas of AI applications that raises con-
siderable societal concern is their use for automated 
identification and differentiation of persons as part of 
semi- or fully automated decision-making (ADM). 
Differentiation is mainly achieved by using algo-
rithms to create categories to classify persons as indi-
viduals or groups to these categories, by selecting 
individuals or groups or by assigning scores, ratings 
or rankings to them. This is done using criteria that 
have been identified as relevant based on the discov-
ery of correlations or the recognition of patterns in 
data sets with the help of machine learning systems. 
It enables cost-effective, fine-grained targeting of 
groups or individuals with information about jobs, 
products or services or with political statements, etc. 
These practices are often referred to by terms such as 
“micro-targeting”, “personalisation”, “individualisa-
tion”, “customisation” or “psychological targeting”. 
Some AI applications have other features such as real-
time inference and dynamic adaptation of decision 
rules through the continuous analysis of data streams 
[39]. AI applications for differentiating between per-
sons can affect a significantly larger number of peo-
ple. Unlike the limited reach of decision-making by 
a single human decision-maker, these systems can 
use the same set of decision rules to target all per-
sons affected, with potential adverse effects. This also 
means that even small biases or errors in data sets or 
algorithms can have an impact on large sections of 
the population ([40]:39; [41]:22). Furthermore, with 
some  types of AI applications (e.g., generative AI, 

predictive policing), feedback loops are created when 
algorithms are used to make decisions and informa-
tion about these decisions is subsequently used to fur-
ther train these algorithms.

The opacity and “black box” phenomenon, i.e. the 
incomprehensibility and unpredictability of AI appli-
cations, is seen as another critical characteristic. This 
lack of understandability provides rationales for regu-
lation such as the AI Act (explanatory memorandum 
to the proposed AI Act, p. 30, also in [2, 42]). How-
ever, not all algorithms are equally opaque and unpre-
dictable. First, it is important to clarify whether this 
incomprehensibility exists for developers and deploy-
ers or for external actors such as affected persons or 
oversight bodies. It is also argued that algorithms, 
even those generated by machine learning, can help 
to prove discrimination because programmed deci-
sion rules can be used as evidence [43]. However, a 
certain degree of incomprehensibility is inherent to 
many AI systems on account of the learning processes 
and large number of variables, the complexity of rela-
tions between them (e.g., artificial neural networks) 
or their constant adaptation to data streams [44, 45]. 
In principle, it is possible to use software testing and 
empirical investigations of outcomes to detect biases 
and discriminations. Thus, the incomprehensibility of 
certain types of AI is a question not only of technical 
complexity but also of the efforts and resources allo-
cated to increase comprehensibility. Second, the lack 
of external comprehensibility may also be due to the 
legal protection of proprietary software and trade and 
business secrets [45, 46]. Third, some applications in 
business and administration that use algorithm-based 
personalisation or individualisation of information, 
products, services, etc. can also lead to reduced com-
parability of individual treatments or outcomes with 
those of other persons.

All these factors give rise to situations in which 
the comprehensibility of the algorithmically gener-
ated decisions and outcomes, and of their underlying 
criteria and weighting between them, is decreased, 
and in which the reasons for certain decisions ulti-
mately become incomprehensible. Affected indi-
viduals are as a result less able to detect, prove and 
contest adverse outcomes such as manipulation or 
discrimination [47, 48]. Therefore, the regulatory 
approach taken in the existing legal frameworks for 
anti-discrimination and for data protection appears to 
be inadequate in some respects, when it comes to the 
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risks of AI and automated decision-making. This reg-
ulatory approach provides legal support for affected 
persons only once they have become aware of adverse 
effects or violations of their rights or freedoms after 
these have already occurred, and who seek redress 
and compensation. However, the difficulty of recog-
nising and mitigating the adverse impacts of AI ex 
post is one of the main justifications for ex ante pre-
vention in the area of risk regulation.

AI models and systems are increasingly made 
available and applied in the form of foundation mod-
els for implementation in other systems [49] or in the 
form of AI as a service [50]. Foundation models are 
described as those  models that are trained  using a 
massive amount of data and can be adapted to many 
downstream tasks, for the most part by fine-tuning 
them [49]. Today, foundation models tend to be gen-
erative AI that is capable of producing content such 
as text, images, videos or sound, and includes large 
language models (e.g., ChatGPT, Gemini, LLama, 
Luminous or models by Mistral). Generative AI 
entails risks to fundamental rights such as stereotypes 
and discrimination, deep fakes and disinformation, or 
privacy violations (e.g., [51–53]).

Generative AI in the form of foundation mod-
els is an example of general-purpose AI that can be 
deployed and used in many applications and contexts 
or integrated into numerous other systems. In contrast 
to so-called narrow AI, what distinguishes the risks 
of general-purpose AI is that they can spread along 
downstream systems and applications that utilise 
them, issues concerning the distribution of responsi-
bilities and liabilities for damage arise, and the risks 
can become increasingly systemic in character. Addi-
tionally, providers of general-purpose AI can become 
to some extent “system-relevant actors” on which 
other providers of services or products depend.

Risk Regulation in the European Artificial 
Intelligence Act

The AI Act contains various instruments for regulat-
ing risks that are classified according to the risk cat-
egories defined by the European Commission.8 (1) AI 

practices with “unacceptable risks” are prohibited, 
including certain manipulative, subliminal and decep-
tive techniques, certain social scoring practices, cer-
tain predictive policing systems, and under certain 
conditions some remote biometric systems, including 
facial recognition and emotion recognition techniques 
(Article 5 of the AI Act). (2) In the case of “high-
risk” AI applications, the provider of an AI system 
has to fulfil several requirements, such as establish-
ing and maintaining a quality management system 
that includes a documented risk management system, 
applying certain data governance and management 
practices, creating technical documentation and log-
ging, and managing human oversight, etc. (Chapter 
III of the AI Act). (3) The AI Act lays down special 
requirements for general-purpose AI, with additional 
requirements for general-purpose AI with systemic 
risks (Chapter V of the AI Act). A distinction is made 
between general-purpose AI with and without sys-
temic risks according to its capabilities, using criteria 
defined by the European Commission (Annex XIII of 
the AI Act), or on the basis of a threshold, measured 
in floating point operations (FLOPs), of greater than 
1025 FLOPs for general-purpose AI with systemic 
risks. (4) For AI systems rated as entailing “limited 
risks” (e.g., AI system directly interacting with per-
sons like chatbots or generating synthetic content), it 
is mainly transparency obligations that are required 
(Article 50 of the AI Act). (5) No binding provisions 
are stipulated for AI systems with “minimal risk or no 
risk”; there is only the option of voluntarily applying 
codes of conduct (Article 95 of the AI Act).

The AI Act follows a hybrid governance approach, 
in particular for high-risk AI systems, in the sense 
that it utilises various regulatory approaches and 
instruments. The conformity assessments carried out 
by most providers of high-risk systems themselves 
(internal control) or by private third parties (notified 
bodies) (Article 43 of the AI Act) are a form of self-
assessment and self-certification. Furthermore, the 
post-market monitoring conducted by providers (Arti-
cle 72 of the AI Act) and the performance of a funda-
mental rights impact assessment by certain deployers 
(Article 27 of the AI Act) are elements of “regulated 
self-regulation”. In addition, the AI Act provides for 
governmental supervisory and sanctioning meas-
ures for national supervisory authorities (as market 
surveillance authorities) (Chapter IX Sections 3 and 
4 of the AI Act) or other competent authorities that 

8  The AI Act focuses on risks to health, safety and fundamen-
tal rights including democracy, rule of law, and environmental 
protection (e.g., Recitals 1 or 5 of the AI Act). In the follow-
ing, mainly risks to fundamental rights are considered.
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supervise and enforce fundamental rights (Article 77 
of the AI Act). Under certain circumstances, the AI 
Act assigns to national supervisory authorities the 
rights and duties to carry out evaluations, require cor-
rective measures, prohibit AI systems and withdraw 
or recall them (Article 79 of the AI Act). For general-
purpose AI systems, the AI Office plays a supervisory 
and enforcement role (Articles 75(1) and 88-94 of the 
AI Act).

Operationalising Risks: Options and Challenges

Usually, the effectiveness of risk regulation is 
assessed according to whether it actually achieves its 
protection goals such as the prevention of damage, 
for which regulators are required to provide account-
ability ([10]:332-336). Sufficiently unambiguous and 
concrete criteria or principles to define what consti-
tutes relevant risks are necessary not only to avoid 
arbitrary assessments, but also to provide legal cer-
tainty in risk assessments or compliance tests and to 
derive the appropriate type of regulatory measures 
such as tests, approvals, requirements, bans or mor-
atoria. Regulators themselves can use such criteria 
and principles to avoid objections and legal actions 
due to allegedly incorrect or inaccurate assessments. 
Last but not least, clear risk definitions also provide 
developers, providers and operators with the neces-
sary orientation in the anticipatory and preventive 
development, design and application of systems and, 
thus, security in financial investments. However, 
potential problems associated with the inappropriate 
selection and prioritisation of protection goals and 
risks, and with their inappropriate interpretation and 
operationalisation can, in the worst case, result in a 
failure to achieve the actual protection goals of regu-
lation. Legal uncertainty can materialise in later legal 
disputes.

This raises questions about how to arrive at the 
necessary interpretations, specifications and opera-
tionalisations. It is doubtful whether the now numer-
ous ethical guidelines developed mainly by academic 
research, NGOs or private companies in the context 
of AI9 can be used directly for risk operationalisation 
in risk regulation. Given their non-binding character, 

they can only serve as inspiration for identifying and 
interpreting those values affected by AI applications. 
Some fail to address European or national specifici-
ties such as the historical development of certain con-
stitutional rights and their position within a society’s 
value structure. Moreover, they differ greatly in terms 
of the values and principles they encompass. In some 
cases, the processes of selecting, justifying and inter-
preting values and principles lacks transparency and 
is difficult to reconstruct. The same applies to the 
underlying normative perspectives or interests. The 
question arises of whether the requirements of some 
guidelines actually fall short of existing legal require-
ments and thus constitute nothing more than “ethics-
washing” [57].

Furthermore, the existing secondary legislation 
framework provides only some points of reference for 
interpretation and operationalisation. For instance, the 
General Data Protection Regulation10 (GDPR) and 
the German General Equal Treatment Act11, which 
due to their regulatory scope are particularly relevant 
to AI in the national context, are not only consid-
ered inadequate to protect against the risks of AI ([3, 
18]:21-25, 35; [58]:128-142]). Indeed, they are them-
selves often compromise texts that serve to weigh up 
various fundamental rights against the interests of dif-
ferent stakeholders. They do not provide pure inter-
pretations of fundamental rights. Additionally, they 
frequently leave too much scope in interpretations 
for an ex ante specification of risks because they are 
often designed for ex post, context-dependent judi-
cial decisions that require interpretations by judges 
(in general, [59]:13). Such legal rules for contextual 
judicial decisions are difficult to transform into gen-
eralised standards for the purposes of ex ante-oriented 
risk regulation and risk management.

9  Overviews are provided by [54–56].

10  Regulation (EU) 2016/679 of the European Parliament and 
of the Council of 27 April 2016 on the protection of natural 
persons with regard to the processing of personal data and on 
the free movement of such data, and repealing Directive 95/46/
EC (General Data Protection Regulation) [2016] OJ L119/1.
11  General Act on Equal Treatment of 14 August 2006 (Fed-
eral Law Gazette I p. 1897), as last amended by Article 8 of 
the SEPA Accompanying Act of 3 April 2013 (Federal Law 
Gazette I p. 610), in German: Allgemeines Gleichbehand-
lungsgesetz vom 14. August 2006 (BGBl. I S. 1897), das 
zuletzt durch Artikel 8 des SEPA-Begleitgesetz vom 3. April 
2013 (BGBl. I S. 610) geändert worden ist.
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Rather, the practices and case law relating to the 
protection of fundamental rights, as well as their 
broad and well-founded scientific debate and further 
development, can inform the interpretation of their 
protection goals, essence and options for specification 
and operationalisation ([23, 60–62]: 82-83). Although 
fundamental rights are not always unambiguous in 
terms of content nor consistently established and 
accepted in different jurisdictions (e.g., [33]:35-52; 
[37]; [63]:20), they have undergone a considerable 
degree of concretisation in detail thanks to the long-
term case law in a wide variety of situations and con-
texts and the extensive elaboration in the international 
body of fundamental rights. In addition, fundamental 
rights are binding and guaranteed in many jurisdic-
tions. The way these jurisdictions interpret and opera-
tionalise fundamental rights needs to be continuously 
adapted to keep pace with the rapid socio-technical 
developments in AI (see “Value conflicts” Section). 
Likewise, valuable guidance when it comes to iden-
tifying and operationalising risks can be found in the 
comprehensive ethical research in general, ethics in 
specific sectors and ethical research on AI. That said, 
the challenge associated with ethical research is to 
deal with the plurality of its approaches and world-
views. These approaches, legal and ethical, have yet 
to be linked to the interpretational needs and opera-
tionalisations involved in the normative basis of risk 
regulating AI applications. In other words, norma-
tive decisions are required to determine which of the 
many possible operationalisations are acceptable.

Normative Ambiguities in Selecting 
and Interpreting Fundamental Rights and Values

The notion of “normative ambiguity” refers to dif-
ferences in the way risk regulation actors understand 
and accept the meaningful and legitimate values, 
concepts, priorities, assumptions or boundaries to be 
applied in risk appraisals ([9]:77f., 153; [64, 65]). As 
a result, no clear evaluation criteria can exist. Value 
concepts for evaluating risks can even conflict with 
each other. In the following, four examples of funda-
mental rights and societal values affected by AI, con-
sidered from a European and German perspective, are 
used to show that the operationalisation or concretisa-
tion required for risk regulation is challenged by nor-
mative ambiguities. Human dignity is considered the 

most central fundamental right. The rights to informa-
tional self-determination, data protection and privacy, 
as well as to anti-discrimination, equality, justice and 
fairness are the most discussed rights affected by AI 
and algorithmic decision-making. The societal value 
of the common good is considered here, because it 
goes beyond the protection of individual rights and 
freedoms.

Human Dignity

AI applications can affect the inviolable right to 
human dignity ([1]: Article 5; [3]:27-28; [6]:43; 
[19]:33-34; [23, 66]:10; [25]:60; [67, 68]). Most 
machine learning applications use data about statisti-
cally generated groups of people and about the past to 
build models for algorithmic decision-making using 
classifications, scores or predictions. In many cases, 
they use correlations and constructions of persona 
types, such as in machine learning methods for pre-
dicting credit worthiness, likelihood of recidivism, 
potential suitability as an employee etc.  Individuals 
are evaluated, judged and differentiated between on 
the basis of one, several or  many numerical values. 
These data analyses do not take account of individu-
ality of persons and their unique quality. Instead, they 
sort individuals into “prefabricated” categories of 
group characteristics based on single or multiple vari-
ables. A violation of human dignity can result from 
persons being treated as mere means, instruments or 
objects. The so-called “object formula” prohibits the 
reduction of individuals and their treatment as mere 
objects to achieve the goals of others, because indi-
viduals have an intrinsic moral worth (e.g., [69]).

Although the treatment of individuals as numbers 
is inherent to information and communication tech-
nologies with personal data processing, and also hap-
pens during decision-making by humans, a distinctive 
feature of fully automated decision-making is that 
no further information about the person affected or 
their situation tends to be considered. Individuals are 
assessed and judged on the basis of numerical values 
derived by processing data about large numbers of 
people categorised into specific groups. Any judge-
ment of individuals based only on numerical values 
derived from the processing of data about groupings 
is a normative choice between efficiency gains on the 
one hand and recognition of the individual and their 
uniqueness and dignity on the other. Humans make 
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decisions based on hermeneutical processes, not the 
kind of decisions based on machine learning with the 
use of data [59]. Problematically, data does not speak 
or justify itself, but needs to be interpreted and nor-
matively justified by humans. This is one of the rea-
sons why algorithmic decisions about differentiating 
between people are more problematic than human-
based decisions. Algorithms cannot give reasons 
and justifications for the decisions they take, which 
is important if such decisions are to be contested in 
instances in which they violate human dignity.

Another phenomenon is the potential opacity of 
the rules, criteria and their respective weightings that 
determine decisions in algorithmic decision-making, 
as discussed above. This touches on a crucial dimen-
sion of dignity, namely the consent of persons to the 
treatment, since those affected may not understand 
what they are agreeing to [70], especially given the 
unknown criteria that are used in decision-making. 
Furthermore, Karen Yeung points out the problem 
that economic operators of algorithmic differentia-
tions primarily aim to derive economic value from 
customer relationships rather than considering the 
actual rationale behind their behaviour ([19]:30f.). 
Comprehensive personality profiles, “super scores” or 
social scoring that imply total surveillance of people 
constitute another potential factor that can lead to vio-
lations of human dignity ([6]:43). However, profiles 
and scores that are transferred and combined between 
organisations are already part of many business and 
government practices. Therefore, normative decisions 
at the tipping points between justified and unjustified 
comprehensive profiles need to be taken in specific 
contexts.

However, the controversies surrounding the inter-
pretation of this fundamental right highlight the nor-
mative choices and clarifications that a society must 
make with regard to AI applications. At issue are 
questions of what we mean when we say that the right 
to dignity is inviolable and absolute, as enshrined in 
the international and national body of human and 
fundamental rights law.12  One question in particular 

involves ascertaining which precise specifications fol-
low from this norm in order to determine when it has 
been violated. Although inviolability is established by 
the prohibition of certain AI applications in Article 5 
of the AI Act, which is justified by the need to protect 
the right to human dignity (e.g., Recitals 28 and 31 
of the AI Act), this issue is still relevant to those AI 
applications that are exempted from such prohibition 
or classified as “high risk”.

No conceptual features for further operationalis-
ing human dignity have yet been developed to the 
extent that they could provide appropriate criteria for 
risk assessments or specifications for the design of 
AI applications. Examples of crucial aspects include 
specifying the object formula, prohibiting the instru-
mentalisation and reduction of humans, the condi-
tions under which an affected individual would con-
sent to a certain treatment or under which contempt, 
humiliation or manipulation would be deemed pre-
sent, the conditions needed to ensure the necessary 
respect for an individual’s qualities [73] and for peo-
ple to be able to act in a self-determined manner, for 
the free personal development, or the possibility of 
leading an autonomous life [e.g., [74]). The concept 
of human dignity can also help further specify the 
role of those people involved in AI-based decision-
making who are required for the purposes of human 
oversight under Article 14 of the AI Act and Article 
22 of the GDPR. The concept envisages that humans 
function not only as supervisors of technical func-
tionality but also consider (additional) information 
about the actual personalities and situations of those 
affected, as well as specific concerns relating to the 
self-determination of their lives; in addition, they pro-
vide explanations and justifications for the decisions 
to the persons affected. The extent to which a funda-
mental right can be encroached without violating its 
essence – often defined with reference to the invio-
lability of human dignity – also needs to be clarified. 
This could be done, for instance, to distinguish con-
ventional scoring from social scoring and illegitimate 
comprehensive profiles which fully determine a per-
son’s personality without the person affected having 
any chance to influence or contest this. Additionally, 
operationalising human dignity can be helpful when 
it comes to identifying further AI technologies to be 
prohibited (approaches can be found in [75, 76]).

Secondary law does not provide sufficient guidance 
for operationalising human dignity. In data protection 

12  In particular, Article 1 of the Charter of Fundamental 
Rights of the European Union (hereinafter Charter) and Article 
1(1) of the German Basic Law. Internationally, however, and 
also in Europe, human dignity is institutionalised differently 
in constitutions, is specified in different ways and to varying 
degrees, and occupies different positions in the value structures 
of the respective societies [71, 72].
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law, particularly in Article 22 of the GDPR, the origi-
nal intention in prohibiting exclusively automated 
decision-making was to protect people from being 
treated as mere objects of an assessment of personal 
data based solely on algorithms (e.g., [77]: para. 3). 
Due to several exemptions in the GDPR, Article 22 
cannot be seen as a general prohibition. On the con-
trary, it serves rather to regulate the conditions under 
which fully automated decision-making is allowed. 
Unclear provisions regarding the conditions under 
which a human is and must be involved in decision-
making or regarding the data controller’s obligation 
to explain the “logic involved” ([41]:77-82) raise 
doubts about whether, overall, human dignity is suf-
ficiently protected by the provisions of the GDPR.

The specific operationalisation of the right to dig-
nity should therefore be made through ex ante defi-
nitions of the conditions under which AI-based auto-
mated decision-making should be prohibited. This 
could be particularly relevant in cases where the 
various criteria used by automated decision-making 
and the weighting relationships between these crite-
ria cannot be explained by the deployer or user to the 
affected persons, or where specific goods or positions 
that are essential for a decent life and for the free 
development of personality are the objects of auto-
mated decision-making.

Informational Self‑Determination, Data Protection 
and Privacy

AI techniques can continue and accelerate trends of 
data mining, big data analytics, predictive analytics, 
profiling and targeted advertising that are considered 
problematic in terms of informational self-determi-
nation, data protection and privacy. AI techniques 
increase the potential for data aggregation and data 
repurposing, the ability to de-anonymise and re-iden-
tify persons even from non-personal or anonymised 
data, and the ability to assess, categorise, rank or 
score persons. AI is capable, in particular, of mak-
ing automated inferences about a person’s identity, 
personality characteristics, or other sensitive facts 
even from apparently innocuous or mundane forms 
of data (e.g., communication in social networks), and 
of providing algorithms and models in automated 
decision-making that affect a person’s ability to self-
develop and lead a decent life or the prerequisites 
for achieving this. AI-based systems and devices are 

increasingly intruding into people’s most intimate 
sphere (e.g., AI-based personal assistants). Since AI-
based biometric identification technologies, including 
facial or emotion recognition systems, exhibit many 
of these capabilities, they are particularly problematic 
(e.g., [19, 25, 26]).

Although the fundamental rights to data protection 
and privacy and to informational self-determination 
have been established for decades, a certain degree 
of normative ambiguity still remains. For one thing, 
these fundamental rights are persistently interpreted 
in different ways in order to make them adaptable to 
new socio-technological developments. At the Euro-
pean level, the rights to the protection of personal 
data and to privacy are enshrined above all in Articles 
7 and 8 of the Charter, Article 16(1) of the Treaty on 
the Functioning of the European Union (TFEU), Arti-
cle 8 of the European Convention on Human Rights 
(ECHR) and the Council of Europe’s Convention for 
the Protection of Individuals with regard to Automatic 
Processing of Personal Data (Conventions 108 and 
108+). The rights are further developed by the Court 
of Justice of the EU (CJEU) and the European Court 
of Human Rights (ECtHR) through case law.13  At 
the German national level, for instance, the right to 
informational self-determination has been developed 
to protect Article 2(1) on the free development of per-
sonality in conjunction with Article 1(1) on human 
dignity of the Basic Law.14 The right to informational 

13  De Terwangne [78] states that Conventions 108 and 108+, 
and the case law of the European Court of Human Rights 
(ECtHR), have defined data protection as the right to informa-
tional self-determination with the right to control. As far as the 
rights to privacy and data protection are concerned, Brkan [79] 
shows that the case law of the Court of Justice of the European 
Union (CJEU) does not yet constitute a clear normative frame-
work for the essence of both rights. Fuster and Gutwirth [80] 
point to contrasting interpretations of the fundamental right to 
data protection of the Charter with respect to the interpretation 
of informational self-determination as either a prohibitive or a 
permissive (or regulatory) notion.
14  For AI, protection of the right to informational self-deter-
mination is demanded by Germany’s Federal Government 
([32]:10, 16, 29 etc.) and the Council of Europe - European 
Committee of Ministers ([5]:Appendix Point B.2.1). This right 
has been established and developed by a series of decisions by 
the German Federal Constitutional Court, such as BVerfGE 65, 
1 (‘Volkszählung’, judgement of 15 Dec 1983), BVerfGE 113, 
29 (‘Anwaltsdaten’, judgement of 12 Apr 2005), BVerfGE 115, 
320 (‘Rasterverhandung II’, judgement of 4 Apr 2006), and 
BVerfGE 118, 168 (‘Kontostammdaten’, judgement of 16 Jun 
2007).
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self-determination has often been taken to mean that 
the individuals or data subjects affected by data col-
lection and processing should have control over their 
personal data. This fundamental right is enshrined in 
data protection law, specifically in the GDPR, for the 
most part by ensuring that the individuals concerned 
have the right to be informed, to be asked for consent, 
to rectify or erase data, to restrict data processing, or 
to object to fully automated decisions (Articles 12-22 
of the GDPR). However, the GDPR itself gives rise 
to contradictions, because it allows data controllers, 
under certain circumstances, to process personal data 
for the purposes of their legitimate interests with-
out the consent of data subjects (Article 6(1)f of the 
GDPR).

Besides this interpretation of data control, another 
related interpretation of the right to informational 
self-determination more directly addresses the pro-
tection of human dignity and the free development 
of personality (see Decision  by the German Fed-
eral  Constitutional Court, BVerfGE 65,1 pp. 42ff.) 
[81, 82]. This interpretation calls for predominantly 
self-determined options for action to be preserved in 
informational contexts, and for the free formation of 
identity, which should still be perceived for the most 
part as one’s own. Furthermore, it demands that the 
uninhibited use of digital services and products be 
ensured and that the chilling effects,  which can be 
caused by uncertainties, be avoided. Such uncertain-
ties arise from data processing and its consequences, 
which are no longer traceable or understandable for 
the persons concerned (Decision BVerfGE 65,1 pp. 
42ff.). Among other things, the right to informa-
tional self-determination in this interpretation should 
prevent impediments to political participation and 
freedom of expression. In particular, this interpreta-
tion could justify tighter regulation of algorithm- and 
data-based decisions or automated decision-making. 
Risk assessments in regulatory approaches would 
then need to address not only the possible loss of con-
trol over personal data, but also the possible viola-
tions of human dignity and restrictions of the scope 
to free self-determination, of the right to self-repre-
sentation, of the ability of those affected to influence 
decisions, and of the ability to form one’s own iden-
tity. These aspects would need to be concretized with 
specific criteria and principles.

In general, there are many different (theoreti-
cal) concepts of (informational) privacy (e.g., [13, 

83–85]:537-539), and the rights to informational self-
determination, data protection and privacy have also 
been developed on the basis of some of these con-
cepts. One consequence of this diversity of concepts 
is that there is no clearly delineated and generally 
accepted list of adverse impacts or risks to the rights 
of informational self-determination, data protection 
and privacy.15 The adverse impacts comprise vari-
ous forms of restrictions of freedoms, including the 
infringements of the above-mentioned freedoms of 
action and self-determination in personality devel-
opment and identity formation, as well as adverse 
impacts caused by chilling effects. In addition, since 
data protection also serves to prevent discrimination, 
the potential violating impacts include unjustified 
unequal treatment and the unjust attribution of indi-
vidual characteristics to persons. Associated with this 
are adverse impacts such as the violation of human 
dignity, stigmatisation, stereotyping, damage to repu-
tation, abuse of information power and structural 
superiority. Other adverse impacts include conformity 
pressure through surveillance, identity theft, a failure 
to meet confidentiality expectations or persistent risks 
due to the permanence of data storage and data pro-
cessing (e.g., [13, 86, 87]:537).

Another consequence of this conceptual diversity 
is that attempts to quantify these fundamental rights 
have different underlying worldviews about what 
data protection and privacy are for and how to ensure 
them. In particular, recent approaches that involve 
quantifying and measuring privacy by means of pri-
vacy metrics (e.g., [88]) such as k-anonymity or dif-
ferential privacy are based on a narrow understanding 
of privacy as anonymity, secrecy or the confidential-
ity of systems. This is an inappropriate simplifica-
tion given that the above-mentioned protective goals 
of the rights to informational self-determination and 
data protection go far beyond this narrow interpreta-
tion of privacy [89].

15  The wide range of adverse impacts is also illustrated by 
enumerations in Recitals 75 and 85 of the GDPR, though they 
are not completely or exhaustively defined there. The open 
nature of the range of impacts means that new types of adverse 
impact brought about by socio-technological developments can 
potentially be included, though it does leave a certain degree of 
uncertainty when it comes to the ex ante determination of risk 
factors that need to be considered in risk assessment and risk 
management.
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Anti‑Discrimination, Fairness and Justice

A third example of normative ambiguity relates to the 
concepts of anti-discrimination, fairness and justice.16 
According to the existent anti-discrimination law, AI 
applications entail a variety of discrimination risks. 
The main causes of these risks include cognitive bias, 
technical or organisational errors and subjectivity in 
decisions about the development, adaptation or use of 
the systems, including the use of biased or non-repre-
sentative data sets for machine learning, inappropriate 
data labelling and the inappropriate selection of AI 
algorithms or parameters. These can lead to unjusti-
fied unequal treatment on the basis of attributes pro-
tected under anti-discrimination law (e.g., gender, 
age, ethnic origin or religion, also known as grounds 
of prohibited discrimination) or of proxies related to 
these protected attributes [18, 41, 47, 90–92].

When it comes to risk assessments, anti-discrimi-
nation laws such as the German General Equal Treat-
ment Act can only provide a rough basis and scope 
for concretisation, since the Act itself leaves room for 
interpretation and ambiguity ([41]:74-76). It is in gen-
eral unclear whether such context-independent rules 
for less discriminatory algorithm-based differentia-
tions can be defined at a general level at all (see also 
[48]). The principle of necessity and proportionality 
that underlies anti-discrimination law implies rather 
that context-specific balancing decisions need to be 
made about the legitimacy of a differentiation, taking 
into account factors such as the purposes and contexts 
of the various types of differentiation, the legitimate 
aims, the necessity and appropriateness of the dif-
ferentiation or the availability of less adverse alterna-
tives. This makes it difficult to develop AI systems ex 
ante with a lower discrimination risk, especially those 
AI models and systems that should be applied to dif-
ferent contexts such as foundation models or general-
purpose AI.

Researchers and developers strive to define and 
quantify the discriminatory risks of machine learn-
ing algorithms using so-called fairness definitions or 
fairness metrics and to develop fairness measures in 

order to debias datasets and algorithms (overviews in 
[92–95]). However, notions of how fairness should 
be defined are predicated on highly different norma-
tive worldviews, assumptions and ideas of justice and 
fairness [48, 96–100]. Some fairness metrics depict 
relations between error rates, including false positives 
and false negatives, and the rates of true positives and 
true negatives.17 Several normative decisions are nec-
essary in the quest to apply fairness metrics or fair-
ness definitions and to design less discriminatory 
algorithms. Widely discussed trade-offs include the 
fairness-accuracy trade-off [101, 102] and the deci-
sion between group fairness and individual fairness 
[103]. Additionally, new inequalities may result if 
fairness measures are applied such as those based on 
strategies of blinding (i.e. not using legally protected 
characteristics), equalising decision rates or equalis-
ing error rates [104]. Despite these fairness measures, 
there is still a risk of inflicting injustice, meaning that 
some of the definitions and measurements of fairness 
must be understood as expressions of residual risks 
(i.e. those risks that remain after preventive or risk 
mitigating measures have been taken).

Furthermore, the use of such fairness metrics and 
fairness measures already takes for granted the appli-
cation of AI, algorithmic decision-making and the 
use of decision criteria derived from generalisations 
and algorithmic inferences. However, the legitimacy 
of those applications themselves may be question-
able. Anti-discrimination law is not only based on the 
constitutional rights to justice and equal treatment, 
but also upholds human dignity and the free develop-
ment of personality by avoiding stigmatisation and 
the unjustified attribution of characteristics to persons 
and their negative consequences for those affected. 
Many fairness definitions are aimed at the fair treat-
ment of groups and do not consider individual justice, 
individualised justice or justice on the basis of case-
by-case judgements (“Einzelfallgerechtigkeit”). Indi-
vidual justice takes account of individuals and their 
personal qualities and life situations (e.g., based on 
personal interviews); this is usually abandoned when 
fully automated decision-making is used. Automated 

16  At the European fundamental rights level, the rights to 
equal treatment and non-discrimination are enshrined in Arti-
cles 20, 21 and 23 of the Charter, Article 2 of the Treaty on 
European Union (TEU), Articles 8 and 10 of the TFEU and 
Article 14 of the ECHR and Protocol 12.

17  For instance, the fairness metrics ‘equalised odds’, ‘demo-
graphic parity’ (or statistical parity), ‘equal opportunity’ and 
‘treatment equality’ are different ratios built upon rates of 
false positives, false negatives, true positives or true nega-
tives [92, 93].
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decision-making and AI-based decision rules are usu-
ally based on generalisations made from data about 
groups or entire populations and the use of detected 
patterns ([87, 103]:519).18 The problem is also dem-
onstrated by one of the first judicial discrimination 
cases in Europe, in which the court not only pro-
hibited the exclusive use of protected attributes in 
automated credit decisions. It also emphasised the 
inadequacy of using statistical figures based on data 
collected about other individuals to assess the credit-
worthiness of a particular individual (Decision of the 
National Non-Discrimination and Equality Tribunal 
of Finland [105]).

Linking this perspective to the wider debate about 
justice, allowing the use of AI and automated deci-
sion-making systems in specific contexts is already 
a normative decision per se. Normative choices also 
mean determining for specific contexts the rules, 
criteria or parameters that may or may not be legiti-
mately used in automated decisions and for which 
purposes, how persons affected can communicate 
their views or which options they have when it comes 
to challenging and redressing automated decisions.

If one wishes to operationalise the risks of AI 
applications to social justice, equity and equality, a 
number of normative issues would need to be decided 
beforehand by society itself given that the use of algo-
rithm-based differentiation inevitably has an impact 
on justice, equity and equality. Several different con-
cepts of justice and equality exist, however.19 This 
reflects not only the plurality of and controversies in 
contemporary societies in this respect but also the 
fact that different concepts are prevalent in different 
areas of societies. Therefore, it is necessary to iden-
tify the contexts in which these fundamental rights 
are affected and how, and which respective concept of 
justice should be applied in a particular context.

Specifically, concepts of justice and equality differ 
in terms of their objects of consideration, e.g., respect 

for equal moral worth and dignity and valuing indi-
viduals as equals, equality of rights and duties, equal-
ity in the distribution of welfare, resources and oppor-
tunities, equality of human capabilities or of political 
and democratic status. They also differ in terms of the 
societal conditions that allow inequalities to be recog-
nised and overcome with a view to achieving social 
solidarity and respect among the members of that 
society. One of the most controversial political issues 
concerns the conditions under which possible devia-
tions from equality are justified and whom this might 
affect. Furthermore, specific concepts are based 
on different operationalisation approaches, such as 
emphasising procedural justice (e.g., due process, 
right to remedy, presumption of innocence) or dis-
tributive justice with a focus on decision-making out-
comes. The concepts also differ with respect to what 
they imply for state interventions based on equality 
rationales, such as compensating for disadvantage 
(and maintaining social structures), ensuring opportu-
nities for a decent life or eradicating social structures 
that are seen as unjust or oppressive ([58]:219-226; 
[96, 97, 106]).

The Common Good

A fourth and final example of a normative perspective 
that lacks clarity is the common good. Recent politi-
cal strategy documents emphasise that AI applica-
tions should not only be viewed from the perspective 
of the individual, but should also contribute to the 
common good ([23]:4f.; [32]:7, 9, 10, 45, [47]; 2:2). 
However, the concept of the common good is one of 
the most contested and vague. In the liberal tradition, 
the common good embodies a shared standpoint for 
practical reasoning among the members of society 
that urges them to engage in “a way of thinking and 
acting that constitutes the appropriate form of mutual 
concern” ([107]:Section  4.1). This concern raises 
awareness of the need for certain inclusive facilities, 
institutions, collective or public goods that the com-
munity has an obligation to maintain, such as pub-
lic education, local transport, health care or energy 
infrastructure. In this context, the strength of the 
concept of the common good lies in the recognition 
that individual rights, such as the free development of 
personality, are also in a dependent relationship with 
this communal realm (see also [108]:487). Collective 
goods have an enabling function in the sense that they 

18  This discussion of the risk of injustice from AI-based appli-
cations of algorithmic decisions extends and intensifies the dis-
cussion on statistical discrimination (e.g., [96]).
19  The complexity of the justice discourse is reflected in the 
wide variety of justice theories and concepts, ranging from 
liberal and communitarian traditions to different (cap)ability 
approaches and more specific discussions about equality of 
opportunity, gender equality or intergenerational equity, to list 
but a few of the social science approaches.
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encourage individuals to become self-determined and 
autonomous selves.

In the context of AI, it is still unclear how this 
broad concept of the common good could be trans-
lated into concrete principles, criteria for risk assess-
ments or concepts of systemic risks. There are a num-
ber of possible though not exhaustive concretisations: 
(1) These include adverse outcomes for entire groups, 
or at the collective level, that are not covered by the 
statutory data protection and anti-discrimination 
framework, which is mainly focused on the individual 
(e.g., [109]). Adverse outcomes at the macro level 
may also result from a loss of trust or confidence, 
intimidation or chilling effects. These can be caused 
by abstract uncertainty about the processing of per-
sonal data or its transfer to third parties, about belong-
ing to artificially fabricated groupings and about the 
actual criteria used in algorithm-based decisions and 
determining their consequences. These uncertain-
ties can prompt certain population groups to with-
draw from using digital services and products. This 
can lead to social segregation or damage processes of 
democratic decision-making, as digital services and 
products are increasingly used in community-building 
and political exchange. (2) Furthermore, as AI appli-
cations contribute to the fine-grained differentiation, 
personalisation and individualisation of services and 
products, the applications may displace practices 
based on solidarity or community services, changing 
the way a broad range of public or collective goods 
are provided (e.g., health services). (3) New models 
for using data and AI methods, especially in the form 
of open data concepts in public administration to sup-
port social innovations ([7]:198f., 201, 206f., 215) 
or as AI-enhanced platforms to optimise public and 
multimodal transport (ibid. 385f.), are also discussed 
in terms of their ability to serve the common good. 
(4) The mitigation of substitutional effects, job losses 
or surveillance issues caused by AI-based systems in 
the world of work are likewise debated with regard to 
the common good (ibid. 140f.). (5) Last but not least, 
the normative questions of the societal distribution of 
risks, the distributive effects of feedback loops and 
the distribution of efficiency gains and other ben-
efits from AI and algorithmic decision-making can 
be approached from the perspective of the common 
good. All the above issues require normative choices 
to be made when establishing risk regulation if the 

common good is to be addressed as a relevant value 
for risk assessments and risk mitigations.

Interim Conclusions

The examples described above demonstrate sources 
of normative ambiguities. First, they may result from 
a certain degree of interpretative openness about and 
indeterminacy of abstract fundamental rights. A gen-
eral openness in interpretation and specification is 
necessary so that fundamental rights can be applied to 
different contexts, situations and times, as well as to 
new socio-technical developments. Second, the sec-
ondary laws that exist in terms of data protection and 
anti-discrimination are often considered inadequate to 
protect fundamental rights from the risks of AI. The 
AI Act establishes more of a regulatory framework 
that necessitates the interpretation and operationali-
sation of fundamental rights and cannot therefore be 
used  directly as orientation when it comes to speci-
fying fundamental rights. Third, certain fundamen-
tal rights and societal values may be endangered by 
multiple activities that could potentially affect them. 
Normative ambiguities can result from uncertainties 
and subjectivity in the selection and weighting of 
these relevant risk factors. Fourth, for some funda-
mental societal values such as the common good, not 
enough research, consolidated knowledge and above 
all public discourse and consensus with regard to AI 
applications are available to select appropriate inter-
pretations and specifications for regulating the risks 
of AI applications.

Necessary Normative Choices in the Design 
of Risk Regulation

Designing risk regulation, including risk assessment 
and risk management, usually involves multiple nor-
mative choices [110–117]. These range from the 
definition and interpretation of regulatory protection 
goals and the determination of what constitutes a risk 
to the acceptable levels of risk that can be imposed 
on society. In the following, the numerous normative 
choices needing to be made when designing risk reg-
ulation regimes for AI are identified and discussed, 
including how the regulator intends the AI Act to 
resolve normative ambiguities or leave them open.
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Choosing Between Risk‑Regulatory Approaches

Applying a risk-based approach rather than a prin-
ciples-based approach is already a normative deci-
sion in its own right. Prioritising certain risks while 
excluding others and selecting specific areas of inter-
vention for risk regulation entails the danger that this 
could violate the state’s guarantee of human rights 
protection for everyone.  This has the  consequence 
that a certain degree of risk of violating fundamental 
rights is, by this, allowed for the sake of other soci-
etal values such as innovation or efficiency gains. 
This implies that the chosen  risk-based approach 
will not protect everyone equally, especially when 
cases involving “non-high” but still relevant risk are 
neglected, thereby leading to the unequal treatment of 
holders of fundamental rights (see similar [34]:102). 
Another risk regulation option would be to establish 
rights, duties, principles or other rules for risk preven-
tion independently of the specific risk levels assessed 
for AI applications.20  In the case of the AI Act, this 
regulatory option has been deliberately rejected by 
the European Commission, which cites the adminis-
trative costs and burdens on regulatees despite itself 
considering this option to be a more effective way 
of enforcing existing laws on fundamental rights 
([118]:64-85). Science and technology studies have 
pointed out that narratives, framings and cultural con-
texts influence the way risk regulation schemes are 
designed (e.g., [113]). As far as the AI Act is con-
cerned, the narrative of choosing the specific form of 
risk-based approach reveals the underlying assump-
tion of the legislator that some degree of risk in the 
form of potential derogations of fundamental rights is 
worth saving administrative resources, enabling inno-
vation, or enabling profits by gains in efficiency made 
by the providers or deployers.

Choosing between a horizontal or sector-specific 
regulatory approach is also a normative decision. The 
AI Act follows a horizontal approach in attempting to 

establish the same framework of rules across differ-
ent sectors21 and opens up the possibility to fill this 
framework with context-specific standardisations, yet 
it is uncertain if standardisation organisations would 
do this. A cross-sectoral scheme based on single 
interpretations of fundamental rights (e.g., a unique 
interpretation of justice or fairness) can negate the 
possibility of differing conceptions in different areas 
of society. For instance, a single definition of fairness 
would mean that one conception of justice would be 
relevant to all AI applications in different contexts. 
However, this would negate the idea that different 
conceptions of justice and fairness can be relevant 
to specific contexts by taking account of their pecu-
liarities. Over decades of societal development, for 
example, the concept of equality of opportunity has 
become more relevant in certain contexts (e.g., work, 
education), while the concept of equality of legal and 
political status has gained importance in other areas 
(e.g., democratic processes) ([96]:6f.). Even in one 
and the same sector such as medicine, different fair-
ness concepts can be relevant to different purposes, 
e.g., group-based fairness for hospital management 
and health policy-making, and individual-based con-
cepts for patient-level decision-making ([119]:172).

Selection, Prioritisation and Operationalisation of 
Risks

When a risk-based approach is chosen, further nor-
mative decisions are taken when certain fundamen-
tal rights and societal values or protection goals are 
selected and prioritised (for risk assessments in gen-
eral, see [115, 120]). This includes decisions about 
which risks to include or omit in risk regulation 
assessments, how to weigh different risk types against 
activities with adverse effects, and which regulatory 
measures (bans, required organisational measures, 
etc.) to link to different risk levels or categories 
[110]. There is a risk that certain types of risk fac-
tors or adverse activities will be ignored, especially 
when there is a lack of detailed guidance and many 
diverse risks to certain fundamental rights and soci-
etal values. For example, the omission of the media 
sector as an area involving the high-risk applications 

20  General principles independent of the level of risks were 
included in the European Parliament’s AI Act proposal of 14 
June 2023. However, there was uncertainty as to whether the 
“make their best effort” provision contained therein would 
have limited the effectiveness of the principles. In the EU AI 
Act trilogues, the principles were later dropped. For a discus-
sion of the rights-based and risk-based approach in data protec-
tion law see [17].

21  One exception are financial services for which special pro-
visions are made in the AI Act.
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defined in Annex III of the AI Act can be criticised in 
this respect. Additionally, it is questionable whether 
the value common good (or parts of it) is addressed 
as a protection goal by the AI Act. The Act does 
not include for instance any consideration of chill-
ing effects or the societal distribution of risks and 
benefits.

The above-mentioned examples of normative 
ambiguities demonstrate that one of the central nor-
mative decisions a society has to make is to interpret 
and operationalise fundamental rights and societal 
values. These involves choosing between the various 
different ways of interpreting fundamental rights and 
values. The decisions also include adapting the con-
cepts to the contexts of AI applications and result in 
regulatory requirements being operationalised. The 
examples of the possible implementation of concep-
tions of justice and fairness or the common good 
show that these seemingly practical matters of risk 
regulation actually involve fundamental decisions 
about how to live together in a society. We argue 
in the conclusions that such fundamental societal 
decisions should be made in legitimate democratic 
processes.

Aggregation, Comparison and Quantification of 
Risks

Generally speaking, several concepts of risks exist, 
which involve attempts to aggregate, quantify and 
measure risks as well as to perform qualitative risk 
assessments. They are the subject of long-lasting 
debates in science and risk governance about the 
appropriateness of using quantitative or qualitative 
concepts for specific regulatory purposes ([9, 110, 
111]:12-45; [112, 117]).

The AI Act also provides for the use of quantita-
tive measurements and metrics (in particular Recital 
74, Article 9(8) or Article 13(3)b(ii) of the AI Act). 
Such metrics may include fairness metrics, pri-
vacy metrics, explainability metrics [121], or per-
formance metrics such as accuracy metrics (e.g., 
[122]:101ff.). In general, aggregating multiple dimen-
sions of risk assessments into a few more easily man-
ageable numbers – or indeed a single number – may 
motivate regulators, developers, providers or deploy-
ers to strive for quantification. Numerical values ide-
ally allow threshold values or quantitative targets to 
be set for acceptable risk levels or justify the sorting 

of systems into certain risk categories according to 
specific threshold values, scores or rankings. Quan-
titative measures would also facilitate conformity 
assessments, certification procedures, inspections and 
the continuous monitoring of the use of AI applica-
tions over their lifetime. Even automated checks to 
determine whether certain prescribed thresholds have 
been reached are conceivable. Numbers would make 
it easier to compare the risks resulting from alterna-
tive system designs and optimise them in develop-
ment processes.

Aggregating and quantifying the risks to funda-
mental rights entails several problems and limita-
tions, however. First, science and technology studies 
have shown that aggregation and quantification can 
disguise the underlying normativity of the decision 
situation and lead to inappropriate simplifications. 
Aggregation and quantification can create an “aura 
of objective truth” ([123]:1) and scientific neutrality, 
but in fact include several subjective assumptions, 
value judgements and political decisions [110, 113, 
123–125]. Furthermore, the regulatory regimes and 
the problems, which are intended to be governed, are 
“co-produced” ([126]:422; [127]) meaning that not 
only the problem influences the design of the regula-
tory regime, but also the regulatory regime shapes the 
problem. Developing a measurement or standardised 
scale shapes the way the world is experienced and co-
produces the phenomenon it claims to measure ([123, 
124]:12, 28). If a certain metric is established for AI 
applications, this can give rise at the same time to a 
specific understanding of dignity, privacy, justice and 
other fundamental rights and societal values. Focus-
ing on one fairness metric could influence the way 
justice is interpreted, for instance.

Second, individual AI and ADM applications usu-
ally entail risks to several fundamental rights and 
societal values at once. The example of data protec-
tion and privacy shows that this fundamental right 
can be violated by a multitude of activities. When 
certain rights, values, impacts or protection goals or 
parts thereof are selected for possible aggregation, for 
use as a measurement instrument or for commensura-
tion (i.e. making comparable on the basis of a com-
mon measurement), this constitutes a normative deci-
sion that requires them to be weighed up against one 
another. This includes weighting them according to 
their importance or forming risk categories (e.g., high 
risk or low risk, or using “traffic light” approaches to 
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qualitative risk assessment). As exemplified above, 
selecting one privacy indicator or metric (e.g., differ-
ential privacy) could lead to an unacceptable simpli-
fication of the multiple protection goals of this fun-
damental right. Furthermore, the example of fairness 
metrics demonstrates that individual metrics are each 
based on their own very different understandings of 
fairness or justice. Selecting one fairness metric to 
be applied in risk regulation is a value judgement 
in favour of one justice concept with far-reaching 
effects on society as a whole; it also undermines the 
importance of other value concepts und worldviews. 
Accepting one or just a few metrics suggests that the 
understandings of their normativity are less ambigu-
ous than they are.

Third, a further limitation results from the con-
text-dependency of such value judgements [111]. 
This hinders the application of common quantita-
tive measures to all areas of society. For example, 
deciding whether to reduce the false positive rate or 
the false negative rate is a normative decision that 
usually differs from one area of society to another. 
While it tends to be more important in medicine for 
example to avoid false negatives (when a person who 
does have a specific disease or condition is wrongly 
diagnosed as not having it), in criminal law it is usu-
ally more important to avoid false positives (when a 
person who is in fact innocent is wrongly convicted) 
([116]:124f.).

Fourth, quantitative measures can raise false 
expectations about the protection of fundamen-
tal rights. Metrics often provide a scale or range of 
numerical values. This may imply that fundamen-
tal rights can be partially derogated (i.e. to a certain 
degree). In fact, fundamental rights have the status 
of universal moral boundaries from which it is per-
missible to deviate only in narrowly defined circum-
stances (see also “Value conflicts” Section). Ranking 
fundamental rights violations “on a sliding scale from 
trivial to serious” is therefore problematic ([128]:10). 
Accepting that a certain percentage of a population 
will be exposed to a fundamental right risk would 
mean accepting that this part of the population does 
not have equal moral worth and does not enjoy legal 
equality. As mentioned above, many fairness metrics 
use error rates that have to be viewed as residual risks 
that can still lead to violations of fundamental rights. 
In concrete terms, this implies for instance that a cer-
tain percentage of people may be discriminated as 

a result of the application of AI even when the con-
formity of these systems with the provisions of the AI 
Act has been (self-)certified.

Fifth, it is notoriously difficult to mathematically 
formalise, quantitatively estimate, measure or aggre-
gate many risks to fundamental rights, which is why 
this is often deliberately neglected. This is due to the 
characteristics of the fundamental rights. Many fun-
damental rights and societal values are hardly com-
parable or commensurable. It is virtually impossible 
for instance to assess violations of human dignity or 
restrictions of freedoms in quantitative terms, above 
all because the severity of the restriction of one fun-
damental right cannot be quantitatively expressed 
and compared to another. Furthermore, it is inherent 
to the ethical nature of human dignity that humans 
cannot be evaluated in quantitative terms and should 
only be evaluated according to their unique individual 
qualities. Some human rights, such as the inviolable 
right to human dignity, should in fact not be subject 
to derogations or limitations nor balanced against 
other fundamental rights.

Sixth, the above examples of normative values also 
indicate that fundamental rights are complex value 
structures in the sense that they can have supportive 
or instrumental interrelations among themselves. The 
importance of human dignity as an underlying value 
for understanding other fundamental rights, such 
as the right to informational self-determination, is 
just one example. To operationalise specific risks, it 
is necessary to understand the complex value struc-
tures with their supportive and derivative relations 
and acknowledge that the meaning of each fundamen-
tal right depends on other fundamental rights. This 
makes it difficult to operationalise just one individual 
risk, such as operationalising the right to privacy as 
constituting mere technical anonymity or the right to 
equal treatment as being solely about the “fair” distri-
bution of outcomes.

Seventh, creating quantitative measures entails 
the additional problem that risks that are not quan-
tified may be ignored ([129]:57). Fairness metrics 
may for example shift the focus of risk assessments 
and risk management to the composition of data sets 
and the selection and training of algorithms, possibly 
neglecting the fact that bias may also occur when the 
systems are used in interaction with humans. Focus-
ing on inappropriate metrics may lead to neglect of 
the consideration to not use an AI system at all or to 
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use it only with specific measures such as a human 
operator to ensure that specific information about an 
affected person is taken into account.

Eighth, consolidated knowledge and consensus in 
scientific and public discourse are needed to estab-
lish quantitative measures that will be commonly 
accepted. The relevant knowledge about the actual 
causes and extent of the risks of AI applications is 
asymmetrically distributed in society, i.e. it is to a 
large extent in the hands of private providers. This is 
particularly problematic because it makes it difficult 
to replicate, contest, verify or falsify methods and 
procedures to measure and estimate the severity of 
risks since the actual extent of the harm is not known. 
Furthermore, this knowledge is characterised by a 
lack of clarity and certainty, especially regarding the 
evaluative criteria for risk assessments, as outlined in 
the case of the normative ambiguities above.

Overall, there is still a lack of commonly agreed-
upon, inter-subjectively established measurements 
that have been replicated, contested, proven and vali-
dated in scientific and public discourse. It should be 
clarified which of the various fundamental rights 
should not be quantified, which can be quantified and 
what the most appropriate measurements are, consid-
ering the many adverse side effects associated with 
quantification.

Value Conflicts

Generally speaking, protecting one fundamental right 
or societal value may lead to conflicts with other fun-
damental rights or societal values. With regard to AI, 
value conflicts seem to be fairly ubiquitous rather 
than the exception. One of the most relevant conflicts 
is the conflict between, on the one hand, the rights 
to dignity, free development of personality, informa-
tional self-determination, privacy and individual jus-
tice, and on the other hand the rights to freedom to 
conduct a business and freedom of contract, and the 
societal value of pursuing efficiency through automa-
tion and differentiating between people.22  Allowing 
interference with these fundamental rights, e.g., by 

accepting certain AI applications with residual risks 
of errors or inaccuracies in favour of efficiency argu-
ments, is a normative decision about societal value 
conflicts. Other relevant value conflicts that are the 
subject of intense discussion are the right to national 
or public security, which is allegedly improved by the 
extensive use of AI-based surveillance technologies, 
versus the rights to informational self-determination, 
data protection and privacy as well as human dignity, 
or the conflict between transparency and people’s 
interest in knowing the decision criteria versus the 
protection of business and trade secrets.

With the exemption of the inviolable right to 
human dignity and some other rights ([149]:783), 
many fundamental rights can be weighed up against 
each other, though only under very restrictive condi-
tions. In jurisprudence on fundamental rights, this is 
usually done, if at all, according to the principles of 
legality, necessity and proportionality (in particular 
according to Article 52 of the Charter). These prin-
ciples require not only a legal basis for restrictions 
of fundamental rights but also judgements on the 
importance, advantageousness and effectiveness of 
an application or measure in achieving a legitimate 
objective. The judgements on necessity and propor-
tionality also require an examination of whether the 
application or measure is in fact necessary for the 
objective at all, whether the objective is in the pub-
lic interest, whether any less intrusive alternatives are 
available, whether the essence of the impaired right 
is still respected and whether the restriction of funda-
mental rights is proportionate to the pursued objec-
tives (e.g., [25]:52f.; [38]:9-12; balancing human 
rights, even against objectives in the communal inter-
est, is also critizised [148]). In particular, limitations 
of fundamental rights must not destroy the essence of 
fundamental rights [149].

As far as risk regulation is concerned, such pro-
visions for balancing of conflicting values might be 
useful to distinguish legitimate from illegitimate risk 
impositions and acceptable from unacceptable risks. 
This also demonstrates how important these decisions 
are given that such comparisons, weighing and deci-
sions on derogations of fundamental rights are nor-
mally made by the highest courts or in legislation. The 
AI Act,  however, assigns these  proportionality deci-
sions de facto to various actors, in particular, private 

22  This trade-off involves the phenomenon of statistical or 
rational discrimination with protected attributes or prox-
ies being used to evaluate individuals for the sake of effi-
ciency [87, 130].
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actors (see Section “Problematic distribution of nor-
mative risk decisions in the AI Act”).23  In this con-
text, it should also be noted that the knowledge base 
for assessing necessity and proportionality is still 
weak and constantly developing [131]. For example, 
it has not yet been fully scientifically proven  in any 
respect that using AI for automated decision-making 
offers benefits such as improvements in efficiency, 
accuracy and objectivity compared to human deci-
sion-making or compared across different systems, 
methods and application types. Additionally, there 
has been and is still little discussion as to whether and 
to what extent the groups that benefit from the appli-
cations on the one hand and those that have to bear 
the risks on the other are falling apart and to what 
extent this divide is societally acceptable.

Furthermore, recent AI developments have tended 
to prolong and intensify the impacts of information 
and communication technology that has been used 
for decades (e.g., profiling, scoring, data mining or 
analytics based on personal data). However, develop-
ments in AI can change the tipping points at which 
existing societal agreements on how to balance value 
conflicts break down because the proportionality of 
encroaching on one right at the expense of another 
no longer holds. In the area of risk regulation, this 
means that the conditions for determining a risk as an 
illegitimate encroachment on a fundamental right are 
changing. This requires further political procedures 
to regularly define the boundaries between legiti-
mate and illegitimate practices based on constantly 
evolving AI technologies and their capabilities, i.e. to 
update the balancing decisions ([61]:70).

Unlike previous data analysis systems, for exam-
ple, AI systems that form part of biometric systems 
can infer personality traits, such as character and emo-
tional, psychological or social states or conditions, 
from seemingly innocuous data such as communica-
tions on online social networks or from photos, voice 
or video recordings (emotional AI, sentiment analy-
sis, affective computing, computational personality 
assessments) (e.g., [41, 132]:15-16). This has con-
siderable implications for the balancing of conflict-
ing values. IT-based surveillance systems in general 

often already process the data of a disproportionately 
large number of people in order to identify only a few, 
implicitly casting suspicion on innocent people. They 
draw conclusions from a person’s appearance about 
their identity or personality traits and thus generate 
external images of essential personality elements, 
which constitutes a serious infringement of personal-
ity rights. It can be difficult for those affected to rec-
ognise when these are used at places and events or in 
services or products, meaning that their individual 
rights to correction or redress can be virtually impos-
sible to enforce. This uncertainty surrounding the 
use and the consequences for those affected can give 
rise to significant chilling effects, for example when 
using public spaces to exercise the right to freedom 
of opinion. With the implementation of AI, biometric 
recognition technology for public or private applica-
tions can process, analyse and generate extensive per-
sonal profiles, can be discriminatory on account of 
biased training data and higher error rates for certain 
groups of persons (e.g., marginalised groups), can be 
misused to illegitimately infer personality traits that 
are used for subverting personal decision-making, 
manipulations, dark patterns, or automated personal 
persuasions ([38, 133]:12; [134]).24  In this respect, 
video surveillance with AI-based facial recognition 
or gesture recognition technologies has, for example, 
disproportionately greater potential for encroaching 
fundamental rights than traditional CCTV. As another 
example, biometric AI systems used in marketing, 
financial or employment contexts can potentially infer 
persons’ dependencies on products, services or posi-
tions such as jobs, credits, or housing, thereby rein-
forcing the provider’s structural dominance over the 
persons on the demand side and thus changing the 
conditions of legality originally established by regula-
tory frameworks ([41]:64f.). These imbalances can be 
further accelerated by a loss of consumer and citizen 
choice brought about by a reduced range of analogue 
alternatives or changes in digital markets that give 
rise to greater information asymmetries, deficits in 
the informed consent approach, market concentration 

23  When it comes to determining discrimination, for example, 
decisions about the acceptable level of bias or thresholds for 
illegal disparity are traditionally made by national courts or the 
Court of Justice of the European Union ([48]:26).

24  Individual-specific content created by generative AI can be 
(mis-) used if messages based on profiling of psychological 
traits are automatically sent in an attempt to effectively influ-
ence persons in marketing or political campaigns on a massive 
scale [135].
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through network effects or more pronounced power 
asymmetries.

Acceptable Risk Levels and Types

Determining acceptable risk levels or the accept-
able extent of residual risks that decision-makers can 
impose on affected individuals in the form of thresh-
old values, criteria, and selected types of risk entails 
normative and political decisions (in general [12]; 
[9, 110]: 65, 149-156; [136]:28-30). When determin-
ing an acceptable risk level in AI risk regulation, the 
basic decisions are whether fundamental rights should 
be encroached at all, and if so, for which purposes, in 
whose interests and under which conditions. One of 
the objectives of the AI Act is to protect fundamental 
rights. On the one hand, the AI Act aims to achieve 
this by prohibiting certain AI applications considered 
to be unacceptable. On the other hand, the regulatory 
requirements for high-risk applications mean that cer-
tain degrees of potential restrictions of fundamental 
rights are regarded as acceptable. This gives rise to a 
range of normative decisions about the practicalities 
of risk regulation.

First, the setting of acceptable risk levels in other 
areas of risk regulation, such as environmental pro-
tection or occupational safety and health, can be 
supported by empirical knowledge about cause-
effect relationships, dose-response relationships, and 
threshold levels for environmental inputs or work-
place exposures at which certain types of harm can 
be caused. When it comes to protecting fundamen-
tal rights, defining harms and threshold values for 
acceptable encroachments of fundamental rights 
involves normative and political decisions. Scientific 
knowledge, for example about the causes of AI-based 
discriminations, can give insights into cause-effect 
relations but does not help with defining the threshold 
values for acceptable risks.

Second, risk assessments and risk management 
are never perfect and can rarely achieve a zero-risk 
situation;25 nor will they be with the AI Act. A cen-
tral normative decision about the acceptable risk 
level involves defining the scope of high-risk appli-
cations and thus classifying all non-prohibited and 

non-high-risk applications as acceptable. This is 
based on a decision between Type I or Type II errors. 
The question here is: “should the regulator lean on 
the side of individuals with the risk of including non-
high risk AI systems in the high risk category (cf., 
Type I error), or should they lean on the side of AI 
system providers and fail to consider an AI system 
as being high risk when that should have been the 
case (cf., Type II error)” ([137]:28] with reference to 
[12]:188]).26

Third, another peculiarity of the AI Act is that 
the level of (residual) risk will actually depend sig-
nificantly on the resources, time and efforts devoted 
to testing, identifying, analysing, assessing and miti-
gating the risks of AI applications. These decisions 
will either be regulated by common specifications 
or standardisation (see below) or will fall within the 
margin of discretion of providers or deployers. This 
includes deciding in particular on the level of accu-
racy required in risk assessments and risk mitiga-
tions and on the efforts that regulatees need to make 
in order to reach this level, such as decisions about 
sample size, the intensity of testing and simula-
tion or the types of evidence required. Further nor-
mative decisions include defining which types of 
errors (false positives or false negatives) have to 
be avoided, the appropriate properties of the data 
sets used ([38]:33f.), the level of risk of adversarial 
attacks on AI systems or of the risks of misuse and 
misinterpretation by human operators. Even if society 
were to agree on certain metrics, defining thresholds, 
baselines or target values for acceptable risk lev-
els “within” these metrics would involve normative 
decisions.

Article 9(5)c of the AI Act stipulates that residual 
risks shall be communicated to the deployer (Article 
13 of the AI Act specifies the transparency and infor-
mation provisions in detail). This means that possible 
restrictions of fundamental rights will either become 
a factor in decisions about purchasing, deploying, 
or using the system, as the information is under-
stood by buyers, deployers or users of the AI appli-
cation. Or residual risks even become the matter of 

25  Risk-based regulation requires regulators to take risks 
([12]:193).

26  Gellert ([137]:29f.) argues that, according to the precaution-
ary principle underlying other forms of European risk regula-
tion, the regulatory scope should also include non-high-risk 
applications.
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the relationship between the user and those affected 
and are communicated and dealt with there, although 
this raises many questions as to whether they are 
understood there and whether those affected can 
assert their rights at all. If deployers or users decide 
in favour of an AI application nevertheless, they will 
be left with the legal uncertainty of becoming the 
possible defendant in a later lawsuit, e.g. under anti-
discrimination or data protection law. A further sce-
nario could be that the communication of residual 
risks will not be understood or will be ignored by 
deployers or users. They would then unwittingly pass 
on residual risks to persons affected. In such cases, 
buyers, deployers or users of AI systems would also 
face legal uncertainty. In this sense, European legis-
lation is missing an opportunity to define the levels 
for acceptable risks centrally and thereby to establish 
legal certainty. This can also erode trust in the regime 
of the AI Act in general and in particular in CE mark-
ing, which is supposed to demonstrate conformity 
with the provisions of the AI Act.

Article 6(3) of the AI Act allows providers to 
decide for themselves whether their AI systems pose a 
significant risk to fundamental rights or not, and thus, 
whether their systems should be in the high risk cat-
egory of the regulation. Although details of whether 
an AI system is deemed to entail no significant risk of 
harm are given in Article 6(3) and Recital 53 of the 
AI Act and have to be further clarified by guidelines 
and delegated acts provided by the European Com-
mission (Article 6(5) and (6) of the AI Act), there is a 
considerable degree of leeway for providers in deter-
mining whether the high risk provisions applies to 
them or not.

The many legal provisions for self-selection, self-
assessment and self-certification are one of the dis-
advantages of hybrid governance approaches that 
include regulated self-regulation approaches. Self-
assessment and self-certification procedures do not 
provide legal certainty, because non-compliance can 
be subsequently ascertained and legally prosecuted by 
market surveillance authorities (Chapter IX of the AI 
Act), even when this is initiated as a result of com-
plaints by persons with grounds to consider that the 
provisions of the AI Act (Article 85 of the AI Act) 
have been infringed or by other authorities whose task 
is to protect fundamental rights (Article 77(1) of the 
AI Act). Normative ambiguities concerning the inter-
pretation of fundamental rights and the acceptable 

levels of residual risks are especially prone to legal 
uncertainty.

Fourth, some human and fundamental rights and 
fundamental values are founded on human dignity, 
such as the rights to free development of personality, 
non-discrimination, informational self-determination, 
data protection or privacy, freedom of expression 
and political participation, concepts of justice that 
emphasise the capabilities necessary to lead a decent 
life and respect for and recognition of the least advan-
taged. In this context, the meaning of human and fun-
damental rights derives from the protection of human 
dignity and its incommensurability and inviolability 
([4]:para. 16; [23]:10; [138]). Therefore, risk regula-
tion should involve defining those applications and 
contexts in which fundamental rights may not be vio-
lated, trade-offs must be avoided or residual risks are 
not acceptable. This includes the goal that fundamen-
tal rights should ensure a minimum level of treatment 
to live a life with dignity and that any toleration of 
residual impacts can lead to a failure to protect human 
dignity. The consequence for risk regulation is that 
the human and fundamental rights approach demands 
that such residual impacts on human rights should 
be deemed unacceptable and that further remedial 
measures should be taken ([139]:524). The AI Act 
achieves this in part by banning certain AI applica-
tions (see above). However, the argument on protec-
tion human dignity is particularly relevant for some 
high-risk AI applications in the AI Act. For instance, 
the AI Act assigns certain AI applications for law 
enforcement to the high-risk category (Annex III (6) 
of the AI Act). In order for those systems to be able 
to assess the risks of offending or re-offending, the de 
facto toleration of error rates when calculating risk 
scores for offending or reoffending can thus mean 
tolerating  the risks of infringements of the right to 
human dignity through false incarceration.27

Problematic Distribution of Normative Risk 
Decisions in the AI Act

According to the hybrid governance approach cho-
sen for the AI Act, normative decisions are spread 

27  Other AI systems for risk assessments of criminal offence 
are prohibited (Article 5(1)d of the AI Act).
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among a number of actors. The European Commis-
sion establishes and updates the risk categories and 
the assignment of AI application types to them, and 
thereby defines systems with unacceptable or accept-
able risks. The Act outlines certain criteria for the 
European Commission to consider when AI systems 
are assessed and evaluated as “high risk” (Article 
7(2) of the AI Act). However, no further guidelines 
are provided on how to interpret and operationalise 
the criteria, leaving it unclear how “adverse impact 
on fundamental rights” should be operationalised or 
“significant concerns” are to be dealt with (Article 
7(2)e of the AI Act). Additionally, the national super-
visory agencies (market surveillance authorities) 
responsible for ex post market surveillance and the 
AI Office responsible for regulating general-purpose 
AI systems have to make several normative decisions 
concerning the criteria used to determine when inves-
tigative and regulatory actions should be triggered or 
when the risks of AI applications are so severe that 
systems should be corrected, prohibited or withdrawn 
from the market.

Further interpretations and operationalisations of 
fundamental rights are required, especially in order 
for providers to be able to conduct risk management 
and conformity assessments and inform deployers 
about risks (see above), for deployers  of high-risk 
AI  of high-risk AI systems to assess and determine 
risks and serious incidents (Articles 26(5) of the AI 
Act), for certain deployers to conduct fundamen-
tal rights impact assessments  (Article 27 of the AI 
Act) or for assessing and understanding the risks of 
original high risk AI systems and components that 
are integrated by other providers into their systems 
(Article 25 of the AI Act). For clarifying the respon-
sibilities along the AI value chain, Article 25 of the 
AI Act provides obligations to provide information 
to the new providers and to specify by written agree-
ment the information to be provided, the capabilities, 
technical access and assistance (Article 25(4) of the 
AI Act). The written obligation negotiated between 
the two types of providers lead in effect to a form 
of private ordering with respect to the realisation or 
restriction of fundamental rights. As Helberger and 
Diakopoulos emphasise, however, such private order-
ing suffers from information asymmetries, unequal 
negotiation powers and incentives to limit liability at 
the expense of weaker parties ([140]:5).

According to the New Legislative Framework, the 
AI Act assigns crucial normative decision-making 
roles not only to standardisation bodies, but also  de 
facto to developers, providers, and deployers. As far 
as providers of high-risk systems are concerned, con-
formity with the requirements of the AI Act can be 
assumed if they adhere to the harmonised standards 
provided by standardisation organisations (Article 
40 of the AI Act). The European Commission can 
mandate European standardisation organisations28 to 
develop harmonised standards ([141]:104f.). Where 
harmonised standards do not exist or the European 
Commission deems the harmonised standards insuf-
ficient, it can adopt common specifications (Article 
41 of the AI Act). In the impact assessment accom-
panying the AI Act proposal, the Commission noted 
that “technical standards may not be fully compliant 
with existing EU legislation (e.g., on data protection 
or non-discrimination)” ([118]:27; with reference to 
[142]).29

Social rule-setting by standardisation bodies is 
problematic with respect to fundamental rights. First, 
under EU law, the delegation of rule-setting pow-
ers to private standardisation bodies raises issues of 
constitutionality, mainly because of the lack of judi-
cial oversight and judicial scrutiny ([141]:104-106; 
[143]:213-214). Second, standardisation bodies are 
not legitimate representatives of society. Their pro-
cedures are often less transparent, suffer from asym-
metries among different stakeholder groups in terms 
of the resources necessary to participate and often 
lack a systematic inclusion of stakeholders or persons 
affected [144–146]. Furthermore, they are subject 
neither to sufficient democratic control nor the same 
procedural safeguards and options of public scrutiny 
and debate as legislation is. Third, according to Veale 
and Zuiderveen Borgesius they lack experience of 
interpreting and operationalising fundamental rights 
([141]:115).

28  These are the European Committee for Standardization 
(CEN), the European Committee for Electrotechnical Stand-
ardization (CENELEC), and the European Telecommunica-
tions Standards Institute (ETSI).
29  Christofi and co-authors [142] show that the standardisation 
of the Privacy Impact Assessment by ISO (ISO/IEC 29134) 
deviates from the GDPR’s provisions concerning the Data Pro-
tection Impact Assessment.
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In cases where the expected standardisation does 
not provide concrete specifications of fundamen-
tal rights or specifications arrived at by balancing 
between fundamental rights, or where this is deliber-
ately left to the discretion of the standards’ address-
ees, such normative decisions fall to the providers or 
deployers of AI systems, or to a certain extent to the 
notified bodies which certify conformity with the AI 
Act and standards. These actors are mostly private 
companies. This means that either private standardi-
sation bodies, providers, deployers, or notified bod-
ies will be making profound normative decisions 
about the interpretation of fundamental rights, about 
the actual quality and scope of the risk management 
system and the quality management system, either 
considering the specific risks or not considering them 
(Articles 9 and 17 of the AI Act), about what risks 
can be “reasonably mitigated”30, about an “appropri-
ate balance” between risk management measures and 
“acceptable” levels of risks and residual risks (Arti-
cles 9(4) and (5) of the AI Act), or about the “appro-
priate” levels of accuracy, robustness and cyberse-
curity required for the design and development of 
AI systems (Article 15(1) of the AI Act). This also 
includes normative decisions not only about which of 
the metrics or measurements should be applied, but 
also about the baselines or thresholds of the metrics 
or measurements, such as the actual error rates to be 
imposed on persons affected.

When standardisation initiatives focus mainly on 
process, management or procedural standards (e.g., 
standards for risk management procedures such as 
documentation) rather than on standards for concrete 
levels of acceptable risks, benchmarks etc., stand-
ard addressees may tend to concentrate primarily on 
merely complying with standards.31  In these cases 
it is doubtful whether providers or deployers will 
identify, investigate and assess the potential risks to 
fundamental rights from the perspective of the per-
sons affected. It is less likely for instance that provid-
ers or deployers will consider risks to the common 

good, potential chilling effects or the distribution of 
risks among population groups. This includes ques-
tions relating to the composition of affected popula-
tions, such as the potential impacts on already disad-
vantaged groups or minorities, whether such groups 
should be afforded particular protection or whether 
and how social inequalities that may be perpetuated 
or aggravated by AI applications should be resolved. 
Providers or deployers who assess themselves can 
also be expected to look for ways to reduce risks and 
optimise existing models and systems only as far as is 
necessary to achieve the level of risk they themselves 
have determined to be acceptable rather than consid-
ering the option of not using models and systems at 
all. This may apply in particular to the fundamental 
choice of whether to use algorithmic predictions for 
automated decision-making or not and, thus, to make 
decisions based on human case-by-case assessments 
of the persons affected.

Under the AI Act, it is standardisation bodies, 
developers, providers, deployers, users or notified 
bodies – not the courts or legislative bodies – that 
make far-reaching normative decisions about the real-
isation or infringement of fundamental rights when 
they standardise, design, develop, procure or deploy 
systems, when they make the settings on systems, or 
when they frame the learning, use and adaptation of 
systems. This situation is inappropriate because such 
sensitive decisions that have a bearing on fundamen-
tal rights should normally be made by courts or leg-
islative bodies according to the principles of legal-
ity, necessity and proportionality ([38]:29-31, 38). 
According to these principles (see above), propor-
tionality is generally assessed on the basis of whether 
the encroachment of a fundamental right is justified 
on the grounds that a conflicting fundamental right 
arises as the result of a pressing social need32  or is 
in the public interest and thus benefits society as a 
whole (e.g., national security). In contrast, when such 
normative balancing decisions are made by develop-
ers, providers or deployers, this is done by weighing 
up violations of fundamental rights against economic 
interests in terms of profits, thus benefiting only their 
own interests. This makes a huge difference when 30  Article 9(3) of the AI Act provides that risks that are to be 

dealt in the risk management system “shall concern only those 
which may be reasonably mitigated or eliminated through the 
development or design of the high-risk AI system, or the provi-
sion of adequate technical information.”
31  For a critique of similar provisions in the GDPR and the 
problem of ‘box-ticking’ exercises, see ([142]:144, 153).

32  For the difference between proportionality tests in the 
rights-based and risk-based approaches in data protection law, 
see ([17]:9-24).
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it comes to applying the proportionality test and 
becomes particularly problematic in cases where the 
essence of fundamental rights is not clear or needs to 
be adapted to new socio-technological developments. 
Furthermore, balancing decisions by developers, pro-
viders or deployers can lack investment and legal cer-
tainty, either because they discover themselves that 
the aims can be achieved by alternatives that have a 
less intrusive impact on fundamental rights and thus 
choose themselves to refrain from development and 
deployment of less favourable AI systems (as the 
aforementioned principles would require) or because 
use of the application may be stopped through later 
prohibitions by supervisory authorities or court 
decisions.

This inappropriateness is all the more relevant 
given the severity of potential violations of funda-
mental rights and the above-mentioned larger number 
of people potentially affected by AI applications and 
automated decision-making. Such normative choices 
affect broad segments of the population. Systems with 
a wide reach and with apparently small residual error 
rates can easily discriminate large segments of the 
population, for instance. This effect is especially criti-
cal in applications where no alternatives exist for the 
affected persons, such as in public services, with AI 
applications used by state authorities, or on concen-
trated markets. Given this wide reach, it would be 
more appropriate for major normative decisions of 
risk regulation to take place within inclusive demo-
cratic processes that involve those who are actually or 
potentially affected and their elected policy-makers 
(see also [66]).

The situation is particularly inappropriate on 
account of the normative ambiguities in  assessment 
and evaluative criteria that further increase the scope 
for discretion in risk assessment and risk management 
and may promote arbitrariness. When it takes the 
form of meta-regulation, risk governance generally 
involves delegating risk-regulatory tasks to diverse 
governance actors, including private actors or regu-
latees. The appropriateness of this governance option 
depends, among other things, on whether objective or 
understandable knowledge is generated by providers 
that can be verified by others such as the regulator 
([126]:420-422). However, for as long as normative 
ambiguities prevail in AI regulation, with the result 
that risk assessments are neither objective nor based 
on scientific and public consensus, such delegation 

hardly seems suitable. Risk assessment by providers 
cannot be regarded as objective scientific endeavours 
but rather as context-dependent subjective balancing 
of trade-offs according to their private interests.

Furthermore, science and technology studies on 
risk perception have shown that the interpretation of 
facts about risks is influenced by contextual informa-
tion (e.g., [111]:127f.). Thus, the outcomes of risk 
assessment and risk management depend on factors 
specific to the various providers of AI systems or to 
the risk assessors, such as the individual risk appetite, 
the willingness to incur costs, experience, knowledge 
about fundamental rights or insights into or attitudes 
towards the potentially affected population. This leads 
to incongruent or fragmented levels of protection of 
fundamental rights. Fundamental rights are universal 
in the sense that all people have equal fundamental 
rights, however.

Conclusions

We have highlighted several normative ambiguities 
in the risk regulation of AI applications. These neces-
sitate normative choices when it comes to establish-
ing and maintaining a risk regulation scheme. These 
choices involve deciding on the specific form of the 
risk-based approach itself, selecting and prioritising 
risks, choosing the concepts that underlie the inter-
pretations and operationalisations of fundamental 
rights and values, selecting approaches to aggregating 
or quantifying risks, balancing value conflicts, updat-
ing balancing decisions and determining acceptable 
risk levels. Since normative choices are normally an 
integral part of devising and operating a risk regula-
tion scheme, it is a question of who makes these deci-
sions and in whose interests.

Decisions about balancing fundamental rights 
against each other or against other fundamental val-
ues play a central role in determining acceptable risk 
types and levels and constitute one of the sources of 
normative ambiguities that are usually prone to con-
flicts. One of the challenges posed by value conflicts 
in risk regulation is that value conflicts may not be 
recognised as such or as a normative matter of risk 
regulation. Risk trade-offs can lead to residual risks 
that can actually turn out to be unacceptable in terms 
of protecting human and fundamental rights. Fur-
thermore, trade-offs might be decided on the basis 
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of an outdated and inadequate balancing considera-
tion that is institutionalised in secondary legislation. 
For example, the rapid increase in the capabilities of 
AI systems to process personal data and make infer-
ences about highly personality-relevant attributes 
necessitates the constant adjustment of balancing pro-
cesses. The fact that trade-offs are decided by actors 
who lack democratic legitimacy is another problem. 
Such trade-offs may also be based on an inadequate 
formal foundation (e.g., without any legal basis) or 
take place covertly despite the requirement for proce-
dures to be conducted in public political processes. A 
further problem under these conditions is that balanc-
ing might be distorted in favour of particular private 
interests, disregarding public interests such as the 
overall distribution of risks and benefits.

The hybrid governance approach of the proposed 
AI Act results in a problematic diffusion of normative 
decision-making across several actors. Crucial nor-
mative decisions will be made not only by the Euro-
pean Commission, national supervisory authorities 
and market surveillance authorities, but also by stand-
ardisation organisations, notified bodies, and/or the 
providers and deployers of AI systems. The core ele-
ments of self-assessment and self-certification require 
providers or deployers either to make normative 
choices themselves or to rely on the decisions taken 
by standardisation organisations. Standardisation 
organisations,  notified bodies, providers and deploy-
ers lack the legitimacy, options of democratic control, 
and competence to decide on encroachments of fun-
damental rights. This is also inappropriate given the 
society-wide scope of impacts on fundamental rights 
that AI and ADM applications can potentially have. 
AI-based ADM systems can easily affect large por-
tions of a population. The risk-based approach in the 
form chosen for the AI Act can jeopardise the guaran-
tee of fundamental rights for everyone. This can ulti-
mately undermine  trust in the regulatory institutions 
and their authority (see also [147]).

Decisions about weighing fundamental rights up 
against their limitations are normally made by the 
highest courts or legislative bodies. Court deci-
sions may also be an insufficient source for speci-
fying fundamental rights and balancing trade-offs 
as they relate to the specific situations of the case 
and it is not always possible to translate them to 
other contexts. Furthermore, in order to bring about 
court decisions, there must be a plaintiff who files 

a suit. Any legal clarification and operationalisation 
of fundamental rights on the basis of court deci-
sions could thus be fragmented and take years. In 
contrast, the advantage of regulatory rule-setting by 
legislation is that it offers clear guidance to devel-
opers and providers on legitimate development 
paths and enable legal security of investments.

Normative decisions inherent to risk regula-
tion should be identified as such and delegated to 
legitimate, democratic political processes supported 
by knowledge from systematic research and pub-
licly discussed evidence. However, the AI Act does 
not explicitly establish the rights of consultation 
and public participation for stakeholders ([38]:48-
54), but only enables the options that stakehold-
ers are included in standardisation procedures, for 
instance. Furthermore, it remains to be seen in this 
context whether the AI Act provisions on common 
specifications (Article 41 of the AI Act), the many 
delegated acts expected to be adopted by the Euro-
pean Commission (Article 97 of the AI Act), or the 
Guidelines from the Commission on the concretisa-
tion of obligations for providers of high risk AI sys-
tems, on the distribution of responsibilities when AI 
components are integrated into other systems, and 
on prohibited practices, transparency obligations, 
etc. (Article 96 of the AI Act) will be used and how 
democratically the related political processes will 
be shaped.

Research should especially address the context-
specific levels of acceptable risks, further unaccep-
table, unnecessary and disproportionate restrictions 
on fundamental rights, and the distribution of ben-
efits and risks – above all any disproportionate risks 
to vulnerable or already disadvantaged groups. Since 
risks to fundamental rights are imposed on those 
affected by AI applications, these normative choices 
should be negotiated in public discourse (in general 
[34]:103f.; [110]:136f.). This should be done before 
decisions about risks are distributed among govern-
ance actors, including private actors. This should also 
be done in order to prevent ambiguities and failures, 
to provide sufficient guidance to regulators and reg-
ulatees and, ultimately, to ensure the legal certainty 
and legitimacy of the regulated AI applications and 
their impacts on fundamental rights and societal val-
ues. Any “hidden privatisation” of decisions about 
public values ([19]:34f.) and value conflicts must be 
avoided.
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