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Quantum technologies rely heavily on accurate control and reliable readout of quantum systems.
Current experiments are limited by numerous sources of noise that can only be partially captured by
simple analytical models and additional characterization of the noise sources is required. We test the
ability of readout error mitigation to correct noise found in systems composed of quantum two-level
objects (qubits). To probe the limit of such methods, we designed a beyond-classical readout error
mitigation protocol based on quantum state tomography (QST), which estimates the density matrix of
a quantum system, and quantum detector tomography (QDT), which characterizes the measurement
procedure. By treating readout error mitigation in the context of state tomography the method
becomes largely readout mode-, architecture-, noise source-, and quantum state-independent. We
implement thismethod on a superconducting qubit and evaluate the increase in reconstruction fidelity
for QST.We characterize the performance of themethod by varying important noise sources, such as
suboptimal readout signal amplification, insufficient resonator photon population, off-resonant qubit
drive, and effectively shortened T1 and T2 coherence. As a result, we identified noise sources for which
readout error mitigation worked well, and observed decreases in readout infidelity by a factor of
up to 30.

Building quantum machines capable of harnessing superposition and
entanglementpromises advances inmanyfields ranging fromcryptography1,2,
material simulation3, and drug discovery4,5 to finance6–8 and route
optimizations9. While these applications assume a large-scale fault-tolerant
quantumcomputer, currently,weare still in theeraofnoisy intermediate-scale
quantum (NISQ) devices10, where noise and imperfection of qubits funda-
mentally limit the applicability of quantum algorithms. In this work, we refer
to noise as the physical phenomenon which causes variable operation of the
experiment, and error is the deviation of themeasured quantities with respect
to their theoretical expectation values. To harness the power of quantum
computation and quantum simulation today, we need methods that are sui-
table for working with noisy hardware.

There are predominantly two approaches to combating errors in qubit
systems. On the one hand, one can study the exact sources of noise and
errors, in order to find new materials or techniques to eliminate them. For
superconductingqubits, for instance, parasitic two-level systems coupling to

qubits or resonators have been shown to be a limiting factor for qubit
coherence11, leaving room for further hardware improvements.

On the other hand, instead of reducing the noise inherent in the
hardware, one can apply algorithmic methods to handle and reduce the
errors. There are primarily two approaches to algorithmic error correction12,
ofwhich thefirst andmost prominent is quantumerror correction.The core
idea here is to encode logical qubits in multiple noisy physical qubits.
Adaptive corrective operations are then performed based on syndrome
measurements13. These methods require low enough gate errors such that
the qubit number overhead does not blow up. Current gate fidelities are too
low for general applicability, however, promising results have been achieved
by using surface codes14–17.

One prominent source of errors not captured in error correction are
readout errors, a subset of state preparation and measurement (SPAM)-
errors18,19. Readout errors occur in the process of reading out the state
of the qubit, e.g., spin projection measurements. Experimentally, one can
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understand the importance of such errors through the example of a
superconducting resonatormeasurement of a transmon.Whenusing only a
few photons to read out the resonator, there is a nonzero probability of an
incorrect readout. However, by increasing the number of photons, higher
qubit levels will be excited, leading to a sharp drop in readout fidelity20.

Readout errors are better handled by the second approach, quantum
error mitigation. These kinds of methods do not correct the errors in
execution of the quantum algorithm, but rather reduce the errors by post-
processing the measured data. There exists a broad spectrum of
error mitigation methods12,21,22, a large class of which focuses on readout
errors, such as unfolding23,24, T-matrix inversion25, noise model fitting26,27,
and detector tomography-based methods28. Other promising results
have recently been shown on an NISQ processor29 using zero-noise
extrapolation30,31.

Our proposed method falls into the category of detector tomography-
based mitigation, similar to ref. 28, where the focus is on the correction of
readout probability vectors. Detector tomography-based methods use a set
of calibration states, e.g., the eigenstates of the Paulimatrices, to characterize
the measurement outcomes realized by the measurement device using the
positive operator-valued measure (POVM) formalism. By looking at the
reconstructedmeasurements, one gains informationabout thenoise present
in the experiment32, which can then be leveraged for error mitigation. We
emphasize that readout error mitigation operates on the statistics of output
distributions collected frommultiple runs of the experiment, and is not able
to correct the results of an individual projective measurement.

Our approach generalizes the ideas of previous protocols by using a
complete characterization of a quantum system. This is done by quantum
state tomography, which directly estimates the density matrix of the
system33,34. The question of QST in error mitigation was also considered in
ref. 28, but restricted to only classical errors, i.e., errors that can be described
as a stochastic redistribution of the outcome statistics of single basis mea-
surements. Reference 32 does perform a general reconstruction of the
detectors, and suggests it can be used in QST, but does not provide any
protocol that goesbeyond correction ofmarginalswithnumerical inversion,
mostly focusing on classical errors in their applications. Similar ideas were
compared to data pattern tomography in refs. 35,36with linear inversion. In
ref. 37, some of the error mitigation methods mentioned above were
compared with simulated depolarizing noise in the context of state recon-
struction. The central aspect of our approach is the direct integration of
QDT with QST, which leads to an error mitigation scheme that does not
require matrix inversions or numerical optimizations. On top of this the
protocol makes no assumptions about the error channel that represents the
readout noise or about the type of quantum state (e.g., entangled, separable,
pure, mixed) that it applies to. As we do not restrict the set of allowed
POVMs in the detector tomography in anyway, the protocol is also agnostic
to the architecture (e.g., superconducting qubits, photons, ultracold-atoms,
neutral atoms) and the type of readout mode (e.g., single projective mea-
surement (photons), resonator readout (superconducting qubits)).

With this general scheme, we test the limits of readout errormitigation
by subjecting the protocol to common noise sources. Previous works have
been extensively tested on publicly accessible IBM quantum computers,
whichonly allow for very limited experimental control overnoise sources. In
this paper, we evaluate our proposed method on a chip, where we have full
control over the experiment. This allows us to systematically induce and
vary important noise sources, which leads to a better understanding of the
strengths and limitations of the protocol.

Results and discussion
Preliminaries
This section reviews the relevant theoretical concepts to describe general
quantum measurements and state reconstruction13,38,39. Readers familiar
with these concepts may want to skip this section.

Notation used in this paper unless stated otherwise: Objects with tilde,
e.g., ~p, indicate that it has been subject to readout noise. Objects with a hat,
e.g., p̂, are experimentally measured quantities, which contain sample

fluctuations and noise. The hat is also used to denote estimators, which will
be clear fromthe context.Operators andobjectswithout either accentwill be
considered theoretically ideal objects. The two eigenstates of the Pauli
operators σx, σy, and σz, will be denoted by ∣0i

�
and ∣1i

�
, where i∈ {x, y, z}. If

no subscript is given, the z-eigenstates are implied.

Generalized measurements. Measurements on quantum systems are
described by expectation values of operators, given by Born’s rule13,38,

hOi ¼ TrðρOÞ; ð1Þ

where ρ defines the quantum system and O represents a measurable
quantity. Experiments typically performprojectivemeasurements onto a set
of basis states. The simplest example is a measurement on a computational
basis, with twopossible outcomes. Theprojective operators take on the form
P0 ¼ ∣0i 0h ∣ and P1 ¼ ∣1i 1h ∣, where pi ¼ TrðρPiÞ gives the probability of
obtaining the outcome i.

In this work, we are interested in noisy measurements. To be able to
capture realistic readout we need to move to generalized quantum mea-
surements, described by positive operator-valued measures (POVMs). A
POVM is a particular set of operators {Mi}, sometimes called effects, that
have the interpretation of yielding a probability distribution over mea-
surement outcomes through their expectation values. In particular, any
POVM has the three following properties13:

My
i ¼ Mi; Mi ≥ 0; and

X
i

Mi ¼ 1; ð2Þ

where the first property guarantees that the resulting expectation values are
real, the second guarantees positive expectation values, and the third
guarantees that the expectation values sum to unity. Altogether, we have a
natural correspondence between each operator Mi and the probability of
getting outcome i of a random process,

pi ¼ hMii ¼ TrðρMiÞ: ð3Þ

Through this general interpretation of the effects Mi, one can assign each
effect to a possible outcome from a measurement device.

We are particularly interested in POVMs that form a complete basis in
their respective Hilbert space. Such a POVM is called informationally
complete (IC).Using an ICPOVMallowsone to decompose anyoperatorO
in terms of the set {MIC,i},

O ¼
X
i

ciMIC;i: ð4Þ

If the POVM is minimal, meaning that its elements are linearly indepen-
dent, the coefficients ci are unique. For qubit systems to be informationally
complete, we need 4n linearly independent POVM effects, where n is the
number of qubits in the system.An example of an ICPOVM is the so-called
Pauli-6 POVM. Experimentally, such a measurement can be performed by
randomly selecting either the x− , y−, or z− basis and then performing a
projective measurement in that basis. This POVM is defined by the set
1
3 ∣0i

�
0i
�

∣; 13 ∣1i
�
1i
�

∣
� �

, where i∈ {x, y, z}.Note that thePauli-6POVMisnot
minimal, and its elements are not projectors, due to the prefactor acquired
by the random basis selection.

Representation of readout noise. Measurements of quantum objects
suffer from imperfections caused by the errors introduced by the mea-
surement device. This means that when intending to perform the POVM
{Mi}, we actually perform the erroneous POVM ~Mi

� �
. In reading out the

quantum state ρ we observe the distribution dictated by Born’s rule

~pi ¼ Tr ρ ~Mi

� �
; ð5Þ
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which we will dub a passive picture of noise. This runs counter to the more
common view, where the noise is applied to the quantum state rather than
the readout operator, hereafter referred to as the active picture of noise,

~pi ¼ Tr ~ρMi

� �
; ð6Þ

where~ρ ¼ EðρÞ is the ideal quantum state passed through a noise channel13.
These two views are equivalent, since we can only access the probabilities ~pi.
In the remainder of this work, we will be working on the passive noise
picture.

Quantum state tomography. The objective of quantum state tomo-
graphy is to reconstruct an arbitrary quantum state from only the mea-
surement results. The most basic approach to QST can be framed as a
linear inversion problem. To uniquely identify the quantum state, we use
the decomposition provided by an IC POVM in eq. (4),

ρ ¼
X
i

aiMi; ð7Þ

where we have dropped the subscript “IC”. The task of linear inversion is to
determine the real coefficients ai through the recorded measurement out-
comes. Linear inversion is often considered bad practice as it can yield
unphysical estimates40. It is advisable to use estimators such as the
likelihood-based Bayesian mean estimator (BME)40,41, or maximal like-
lihood estimator (MLE)42, which relies directly on the likelihood function

LMðρÞ / ΠiTrðρMiÞni ¼ ΠiTrðρMiÞp̂i
� 	N

; ð8Þ

which represents the likelihood that the prepared state of the system was ρ,
given that outcome i has been observed ni times, or, equivalently with
outcome frequency p̂i ¼ ni

N. In our notation, the subscriptM indicates what
POVMwas used for themeasurement. The estimated state is the integrated
mean

ρBME /
Z

dρ ρLMðρÞ ð9Þ

for BME, and the maximizer

ρMLE ¼ argmaxρ LMðρÞ ð10Þ

for MLE.

Noise-mitigated quantum state tomography by detector
tomography
In contrast to previous works, which view errormitigation as the correction
of outcome statistics (see, e.g., ref. 28), our approach integrates the error
mitigation procedure directly into the quantum state tomography frame-
work.This comeswith crucial advantages, aswewill see, because it allows for
the mitigation of a broader class of readout errors and intrinsically yield
physical reconstruction without any additional corrective steps. We stress
that this and similar protocols only work on mitigation of the statistical
behavior of the quantumsystem, and is not suited formitigation on the level
of single-shot readout.

Quantum detector tomography. QDT43 can be summarized as recon-
structing the effects associated with a givenmeasurement outcome, based
on observed outcomes from a set of calibration states. Another, perhaps
more instructive, view is that QDT finds a map between the ideal and
actual POVM fMg ! f ~Mg. Such a map could be used to extract noise
parameters or learn the general behavior of the measurement device.
However, our protocol avoids explicitly reconstructing such a map, and
does not even require the knowledge of the ideal POVM {M}.

QDT starts out by preparing a complete set of calibration states, which
span the space of all quantum states, and repeatedly performs measure-
ments on these states. An example is the (over)complete set of Pauli density
operators, ∣0i

�
0i
�

∣; ∣1i
�
1i
�

∣
� �

, where i ∈ {x, y, z}, which spans the space of
single qubit operators. With the outcomes from all of these measurements,
we can set up a linear set of equations given by Born’s rule,

nis
N

¼ pis ¼ TrðρsMiÞ; ð11Þ

where the subscript s iterates over the set of calibration states, e.g.,
fρ1 ¼ ∣0x

�
0x
�

∣; ρ2 ¼ ∣1x
�
1x
�

∣; . . . g. Equation (11) represents a set of I × S
constraints on {Mi} we seek to reconstruct, where S is the total number of
unique calibration states prepared and I is the number of POVM elements.
In addition, onehas the normalization constraint on the effects,

P
iMi ¼ 1.

Altogether, this yields a statistical estimation problem of a very similar
nature to the oneoutlined in state tomography. It canbe solved, for example,
by using amaximal likelihood estimator, such as the one outlined in ref. 44,
which guarantees physical POVM reconstructions.

Readout error-mitigated tomography. The core idea of our protocol is
to useQDT as a calibration step before the state reconstruction. Using the
information gathered from reconstructing the measurement effects, we
modify the standard state estimator using the passive picture of noise,
eq. (5). In this way, the estimator is “aware” of the noise and corre-
sponding errors present in the measurement device.

A schematic overview of the protocol is given in Fig. 1. The first step is
to reconstruct the POVM of the measurement device using detector
tomography. This gives us access to an estimated noisy POVM ~Mestm

i

� �
.

This noisy POVM is fed into the quantum state estimator, giving us the
likelihood function

L ~M
estmðρÞ / ΠiTr ρ ~M

estm
i

� 	ni ¼ Πið~piÞp̂i
� 	N

; ð12Þ

where we have used that ~pi ¼ Trðρ ~Mestm
i Þ. This does indeed give us an

estimator that converges to the noiseless state ρ, see Supplementary Note 1
formore information.Wehighlight thatworking in thepassivenoisepicture
comeswith benefits not enjoyed by other estimators. Firstly, no inversion of
a noise channel is required, and secondly, the reconstructed state is guar-
anteed to be physical. Everything is handled internally by the estimator.

Our protocol assumes the following experimental capabilities:
• Access to an IC POVM.
• Perfect state preparation.

The first capability is required by any full state reconstructionmethod,
which can be done by any quantum device that has the ability to perform
single qubit rotations and readout. By single qubit rotations, we mean any
operation on a quantum device that can be decomposed into tensor pro-
ducts of single qubit rotations acting on each qubit. Similarly, for readout,
one only needs tensor products of single qubit POVMs. This is also
important for the noise mitigation to be general, since an unambiguous
characterizationof the erroneous state transformation inevitably requires an
ICPOVM.The secondassumption ismoreproblematic, as this is not strictly
fulfilled in any real experiment. To circumvent this problem, one needs to
consider state preparation and readout errors in a unified framework which
is an active field of research. For this work it suffices to make sure that the
state preparation errors are small compared to the readout errors. We
discuss this further in subsection “Protocol limitations”. For the explicit
implementation of the protocol used in the remainder of the paper, see
“Explicit protocol realization” in the Methods section.

Experimental results
We present the results of an experimental implementation of the readout
error mitigation protocol on a superconducting qubit device. Important
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noise sources were varied to study their effect on state reconstruction
accuracy. For more information on the induced noise sources and the
experimental setup, see the Methods section. Quantum infidelity was used
as a measure for state reconstruction accuracy. To make sure infidelity is a
reliable performance metric, the infidelity is averaged over Haar-random

target-states, shown as translucent circles in Fig. 2, see Methods for more
information.

Insufficient readout amplification. We study the influence of insuffi-
cient signal amplification by the wideband traveling-wave parametric

Fig. 2 | Characterizing error mitigation by detector tomography for quantum
state tomography (QST) for different noise sources. Infidelity saturation refers to
the last infidelity pointmeasured over 240k single-shotmeasurements. The infidelity
saturation for each individual run is plotted in translucent circles and shifted off
center, to the left for standard QST and to the right for quantum readout error-
mitigated (QREM) QST, for better visibility. The solid colored squares are the
average infidelity saturation, connected by dotted lines for guidance. The green
highlighted areas indicate the optimal experimental parameters. a Decreasing
parametric amplification has a significant effect on QST through lesser distin-
guishability of the two states. Such errors can bemitigated very effectively by detector

tomography. Zero amplification strength corresponds to having turned off the
amplifier. bAn incorrectly set readout amplitude of the resonator leads to increased
infidelity in both the too weak and too strong readout regimes. Mitigation fails at
higher powers, because higher levels are excited that are not taken into account.
c Increasing manipulation timescales (Tπ being the pulse time required for a bitflip)
leads to more T1 and T2 decay events. This can be mitigated to some extent by the
protocol, as seen by the smaller gradient of themitigated infidelity curve. dDetuning
between the qubit transition and drive frequencies can be efficiently mitigated. The
mitigated infidelities rise proportionally to the unmitigated ones.

Fig. 1 | Protocol schematic overview. a Detector
tomography: A complete set of basis states (e.g., the
Pauli states) are prepared and measured repeatedly
by the experiment. Based on the outcomes of the
measurements, a positive operator-valued measure
(POVM) is reconstructed. In a sense, it associates the
measured outcome (here visualized as spin up/down
measurements) with a measurement effect ~Mi .
b State tomography: Using the reconstructed
POVM, themodified likelihood function is endowed
with knowledge of the operation of the measure-
ment device. The system of interest is then prepared
and measured repeatedly with the desired number
of shots.
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amplifier, in the following called amplifier. All other amplifiers operate
with their optimal operational settings. We tune the amplification
through the power of themicrowave drive of the amplifier. This results in
a reduced distinguishability of the two states. The measured saturation
values of infidelity for different amplifications is given in Fig. 2a. Low-
ering the amplification reduces distinguishability in the IQ plane,
resulting in high infidelities of around 0.3 with the amplifier turned off.
The readout error mitigation protocol performs very well against this
type of noise.When errormitigation is used, the reconstruction infidelity
does not increase unless the amplifier is turned off completely, indicating
that readout error mitigation is effective against this type of noise.

Readout resonator photon number. Ideally, superconducting qubits
are read out with low resonator populations. Higher power readout will
excite the qubit, potentially also to higher states outside the qubit
manifold. Low readout power also enables non-demolition experiments,
e.g., for active reset. If the readout power is too low, the IQ-plane state
separation is not sufficient for single-shot readout, increasing the infi-
delity, an effect that our protocol can mitigate, as can be seen in Fig. 2b.
This effectively constitutes a lower signal-to-noise ratio, similar to a low
parametric amplification. At higher readout power, the higher transmon
states excited by the strong readout are not captured in the two-level
quantum system simulation, resulting in increased infidelities for both
mitigated and unmitigated reconstruction. We can also see a higher
spread of unmitigated infidelities when using readout amplitudes above
and including 0.55. A possible explanation for this lies in the fact that the
0→ 2, 0→ 1→ 2 and 1→ 2 processes have different frequencies, hence
these transitions will be induced spontaneously by readout signals with a
probability dependent on the current quantum state. This results in a
state-dependence of higher state excitations, and therefore increased
infidelity. We note that the infidelity ratio between standard QST and
QREM becomes constant at large readout amplitudes.

In the following, we study noise sources that do not exclusively man-
ifest as readout errors, as they also introduce significant errors in state
preparation, which breaks one of the core assumptions of the protocol. It is
nonetheless insightful to investigate the protocol’s performance with such
noise sources. Further experiments are required to determine the efficacy of
the protocol under such conditions.

Shorter T1 and T2 times. Decoherence is modeled by exponential decay
in fidelity in the z (T1) and azimuthal (T2) directions of the Bloch sphere.
Thus, we can increase the number of decay events by increasing the
length of manipulation pulses, used for state preparation and readout
rotations. Experimentally, this is done by decreasing the manipula-
tion power.

Figure 2c shows the results for varying theπ-pulse lengths.At increased
manipulation lengths, the qubit has more time to decay both through
dephasing and energy loss, resulting in a larger error probability. Both
unmitigated and mitigated state reconstruction gets progressively less
accurate with increased manipulation lengths, with a noise-strength inde-
pendent factor of 3–4betweenthem.The combined effect of decoherenceon
all threebasismeasurements is expected tobehighly state-dependent,which
can explain the large infidelity saturation spreads at a given noise strength.

Longer readout pulses lead to state decay already in the state pre-
paration stages, hence the studied noise source is not only a readout error,
but falls into the broader SPAM error category. One could restrict induced
decay to purely affect readout, e.g. by only decreasing the manipulation
power at the readout stage, but this would arguably not correspond to a
realistic experimental scenario. Instead, consistently decreasing the
manipulation power presents a more relevant experimental scenario.

Qubit detuning. If we consistently apply pulses detuned in frequency, we
observe an apparent infidelity reductionby a factor of 4 by theprotocol across
all detunings, as shown inFig. 2d.One can also see, that even a small detuning
of 0.1MHz results in lower infidelity than standard QST with perfect

frequency-matching. We note that the infidelity saturation of QREM grows
immediately with detuning, meaning that the protocol is not able to com-
pletely mitigate even small detunings. This can be attributed to the detector
tomography step also suffering severely from effects of state preparation
inaccuracies. As in the case of increased manipulation times, one could
conduct an experiment where the detuning only affects the readout stage by
applying resonant pulses for state preparation. As this also does not corre-
spond to a realistic experimental scenario, the more relevant approach is to
apply consistently detuned pulses.

At 4MHz, detuning a pulse of 200 ns will result in an accumulated
phase offset of 0.8, effectively scrambling σx and σymeasurement outcomes.
Both mitigated and conventional QST infidelity saturation depend roughly
linearly on detuning, flattening out when approaching an infidelity of 0.5.
The large spreads of the measured infidelity bounds stem from the fact that
the effect of the noise depends on the state.

Noise that effectively manifests as a large frequency detuning can be
induced, for example, by spontaneous iSWAP “operations” with neigh-
boring two-level systems (TLS). Microwave sources may also suffer from
frequency drifts. The errors coming from microwave source offsets are
much smaller than the considered detunings. However, TLS-enabled jumps
of more than 10MHz have been observed on the same timescale as one run
of QST takes for our experiment45, making it a potential noise source cor-
responding to larger qubit detunings. It is important that these jumps donot
occur after the device tomography stage, otherwise the reconstructed
POVMs will not reflect the jump.

We remark that for all the shown cases where readout errormitigation
does not work optimally, specifically in (c), (d), and the right part of (b) in
Fig. 2, the ratio between standard QST and QREM infidelities is approxi-
mately constant. For noise sources that do not exclusively affect the readout
process, a deterioration of the noise-mitigated reconstruction fidelity is
expected as the noise strength increases. However, the observation of pro-
portionality between the mitigated and unmitigated infidelities requires
further investigation.

Combining noise sources. Several of the previously studied noise
sources can be combined in different ways to simulate a noisy experi-
ment. To demonstrate the efficiency of the mitigation ad extremum, we
devise an experiment with comparably high levels of noise, by measuring
with the off-resonant drive of δω = 0.5MHz, decreased parametric
amplification, and with decreased readout amplitude. While conven-
tional QST saturates very early in the reconstruction, few-percent infi-
delities are possible by employing error mitigation, thereby opening the
way for precise measurements with very noisy readouts, see Fig. 3. As
expected (see subsection “Infidelity” in Methods), one can observe a
linear dependence of infidelity on shot number on a log-log scale, cor-
responding to a power-law convergence.

Protocol limitations
We present an analysis of the potential limitations to the performance and
reliability of the error mitigation protocol. Note that most of the discussed
limitations will affect any estimator, and are not unique to our protocol. It is
still important to understand their impact on protocol performance.

Sample fluctuations. A central limiting factor to the precision of any
estimator are sample fluctuations, i.e., statistical fluctuations in the
number of samples per effect. These fluctuations canmanifest themselves
in two parts of the protocol, QDT and QST, and cannot be mitigated.

QDT acts as a calibration step and is a one-time cost in terms of
samples. Fluctuations in the POVM reconstruction can be viewed as a bias
introduced into the state reconstruction. Therefore, it is important that the
POVM reconstruction does not impose a bias larger than the expected
samplefluctuation in theQST itself. In Fig. 4, we demonstrate that using less
than 0.5% of experimental shots for detector tomography lowers the
reconstruction infidelity to half its value. The lowest infidelity is achieved
by using ca. 10% of shots for QDT, after which no meaningful further
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improvement was seen in our experiment.We give the recommendation of
using half the number of shots used for a single QST for QDT. When
averaging over e.g., 25 quantum states for a representative benchmark, this
becomes a small overhead.

Error-mitigated estimators, such as the one in eq. (12), aim to reduce
the bias with respect to the prepared state caused by a noisy readout process.
In reducing the bias, we are, in effect, taking into account that the state has
passed through a noise channel. Since noise channels reduce the distin-
guishability between states, the variance of themodified likelihood function
is increased with respect to the unmodified likelihood function, an effect
known as the bias-variance trade-off 12,46. In Fig. 5, we give an artistic ren-
dition of the bias-variance trade-off under mitigation of single qubit
depolarizing noise, given by the channel.

EðρÞ ¼ p
2
1þ ð1� pÞρ: ð13Þ

We compare (a) an unmitigated estimator in the active noise picture, to (b)
the error-mitigated estimator in the passive noise picture. In the error-
mitigated estimator the bias with respect to the true state (green point) is
removed at a cost of higher variance of the likelihood function.Wenote that
the bias due to the statisticalfluctuations in the estimator remains,making it
consistent with always-physical state estimators47.

The increased variance can be combated by increasing the number of
shots used for estimation. The additional number of shots required for the
error-mitigated estimator to obtain the same confidence (variance of the
likelihood) with respect to the true state as the unmitigated estimator with
respect to the biased state is called the sampling overhead. The overhead
relates to the distinguishability of quantum states and the data-processing
inequality46. It tells us that the stronger the noise-induced distortion is, the
larger the overhead. InQST, the sample overheadmanifests itself as a shift in
the infidelity curve. In Fig. 6 we have simulated varying depolarizing
strengths and applied error mitigation. We see a clear shift as the noise
strength increases. Note that such a shift would be present for any error
mitigation schemes, including an inversion of the noise channel.

State preparation errors. A generic problem of QDT based methods is
that they assume perfect preparation of calibration states, which is
impossible in experiments. A common argument when usingQDT is that
the state preparation has a small error compared to the readout error
itself. There are, however, methods developed to deal with the potential
systematic error introduced by QDT, see e.g., refs. 41,48.

Another approach is to use the fact that preparation of the calibration
states used inQDTonly requires single qubit gates. If one has access to error
estimates from single qubit gates, one could in principle also correct for state
preparation errors in a similarmanner towhat is done in the protocol in this
work (see e.g. randomized benchmarking49 for gate characterization).

Despite our protocol requiring perfect state preparation, we have
investigated noise sources that also affect state preparation, such as qubit

Fig. 4 | Averaged infidelity saturation in quantum state tomography (QST) as a
function of calibration shots used in detector tomography. The quantum readout
error-mitigated (QREM) measurements are compared to the baseline (std. QST).
240k shots were used for each QST reconstruction, averaged over 25 Haar-random
states. Using 1k shots for calibration already results in a decrease in infidelity by a
factor of ≈2. The curve flattens out at around 100k calibration shots.

Fig. 5 | Sketch of the likelihood function on the Bloch disk. The Bloch disk
represents an intersecting plane through the center of the Bloch sphere, e.g., the x-y-
plane of the Bloch sphere. The red ribbon indicates the boundary of the Bloch disk,
whereas the green ribbon indicates the boundary of the Bloch disk under the effect of
a depolarizing channel. The green point is the true prepared state, which, due to the
depolarizing readout noise, produces noisy measurement data. The red and blue
points are arbitrary reference states in their active/passive noise representations.
a An unmitigated likelihood function in the active representation of the noise
(see eq. (6)). b An error-mitigated likelihood function in the passive representation
of noise (see eq. (5)).

Fig. 3 | Combination of multiple strong noise sources. Conventional quantum
state tomography (std. QST) saturates at around 100 shots, while using quantum
readout error mitigation (QREM) enables state reconstruction with a factor of 30
lower infidelity. The infidelity is averaged over 25 Haar-random states, to see
expected infidelity spread of each Haar-random state, see Supplementary Fig. 1. In
this experiment, the readout amplitude was decreased compared to optimal, and the
traveling-wave parametric amplifier (TWPA) was pumped with a decreased tone
and the qubit was driven with a control pulse detuned in frequency by Δω.
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detuning and increased T1 and T2 manipulation times. We will add to this
investigation an experiment performed at higher qubit temperatures. We
systematically increase the temperature of 10mK up to over 200mK, where
the state in thermal equilibrium will have non-negligible contributions from
the excited state. For example, a qubit temperature of 40mK corresponds to
an excited state population of 0.05%, and a temperature of 120mK corre-
sponds to a 7.3%excited state population.Hence, for our experimentwithout
active feedback, it is not possible to reliably prepare a pure calibration state.

The results in Fig. 7 suggest that themitigatedQST is resilient tohigher
temperatures. The reason why we seemingly obtained a successful mitiga-
tion is that our benchmarkingmethod does not allow us to distinguish state
preparation errors from readout errors. Since our benchmarking method
does not contain any additional gates between preparation and readout, the
errors acquired in state preparation are interpreted as readout errors, and
the protocol manages to mitigate the errors accordingly. We emphasize,
however, that this is only strictly true if the combined effect of state pre-
paration and readout errors can be viewed as a single effective error channel
that is independent of the prepared state. While this is the case for finite
qubit temperature, which can be modeled as depolarizing noise, it is not
the case in general. In particular, for the cases of qubit detuning and

increased T1 and T2 time, the putative effective noise channel becomes
dependent on the prepared state, leading to a deterioration of themitigation
efficiency. We discuss this in more detail in Supplementary Note 2.

Experimental drift. After performing QDT, our protocol assumes that
the POVM stays fixed for the remainder of the measurement sequence.
However, since experimental parameters drift over time, the physically
realized POVM may change with respect to the POVM used for state
reconstruction. Due to this drift, one would ideally recalibrate the POVM
before each reconstruction. This entails a relatively large overhead, and is
not feasible.

The drift present in our experiment was small and we decided not to
warrant any additional corrective measures. This is not necessarily the case
in general. In these cases, we propose to add an additional step of periodi-
cally performing drift measurements and recalibration to the measurement
protocol (see “Measurement protocol” in Methods for more information).

Drift measurements amount to measuring a set of well-known states,
e.g. Pauli states, and reconstruct their density matrix. If the reconstruction
infidelity goes beyond an acceptable threshold I(ρestm, ρ) ≥ ϵ, one can per-
form a recalibration of the measurement device, i.e. repeat the QDT step.
This would ensure that the accuracy of the protocol does not degrade.

Conclusion
Wehave presented a comprehensive scheme for readout errormitigation in
the framework of quantum state tomography. It introduces quantum
detector tomography as an additional calibration step,with a small overhead
cost in thenumber of experimental samples.After calibration, ourmethod is
able to mitigate any errors acquired at readout. Furthermore, it does not
require the inversionof any error channels andguarantees that thefinal state
estimate is physical. Comparing to most previously discussed QREM
methods, our protocol is able to correct beyond-classical errors. To confirm
that such errors indeed make up a significant part of the errors in our
experiment, we present a selection of reconstructed POVM elements from
the experiment in Supplementary Note 3. The significant off-diagonal
contributions in this analysis confirm that non-classical errors are always
present and often on the same order of magnitude as the diagonal classical
redistribution errors.

Toprobe the limits of readout errormitigation,we appliedourprotocol
to a superconducting qubit system. We experimentally subjected the qubit
to several noise sources and investigated the protocol’s ability to mitigate
them. We observed an improvement in the readout quality by decreasing
infidelity by a factor of 5 to 30 depending on the type of readout noise. The
protocol was particularly effective for lowered signal amplification and
decreased resonator readout power compared to standard QST. We com-
bined multiple noise sources in an experiment where conventional state
reconstruction saturated early on, whereas ourmethodwas able to precisely
reconstruct the quantum state. This opens up new possibilities for systems
with noisy readouts where accurate knowledge of the quantum state is
required. For noise sourceswhichdonot exclusively affect the readout stage,
the protocol did not perform optimally, and we observed a constant ratio
between the infidelity of mitigated and unmitigated state reconstruction.

Potential limitations of the schemewere investigated andwe presented
prescriptions on how to overcome them. Overall, we found that, by using
readout error mitigation, one obtains accurate state estimates even under
significantly degraded experimental conditions, making the readout more
robust.

While being limited by exponential scaling in both memory and the
required number of measurements, we expect the protocol to be feasible
for up to 5–6 qubits if one replaces BME with MLE in the state recon-
struction. This represents an interesting domain for error mitigation in
quantum simulation as low-order correlators of a larger system offer
relevant information such as correlation propagation50 and phase
estimation51. Recent developments in scalable approaches involving
overlapping tomography52,53 could provide a framework for a scalable
version of this protocol to large qubit numbers, which we intend to

Fig. 7 | Quantum readout error mitigation (QREM) applied to increased qubit
temperatures. Infidelity saturation refers to the last infidelity point measured over
240k single-shot measurements. The infidelity saturation for each individual run is
plotted in translucent circles and shifted off center, to the left for standard quantum
state tomography (std. QST) and to the right for QREM QST, for better visibility.
The solid colored squares are the average infidelity saturation, connected by dotted
lines for guidance. QREM seems to be successful, but the assumption of perfect state
preparation is broken. Averaged over 25 Haar-random pure states with otherwise
optimal experimental parameters.

Fig. 6 | Reconstruction infidelity formitigated simulated depolarizing noise.The
various colored curves correspond to different noise strength p. The infidelity is
averaged over 100 Haar-random pure states. The depolarizing channel is given
in eq. (13).
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explore. In future work, it could be interesting to perform a similar
experiment on multiqubit systems. Implementing the protocol on a dif-
ferent qubit architecturewith different sources of noisewould be a topic of
further interest. Another option of interest is to investigate adaptive noise-
conscious strategies within this framework54,55.

Methods
Experimental setup
We implemented the protocol introduced in the “Results and discussion”
sectiononafixed-frequency transmonqubit56,57 with frequencyω01 = 6.3GHz
coupled to a resonator with frequencyωr= 8.5GHz in the dispersive readout
scheme. Typical coherence times were observed to be T1 = 30 ± 5 μs and
T2 = 28 ± 6 μs. Formore informationaboutdifferent typesof superconducting
qubits, in particular their operation and noise sources affecting them, we refer
to ref. 58.

A schematic diagram of the setup is shown in Fig. 8. All measurements
without an explicitly stated temperature were performed at 10mK, using a
dry dilution refrigerator. At room temperature we use a time-domain setup
with superheterodyne mixing of readout pulses triggered by a high-
frequency arbitrary wave generator (AWG) responsible for local oscillator
readout and pulsedmanipulation tones. Signal lines are attenuated by 70 dB
distributed over various stages, as seen in Fig. 8. The measured signals are
converted into complex numbers in the so-called IQ plane, where I and Q
abbreviate in-phase and quadrature components of the integrated micro-
wave signals. These two signals can be transformed equivalently into
amplitude and phase. With optimized experimental calibrations and no
induced noises, we can distinguish between two non-overlapping Gaussian
distributions corresponding to the two possible outcomes of the measure-
ment, with the qubit state being projected to either ground state ∣0i or
excited state ∣1i. For examples of how these distributions change in the
presenceof noise, see SupplementaryFig. 3 in SupplementaryNote4.Unless
otherwise stated, we perform measurements at the best separation settings
for the classification model. This usually corresponds to approx. 98%

distinguishability, meaning that 98%of shots can be correctly categorized as
spin up or spin down.

Measurement protocol
or each noise source we study, we set up and execute our experiment as
follows:
1. Estimation ofπ-pulse length (Tπ) byRabi-oscillations close to the qubit

frequency.
2. Refined measurement of ω01 by a Ramsey experiment.
3. Measurement of Tπ from a Rabi-measurement with updatedω01 from

2. by fitting a decaying sine function to the data.
4. Ground, ∣0i, and excited states, ∣1i, are measured with a single-shot

readout. The location of the states in the IQ plane is learned
by a supervised classification algorithm. For more information, see
Supplementary Note 4.

5. QDT is performed by preparing each of the six Pauli states, and
measuring them in the three bases σx, σy, and σz, which is described by
the Pauli-6 POVM. The first two of these measurements are done as a
combination of qubit rotation and subsequent σz readout. Quantum
states are prepared using virtual Z-gates.

6. QST is performed and averaged over 25 randomquantum statesU ∣0i,
whereU is a randomunitary (Haar-random). Each state ismeasured in
the three Pauli bases.

Performing this experiment for various strengths of the noise allows us
to benchmark the ability of the protocol to mitigate the given noise source.
For a schematic diagram of the measurement pipelines, see Fig. 9.

The outcome of two example experimental runs are shown in Fig. 10.
Both standardandmitigatedQST infidelities are extractedona shot-by-shot
basis. Typical features include a priori infidelity of roughly 0.5, with a rapid
power-law decay, saturating at a given infidelity level for unmitigated QST.
After this saturation is reached, further measurements will not improve the
quantumstate estimate because themeasurementsperformedon the system
are noisy. By using quantum readout error mitigation (labeled as QREM),
we can significantly lower infidelity, enabling more precise state recon-
struction. For all averaged experiments, the mitigated QST infidelities are
consistently below the unmitigated QST infidelities.

Error sources
To probe the generality and reliability of our error-mitigation protocol, we
artificially induce a set of noise sources, which introduce readout errors. In
particular, we study:
1. Errors introduced by insufficient readout amplification: study through

variation of the amplification of the parametric amplifier.
2. Errors introduced by low resonator photon number: study through

variation of photon population in resonator by a variation of the
readout amplitude.

In addition, we investigate two noise sources which manifest not only
as readout errors, but also as state preparation errors. The implications of
state preparation errors are discussed in “Protocol limitations” in Results
and Discussion.

3. Errors introduced by energy (T1) and phase relaxation (T2): study
through variation of the drive amplitude.

4. Errors introduced by qubit detuning: study through the variation of the
applied manipulation pulse frequency.

Lastly, we combine multiple error sources to simulate a very noisy
experiment, where conventional reconstruction methods fail.

Since the infidelity scaling is state-dependent, eachexperiment is averaged
over 25Haar-randomstates to get a reliable averageperformance (see “Explicit
protocol realization” for more information). For QDT, we perform a total of
6 × 3 × 80,000 (six states, three measurement bases) shots, for the following
QST 25 × 3 × 80,000 (25 states, three measurement bases, 80,000 shots each).

Fig. 8 |Microwavemeasurement setup. The local oscillator (LO) and phase-shifted
pulsed IQ signals are mixed to provide the readout signal for the dispersive mea-
surement of the qubit. A separate ω01 pulsed signal manipulates the qubit. The
attenuators on the mixing chamber stage are carefully thermalized to mK tem-
peratures to mitigate extra thermal noise. A wideband Josephson traveling-wave
parametric amplifier (TWPA) and the two HEMT-based amplifiers provide
quantum-limited readout.
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Infidelity
Quantum infidelity is well-suited as a figure ofmerit for successful quantum
state reconstruction. We seek to minimize the infidelity, defined as

Iðρ; σÞ ¼ 1� Fðρ; σÞ ¼ 1� Tr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ

p
σ

ffiffiffi
ρ

pq� 	h i2
; ð14Þ

whereF(ρ, σ) is thequantumfidelity59.Weuse the standarddefinitionof
ffiffiffi
ρ

p
,

which is the square root of the eigenvalues of ρ in an eigendecompositionffiffiffi
ρ

p ¼ V
ffiffiffiffi
D

p
V�1, where

ffiffiffiffi
D

p ¼ diag
ffiffiffiffiffi
λ1

p
;

ffiffiffiffiffi
λ2

p
; . . . ;

ffiffiffiffiffi
λn

p� �
. It acts as a

pseudo-distance measure, and is asymptotically close to the Bures distance
when 1 − F(ρ, σ)≪ 160,61.

In this paper, we only consider the reconstruction of pure target states
ρ, for which the infidelity simplifies to

Ipureðρ; σÞ ¼ 1� TrðρσÞ: ð15Þ

The infidelity between a sampled target state ρ and the reconstructed
state σ is expected to decrease with I(ρ, σ) ∝ N−α where N is the number of
shots performed, and α is an asymptotic scaling coefficient that depends on
features of the estimation problem55,62,63, such as the deviation from mea-
suring in the target states eigenbasis, and the purity of the target state.

Explicit protocol realization
We present the explicit implementation of the protocol described in the
Results and discussion. A pseudo-code outline of the whole measurement
and readout error mitigation is presented in Supplementary Algorithm 1.
ForQDT,weuse themaximumlikelihood estimator described in ref. 44.We
follow the prescription described in the subsection “Quantum Detector
Tomography” in Results and discussion, and use all of the Pauli states as
calibration states. The number of times each Pauli state is measured equals
themaximal number of shotsused for a single spinmeasurement in the state
reconstruction, such that the dominant source of shot noise is notQDT. For
QST, we use a BME, in particular we use the implementation described in
ref. 64. The bank particles are generated from the Hilbert-Schmidt
measure65. This QST is also equipped with adaptive measurement strate-
gies, which is a possible future extension to the current protocol.

For both QDT and QST, we use the Pauli-6 POVM, which is a static
measurement strategy. It is known that the asymptotic scaling of such
strategies depends on the proximity of the true state to one of the projective
measurements66,67. To counteract this, an average overHaar-randomstates68

is performed to get a robust performance estimate. In this way, we get the
expected performance given that no prior information about the true state is
available.We emphasize that for all random state reconstructions, the same
QDT calibration is used.

Data availability
The data used for Figs. 4–7, 9, 10 and Supplementary Fig. 1 can be found
on the KIT research data repository: https://radar.kit.edu/radar/en/dataset/
RNbuograoVUFQNBB. For more information on the dataset, see

Fig. 10 | Example run of quantum state reconstruction using a Bayesian mean
estimator.Mean quantum reconstruction infidelity is plotted as a function of
number of shots for a optimal readout powers and b weak readout. The red lines
represent unmitigated, standard quantum state tomography (std. QST), and the blue
lines are obtained with quantum readout error mitigation (QREM). Each curve is an

average of over 25Haar-random states. For an indication of the spread of eachHaar-
random state, see Supplementary Fig. 1. QREM reaches a lower infidelity saturation
value than standard reconstruction in both cases. At low readout power, error-
mitigated QST can still reconstruct the state with similar accuracy, while standard
QST saturates at a significantly higher value.

Fig. 9 | Schematic of the experimental pipeline of the protocol. In the first step, a
given noise is induced with a specific strength. The experimental readout is cali-
brated for this noise. Detector tomography is performed, which reconstructs the
noisy Pauli POVM f ~Mig. Finally, quantum state tomography is executed, and
reconstruction infidelity is evaluated and averaged over a set of randomly chosen
target states.
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Supplementary Note 5. The remaining experimental data were available
upon request from A. Di Giovanni.

Code availability
The code developed for this project is available on GitHub: https://github.
com/AdrianAasen/EMQST. A short tutorial notebook is provided with
examples of how to run the software. It can be interfaced with an experi-
ment, or run as a simulation.
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