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Kurzfassung

UmdenmenschengemachtenKlimawandel zu begrenzen, werden dringend kurzfristig umsetzbare

Lösungen gesucht, welche die Transformation zu einer emissionsarmen Zukunft ermöglichen. Im

Zuge desweltweitenAusbaus der erneuerbarenEnergien und der Elektrifizierung desVerkehrssek-

tors wird die Sicherstellung eines zuverlässigen Betriebs der Stromnetze eine zunehmende Her-

ausforderung. Dies liegt nicht zuletzt an den erhöhten Anforderungen, die sich aus der volatileren

Stromerzeugung und dem steigenden Stromverbrauch durch die Elektromobilität ergeben.

Das intelligente, bidirektionale Laden von Elektrofahrzeugen (Vehicle-to-Grid, V2G) kann einen

essenziellen Beitrag dazu leisten, sowohl den Anteil an erneuerbaren Energien im Strommix zu

erhöhen als auch Mobilitätsbedürfnisse emissionsarm zu erfüllen. Obwohl diese Idee bereits

wohlbekannt ist, stehen der Umsetzung noch immer viele Hürden im Weg. Dazu zählen höhere

Kosten für bidirektionale Ladegeräte und Bedenken hinsichtlich einer potenziell schnelleren Bat-

teriealterung.

In dieser Thesis stelle ich Lösungsansätze für diese Probleme und Erkenntnisse zu den Ungewis-

sheiten vor, welche die Nutzung des Potenzials von V2G beschleunigen und verbessern können.

Zum einen wurde hocheffiziente Leistungselektronik für ein V2G Ladesystem entwickelt und

charakterisiert. Aus der Literatur bekannte Ansteuerungsverfahren für die verwendeten weich

schaltenden Topologien wurden für den Betrieb mit Siliciumcarbid Halbleitern angepasst, um in

breiten Betriebsbereichen hohe Effizienzen von mehr als 96 % zu erzielen und die Schaltfrequenz

zu steigern. Dadurch kann eine Reduktion von Kosten, Gewicht und Bauraum erreicht werden.

Zum anderen wurden netzdienliche Regelverfahren hergeleitet, in der Hardware implementiert

und validiert, welche den robusten Betrieb eines regenerativen Energiesystems unterstützen und

dadurch höhere Einnahmen erzielen können. Dazu gehören eine Spannungs- und Frequenz-

regelung, die dynamische Stabilisierung der Netzfrequenz durch Nachbildung einer elektronisch

geregelten virtuellen Schwungmasse sowie die Reduktion der Phasenasymmetrie im Stromnetz.

Außerdem wurde einer der bisher umfangreichsten frei verfügbaren Batteriealterungsdatensätze

generiert und publiziert [J1], [R1]. Dieser umfasst Kapazitäts- und Impedanz-Messdaten von

228 Rundzellen, welche etwa 450 Tage mit 76 verschiedenen Testbedingungen betrieben wurden.

Auf Grundlage dieses Datensatzes wurde ein gut wiederverwendbares Batteriealterungsmodell

hergeleitet. Mithilfe des Modells wurden verschiedene V2G Ladestrategien untersucht, welche

die Batteriealterung im Vergleich zum konventionellen Laden sogar reduzieren können.
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Abstract

Addressing anthropogenic climate change requires solutions for a transformation to a low-emission

future that can be implemented in the short term. As the world progresses toward the expansion

of renewable energy sources (RES) and the electrification of the transportation sector, ensuring

reliable operation of electricity grids becomes a significant challenge. This is not least because

of the growing requirements resulting from increasingly volatile electricity generation and rising

electricity consumption due to electromobility.

The intelligent, bidirectional charging of electric vehicles (Vehicle-to-Grid, V2G) can contribute

substantially to both increasing the share of RES in the electricity mix and satisfying mobility

needs with low emissions. Although this idea is already well known, its implementation still faces

many obstacles. Among these are higher costs for bidirectional chargers and concerns regarding

potentially faster battery aging.

In this thesis, I propose solutions to these problems and insights into the uncertainties that can

accelerate and improve the exploitation of the potential of V2G.

Firstly, highly efficient power electronics for a V2G charging system were developed and charac-

terized. Control methods for soft switching topologies known from the literature were adapted for

the operation with silicon carbide semiconductors to achieve high efficiencies of more than 96%

in wide operating ranges and to increase the switching frequency. As a result, the cost, weight,

and size can be reduced.

On the other hand, grid-supporting control methods were derived, implemented in the hardware,

and validated, which support the robust operation of a regenerative energy system and can thus

generate higher revenues. This includes voltage and frequency control, dynamic stabilization of

the grid frequency by emulating an electronically controlled virtual inertia, and the reduction of

phase unbalance in the electricity grid.

Moreover, one of the most comprehensive freely available battery aging datasets to date was

generated and published [J1], [R1]. It includes capacity and impedance measurement data from

228 cylindrical cells operated for approximately 450 days under 76 different test conditions. A

well-reusable battery aging model was derived from this dataset. The model was employed to

analyze various V2G charging strategies, which can even reduce battery degradation compared

to conventional charging.
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1 Introduction

According to the Intergovernmental Panel on Climate Change (IPCC), urgent and effective actions

are needed to mitigate human-induced climate change and limit global warming, including a rapid

decrease in greenhouse gas (GHG) emissions [1, pp. 24, 40]. Among all options, replacing fossil

fuel power plants with RES has one of the highest potentials for emission reduction [1, p. 38].

The transition from a fossil-based to a renewable electricity system poses several challenges,

particularly in regions where geographic conditions allow only low capacities of dispatchable

RES, such as hydroelectric plants, and mature, affordable storage technologies like pumped

hydroelectric energy storage (PHES). In an electricity system based on a high share of volatile

RES like solar and wind power, alternative storage systems, demand-side management (DSM),

and sector coupling are required to ensure a reliable supply regardless of fluctuating electricity

generation and seasonal variations. Even though the expansion of RES is advancing worldwide,

progress in the field of electrical energy storage is still very slow in many countries. For example,

battery electric storage systems (BESSs) offer the possibility to store electrical energy, typically

over a period of a few hours to days. However, despite rapid developments in recent decades, they

are still relatively expensive and resource-intensive.

Another promising option for emission reduction is coupling the electricity and mobility sectors

with electric vehicles (EVs). While the utilization of EVs increases the demand for electricity in

the first place, intelligent, grid-serving charging of these vehicles creates flexibility to adapt the

electricity demand to the available supply. Their contribution becomes even more significant if

EVs are not only charged but their batteries are also used to feed back energy into the electricity

grid, similar to a stationary BESS. The concept of bidirectional charging, known as “Vehicle-to-

Grid” (V2G) or “Vehicle-Grid Integration” (VGI), has already been recognized decades ago [2].

Since then, there have been numerous demonstrators and field experiments, many of which are

summarized by Ravi and Aziz [3] and Everoze [4]. Nevertheless, only a small number of EVs on

the market currently support V2G.

Sovacool et al. [5], Noel et al. [6], Ghazanfari and Perreault [7], Ravi and Aziz [3], and an initiative

for bidirectional charging in Germany [8] discuss many opportunities of V2G, but also barriers

which prevented its widespread adoption, for example:

1



1 Introduction

• Customer-oriented aspects: Confusion, lack of understanding or misinformation about

V2G and its potential positive and negative impacts or EVs in general; range anxiety and the

preference to have a fully charged EV at all times; lack of transparency in V2G programs

and distrust against its operators; uncertainty about how V2G will influence the EV range

at a particular time (e.g., in case of unforeseen trips); inconvenience; unawareness or

undervaluation of cost savings from V2G; concerns or uncertainty regarding the impact on

battery lifetime.

• Financial aspects: Higher capital cost for the communication and control infrastructure

as well as the electronics required for bidirectional charging; high expectations regarding

revenues from V2G; high investment risks due to uncertainty in regulation and future elec-

tricity price volatility; difficult access to the electricity market for “prosumers”, hindering

V2G business models.

• Technical aspects: Until recently, a lack of standards for and thus the availability of bidi-

rectional charging and communication infrastructure and, up to date, a fragmentation of

standards and regional differences between them; higher cost and complexity of bidirec-

tional charger infrastructure (e.g., power electronics, control, and communication); higher

weight and volume of bidirectional chargers (depending on the implementation).

The time window to mitigate climate change is closing at a breathtaking pace. Solutions that

can be implemented in the short term are urgently needed to achieve a transition to low-emission

energy and transportation systems. Even though there are still obstacles, V2G can play an essential

role in accomplishing this goal.

Therefore, in this doctoral thesis, I want to address some of the barriers that prevented V2G from

becoming established on the market and explore the chances of V2G for a future energy system.

Specifically, the following objectives were defined for the thesis:

• Development and characterization of highly efficient and flexible bidirectional V2G charger

power electronics with comparable cost, weight, and volume to unidirectional chargers

• Derivation of power electronic control strategies that enhance the robustness of electricity

grids and support increasing the share of RES to reduce emissions

• Analysis of the practical feasibility of these control strategies and their limitations on a

power hardware-in-the-loop (PHIL) test bench

• Investigation of the impact of V2G on battery lifetime and identification of recommenda-

tions to reduce battery aging

2



1 Introduction

As illustrated in Figure 1.1, this thesis is divided into three parts. The first part outlines the energy

andmobility transition to provide background information on the coupling of these sectors through

Vehicle-to-Grid. Furthermore, an overview of the field of V2G is given.

The second part focuses on power electronics for V2G. After a summary of suitable topologies

and control algorithms, a V2G charger prototype and the results of its operation are presented.

The third part evaluates a battery aging study. It provides the fundamentals of lithium-ion

batteries, their aging, and a review of existing aging models and datasets. Finally, the aging

experiment and its results, the derived aging model, and its application to simulate the impact of

V2G on battery degradation are discussed.

 

DC

AC

DC

AC

DC

DC

DC

DC

Ⅲ Battery degradation

6 Fundamentals: lithium-ion batteries

7  Battery aging investigation

Ⅱ Vehicle-to-Grid charging system

4 Fundamentals: power electronics and control

5 Vehicle-to-Grid charger prototype

H2H2

3 Vehicle-to-Grid (V2G)

Ⅰ Background

2 Energy and mobility transition

Figure 1.1: Graphical abstract of this thesis

3



Part I

Background

4



2 Energy and mobility transition

V2G couples the electricity and mobility sectors. This chapter provides an overview of the

motivation, possible implementation, and challenges of the energy transition and the electrification

of the transport sector to support identifying opportunities and requirements of V2G.

At present, only a small portion of global energy consumption is provided by RES or nuclear

energy. This can be seen in Figure 2.1a, which shows the global primary energy consumption

by energy source over time. The overall demand approximately doubled in the last 40 years and
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a) Global primary energy consumption by source
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b) Global electricity generation by source
Total electricity generation
Total electricity generation from
low-emission sources (RES & nuclear)
Total renewable electricity generation
Hydropower electricity generation
Nuclear power electricity generation
Wind power electricity generation
Solar power electricity generation
Bioenergy electricity generation
Other renewable electricity generation

Note: The primary energy consumption of non-fossil sources (RES, nuclear, and their share in the total primary energy
          consumption) in the left graph is calculated using the "substitution method": Not the actual energy output (e.g., 
          electricity) generated by RES/nuclear power is used, but a higher value that equivalents to the primary energy
          that a thermal fossil fuel power plant would have needed to generate the same amount of energy output.

Figure 2.1: Global a) primary energy consumption and b) electricity generation by source. Data compiled by Our World
in Data [9] (CC BY 4.0), interactive version online: [10, 11]. Original data from Ember [12, 13] (CC BY

4.0), Energy Institute [14], U.S. Energy Information Administration (EIA) [15].
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2 Energy and mobility transition

reached about 170,000 TWh in 2022. The share of low-emission sources in the primary energy

demand rose to 18.2%, but the majority is still sourced from fossil fuels — mainly oil, coal, and

gas. While the energy generated by nuclear power slightly declined in the last 20 years, RES

experienced significant growth and accounted for 14.2% of primary energy demand in 2022.

Their increase can be seen more clearly in Figure 2.1b, which depicts the global electricity

generation by energy source over time. In the electricity sector, 29.5% of energy was generated

by RES, and 38.7% when also including nuclear power. Hydropower generation increased

relatively linearly since 1950, and solar and wind power have grown exponentially in recent

decades. Nevertheless, the majority of energy in the electricity sector is still generated by fossil

fuels as well.

This is a problem for two reasons. Firstly, fossil fuel reserves on our planet are finite: According

to a report from BP in 2021, proven reserves of coal, oil, and gas will last only 139, 54, and

49 years, respectively, at the current rates of consumption [16, pp. 16, 34, 46]. Consequently,

alternative solutions to replace these finite, fossil resources must be found and implemented at

some point.

However, the more urgent problem is climate change: The majority of anthropogenic (i.e., human-

induced) GHG emissions are caused by burning fossil fuels and through industrial processes that

release CO2 into the atmosphere [17, pp. 6f.]. In its sixth assessment report of 2021, the

IPCC states that the increase in GHG concentrations, which is observed in the atmosphere, is

undoubtedly the result of human activities and that these GHGs are by far the primary cause of

the observed global warming [18, p. 4, 7]. Exceeding a temperature rise of significantly more than

1 to 1.5°C above the pre-industrial level increases the risks and frequencies of weather extremes

such as heatwaves, severe droughts, and extreme rainfall events [18, p. 15]. Even worse, it could

also trigger climate tipping points, many of which accelerate global warming even further [19].

Therefore, in order to mitigate climate change, these emissions would have to decrease rapidly.

The 195 parties of the United Nations Framework Convention on Climate Change (UNFCCC)

that signed the Paris Agreement [20] obliged themselves to attempt to limit global warming to

1.5°C relative to the pre-industrial level [21, p. 3].

Figure 2.2 shows historical GHG emissions and possible CO2 emission paths to limit global

warming to 1.5 or 2.0°C. The historical emission data was compiled by Our World in Data [23],

and the future trends are based on the carbon budgets calculated by the IPCC [18, p. 29].

Even though it has been known to the public for more than 40 years that man-made climate change

exists and should be urgently prevented [27], human-induced GHG emissions are still not even

close to the course necessary to reach the Paris Agreement. If global CO2 emissions were to

fall linearly from 2022 on, they would have to reach net zero as early as 2034 to reach the target

temperature of 1.5°C with a likelihood of 67% (green solid line in Figure 2.2). Comparing the

development of historical emissions with the trajectories necessary to comply with the budgets,
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Global yearly anthropogenic greenhouse gas emissions (historical data and future scenarios)
Total GHG emissions (CO2, eq)
(historical, including land-use change)*
Total CO2 emissions
(historical, including land-use change)**
Limiting global warming to
+1.5°C with a likelihood of 67 % :
a) CO2 scenario: Trend
b) CO2 scenario: Linear decrease
c) CO2 scenario: Initial rapid decline
Limiting global warming to
+2.0°C with a likelihood of 67 % :
d) CO2 scenario: Trend
e) CO2 scenario: Linear decrease
f) CO2 scenario: Initial rapid decline

*Data compiled by Our World in Data, original data from Jones et al. (2023)
**Data compiled by Our World in Data, original data from the Global Carbon Project (2023)

Figure 2.2: Human-caused GHG and CO2 emissions in the past and future scenarios to meet the 1.5°C or 2.0°C targets

of the Paris Agreement [21] with a likelihood of 67%. Historical emission data compiled by Our World in
Data [22, 23] (CC BY 4.0). Original data: Jones et al. [24, 25] (CC BY 4.0), Global Carbon Project [26]
(CC BY 4.0). Remaining emission budgets for future scenarios from the IPCC [18, p. 29].

it becomes unmistakably clear that rapid and effective measures to reduce emissions need to be

realized as soon as possible.

Reducing emissions can be achieved with sufficiency, efficiency, and renewable energy, as illus-

trated in Figure 2.3 (also compare [1, pp. 957-959]):

• Sufficiency: Avoiding demand for useful energy (or other resources) in the first place, e.g.,

by living in a smaller home, heating to a lower room temperature, sharing resources like

cars, avoiding trips, or reducing consumption of goods.

• Efficiency: Improving the energy efficiency (e.g., of buildings, vehicles, appliances) and

all conversion processes in between, i.e., reducing the primary energy demand without

altering the useful energy output.

• Renewable energy (RE): Sourcing the remaining primary energy demand fromRES, such

as solar, wind, hydro-, geothermal, or biomass power plants, instead of fossil fuels.
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Primary e ​n ​ergy
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Reduce useful 
e​n ​ergy demand 
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Figure 2.3: Primary/secondary/final/useful energy and how to reduce emissions with renewable energy, efficiency, and

sufficiency. Own graphic based on the chart and description from [28].

2.1 Energy transition

Of all the mitigation options presented by the IPCC [1, p. 38], renewable energy sources, partic-

ularly solar and wind power, have the highest potential to reduce GHG emissions in the current

decade. RES can power the existing electricity grid and thus reduce the emissions of all machines

and appliances already connected to it. However, RES can also reduce emissions in the trans-

port sector, particularly through the electrification of vehicles, and the emissions in the heating

sector, e.g., through heat pumps. Often, the electrification of these sectors can also reduce the

overall primary energy demand — especially if the electricity grid is powered by a high share

of RES [29, p. 835f.]. For example, while the well-to-wheel efficiency of internal combustion

engine vehicles (ICEVs) powered by fossil fuels ranges from 11 to 37%, EVs powered by solar

and wind power reach a well-to-wheel efficiency of 39 to 72%, according to Albatayneh et al.

[30]. This results in a reduction of the primary energy demand by a factor of approximately 2 to

3.5. Similarly, heat pumps can reduce primary energy demand and emissions, particularly when

powered predominantly with RES. While the efficiency of gas furnaces ranges from 78 to 97%,

the coefficient of performance (COP)
1
of heat pumps typically lies between 2.3 and 5, according

to Self et al. [31]. This allows for a primary energy demand reduction of a factor of up to 3 to 5.

1
The COP is the ratio of useful thermal energy output to electric energy input, i.e., a metric for efficiency. It can

significantly exceed 100% since the electricity (input energy) is not used to heat the space directly but to transport

heat from the environment into the heated space (output energy).
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2.1 Energy transition

Other sectors, currently or in general, cannot simply be electrified, for example, iron ore reduction,

the production of chemicals such as ammonia, or long-distance shipping and aviation [32, 33].

However, RES can decarbonize these sectors with power-to-X (PtX), e.g., power-to-gas (PtG) or

power-to-liquid (PtL): Fossil fuels are substituted with synthetic fuels that were produced using

RES, e.g., hydrogen (H2), methane (CH4), ammonia, or synthetic gasoline, diesel, and kerosene.

Regardless of how much the primary energy demand can be reduced through sufficiency and

efficiency, it is crucial for rapid and effective mitigation of emissions to meet the remaining

primary energy demand by renewables as quickly as possible. Since the cost of RES, such as

solar and wind power, as well as storage technologies like lithium-ion (Li-ion) batteries, declined

rapidly in the past decades, they became cost-competitive or even have a lower levelized cost of

energy (LCOE) than fossil and nuclear power plants [1, p. 12], [34]. In addition to appropriate

energy policy measures, this is probably the main reason why electric energy generated by RES

globally almost doubled in the past decade, as shown in Figure 2.1b. This increase is driven in

particular by the exponential growth of electricity generated from solar and wind power.

2.1.1 Renewable electricity generation and demand

“Electricity systems powered predominantly by renewables are becoming increasingly viable” [1,

p. 28], according to the IPCC. Breyer et al. [35] review literature on 100% RE systems: Most

of the studies conclude that energy systems based on 100% RES are technically and financially

viable worldwide. About 50 studies on energy systems based on 100% (or almost 100%) RE

are listed by Brown et al. [29, p. 842]. Meschede et al. review studies on 100% RE systems for

islands and conclude that they are “technically feasible and economically viable” [36, p. 25] both

on small and big islands. The 2023 global renewable status report of REN21 summarizes that

of the 146 countries with net-zero GHG emission targets (among which China, the US, India,

Brazil, Japan, Canada, the EU, and many others), 94 countries have RE targets across all sectors,

25 of which for 100% RE [37, p. 24]. More than 170 countries had at least some form of target

to increase the share of RE [37, p. 27]. Some countries, islands, or regions already reached 100%

RE in the electricity grids for a longer period or even continuously [38, p. 196]. However, most

of them rely on hydropower, which is subject to geographical conditions and thus not transferable

to many other regions.

In regular operation, fossil, nuclear, biomass, geothermal, and most hydroelectric power plants

can adjust their electricity generation power relatively flexibly to a desired value up to the nominal

capacity of the power plant. Therefore, these types of power plants are categorized as dispatchable

power plants. Conversely, the maximum available generation power of intermittent power plants

(solar, wind, wave, or tidal power) depends on external factors (e.g., weather, time of the day,

9



2 Energy and mobility transition

season of the year, tides). Hence, the generated power cannot be arbitrarily increased to the

nominal power of the plant most of the time. However, typically, it can be reduced in any case.

If a highly renewable, low-emission energy system shall be operated with a high share of intermit-

tent RES, other solutions have to be implemented to match this volatile energy generation with

the momentary demand reliably. Several possibilities exist, which can or have to complement

each other, as addressed by Breyer et al. [35, p. 78189]. They are outlined in Figure 2.4
2
using

the letters A to G, which are described in the following list:

A. Increased RES capacity: With larger RE capacities, electricity demand exceeds genera-

tion less frequently and with lower intensity.

B. Cross-border electricity trade: Increased energy exchange with neighboring countries

reduces regional differences in weather-dependent electricity generation (also compare [29,

p. 837]). Geographic advantages of other regions (e.g., conditions that allow large pumped

storage capacities) can be used more effectively, too.

C. Demand response (DR): Part of the electricity demand can also be shifted in time because

it is not always important when exactly the energy is used. For instance, heat pumps are

often supplemented by thermal storage systems that can store heat for several hours to

decouple electricity use and heat demand. Electric passenger cars typically only need to

charge a few hours a week but are not in use the majority of the time. If long charging

opportunities exist frequently, the charging process could be scheduled or temporarily

interrupted. Some industrial consumers (e.g., cold stores) or household appliances could

also antedate or postpone part of their electricity demand.

D. Sector coupling / power-to-X (PtX): Linking different energy sectors (e.g., the electricity
sector with the heat, transport, or industry sectors) is crucial for highly renewable energy

systems [45]. Not only can other sectors benefit from low-emission electricity sources such

as photovoltaic, wind, and hydropower, but the electricity sector can also benefit from the

flexibilities of other areas of energy demand. This can significantly reduce peak electricity

demand, curtailed RE generation, and residual load [46]. Synthetic gases and fuels can be

2
Figure 2.4 is based on the historical generation and demand data in Germany in 2022 from SMARD (“Bundesnet-

zagentur | SMARD.de”, CC BY 4.0) [39]. In this relatively simple approach, the generation data is linearly scaled

to the respective RES expansion targets of the current governing coalition [40, 41] (see Figure 2.5), considering past

installation capacity data from the German Federal Network Agency [42], the German Federal Ministry for Eco-

nomic Affairs and Climate Action (BMWK) [43], and SMARD [39]. The yearly electricity demand was estimated

at 720 TWh in 2030 and 975 TWh in 2040, which is calculated based on a linear interpolation from the current

overall electricity demand (483 TWh in 2022 [39]) and the estimated future loads of scenario B (high electrification)

of the latest network development plan of the transmission system operators (TSOs) [44, p. 70]. For future load, the

electricity demand, power-to-heat (PtH), and 50% of the power-to-hydrogen demand (representing hydrogen used for

industry and mobility) are included. The electricity generation and demand of storage systems (BESS, PHES, and

the rest of the power-to-hydrogen demand, representing hydrogen used for electricity generation) are excluded.
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Figure 2.4: Possible future renewable electricity generation and demand in Germany — using 2022 data from “Bun-

desnetzagentur | SMARD.de” (CC BY 4.0) [39], linearly scaled to projections of RES capacity and demand

in 2030 and 2040 — and methods to decrease non-renewable energy use

produced predominantly when surplus energy from RES is available, stored, and used at

a later point in time, for example, in the transport, heat, and industry sectors. However,

even though the electrification of other sectors can reduce primary energy demand and

improve RES integration, it significantly increases overall electricity demand. Thus, a

much higher RE capacity is needed than would be required just to cover conventional

electricity consumption.

E. Storage systems: Short-term energy storage systems — such as PHES, stationary BESS,

or EVs supporting V2G — can store excess energy for later points in time. They are

particularly useful if comparably low amounts of energy need to be stored and returned very

frequently (compare June 2040 in Figure 2.4). However, especially if seasonal conditions

cause more extended periods of low RE generation (seen in the week of December 2040 in

Figure 2.4), so-called long-term storage systems are more suitable. In this case, fuel cells

or gas-fired power plants can use hydrogen and methane generated during periods of high

surplus energy or imported from other regions.
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2 Energy and mobility transition

F. Efficiency and sufficiency: Similar to an increased RES capacity, decreasing energy

demand can also help to increase the overall share of RES and reduce emissions.

G. Backup power plants: On the path toward a 100% RE system, fossil fuel-powered plants

can be used as a backup, possibly supplemented with carbon capture and storage (CCS) or

carbon capture and use (CCU) systems.

2.1.2 Renewable energy and storage expansion in Germany

The historical development of photovoltaic (PV) and wind power plant capacities [42, 43] and

their planned expansion [40, 41] in Germany is shown in Figure 2.5. Although the timing for

the expansion targets tends to be delayed to be well in line with the remaining carbon budget

(compare Figure 2.2), for the first time, these recently introduced targets reach levels necessary

for a 95 to 100% renewable energy system as analyzed by several studies [47–54].

Although the share of renewable energy in the electricity sector is already about 50% [55],

it is planned to increase the PV capacity by a factor of five and wind power by more than a

factor of three. This is because the decarbonization of all sectors will significantly increase the

overall electricity demand, likely by a factor of two or more in comparison to 2022 [39], [47,

pp. 28-33], [48, pp. 23f.], [52, pp. 24f.].

In the past, energy storage systems mainly improved the operation of different conventional power

plants. They allowed their cost-optimal dispatch, e.g., increasing the share of base load power

plants with low marginal cost (such as nuclear and coal plants) and decreasing the use of more

expensive peaking plants (especially gas turbines) [56, pp. 721, 725]. There was no need for

extensive electricity storage systems: The portion of renewable energy that had to be curtailed

because parts of the electricity gridwere congestedwas very small (2.7% in 2021 [57, p. 175]), and

various dispatchable power plants could adjust their power flexibly enough to match generation

and demand. However, in the transition to a highly renewable energy system, there is a paradigm

shift from the concept of dispatchable power plants covering base and peak load to an energy

system with largely volatile electricity generation, a more flexible demand side, and substantially

expanded short and long term storage [48, p. 30], [35, p. 78189].

For a long time, pumped hydroelectric energy storage (PHES) systems were the only significant

type of electrical storage system used in the grid [56, p. 721], [58, p. 7]. The capacity of PHES

located in Germany
3
is currently in the range of 37–40 GWh with both a pump and generation

power of about 6GW[58–62]. While PHES systems have been used inGermany for over a century,

3
PHES systems with an additional storage capacity of about 15–20 GWh and a power of roughly 3 GW operating

entirely or partly for the German electricity market are located in Austria and Luxembourg [59, p. 38].
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Figure 2.5: Historical [42, 43] and planned [40, 41] installation capacities for photovoltaic (top) and wind (bottom) power

in Germany with capacities necessary for (nearly) 100% renewable energy systems according to studies of

Quaschning [47], ISE [48, 49], FfE [50], UBA [51], FZJ [52], dena [53] and BDI [54]

their expansion stagnated about 40 years ago [63, p. 421]. Even though the potential for currently

planned or possible future PHES projects is remarkable, many of these projects came to a halt,

and some existing PHES plants were (at least temporarily) shut down due to poor profitability

as well as unfavorable energy economic and policy framework conditions. Most importantly,

at least until the end of 2021, the price spread on the electricity market and the revenues for

regulating reserve power were very low, which is an unfavorable condition for all types of storage

systems in the grid. In addition, storage systems in Germany have to pay a quite significant grid
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2 Energy and mobility transition

charge
4
, further decreasing profitability. Other barriers are concerns and restrictions because of

environmental protection and the acceptance by residents [59, 60, 63, 65, 66].

In recent years, there has been a significant increase in stationary battery storage in Germany.

This can be seen in the development of overall power (orange curve) and capacity (green and

yellow curves) of stationary battery systems shown in Figure 2.6. In April 2024, about 13.0 GWh

of home, industrial, and large-scale battery systems combined were installed, most of which were

lithium-ion battery systems [67, 68]. In the last five years, the average yearly capacity growth rate

was approximately 60%— if it persists, the BESS capacity could exceed that of PHES located in

Germany (blue line) by 2026.

Figure 2.6 also contains projections of stationary battery capacity (green and yellow points) for

future energy systems with a 95% (FfE [50, p. 300], FZJ [52, pp. 31f.]) and 100% (ISE [48,

pp. 29f.], [69]) reduction of greenhouse gas emission in all sectors compared to 1990. The studies

of ISE [48, 69] and FZJ [52] also include projections of usable mobile battery capacities from EVs

supporting V2G (red points). The historical development of the total estimated battery capacity

of all battery electric vehicles (BEVs) and plug-in hybrid electric vehicles (PHEVs) registered

in Germany (gray curve) is shown for comparison [70, 71]. More than 2.33 million BEVs and

PHEVs were registered on January 1, 2024 [72], with a combined EV battery capacity of about

100 GWh [71]. This capacity is an order of magnitude higher than that of all stationary battery

systems and already more than 2.5 times the storage capacity of all PHES located in Germany.

Besides PHES, stationary and mobile battery storage systems, other technologies exist. Examples

are compressed air energy storage (CAES), sensible or latent heat storage, flywheel, electromag-

netic or capacitor energy storage systems, and synthetic gases or fuels produced with renewable

energy (i.e., PtX) that can later used in fuel cells or thermal power plants to generate electricity

again [58, 59, 73–75]. Although none of these technologies currently contribute any significant

storage capacity to the German electricity grid, it is expected that at least some of them will also

undergo massive expansion in the coming decades. Namely, both the potential and future demand

for long-term storage that can be provided with hydrogen and methane reservoirs is immense [48,

pp. 16, 29, 33f., 49], [52, pp. 32-38], [58].

As of 2024, all storage systems located in Germany combined could only feed in approximately

14 GW (ca. 27% of the average electricity demand) and would last no longer than four hours on

average at maximum feed-in power
5
. This is not sufficient for future energy systems with a high

share of volatile RES. The future generation and demand examples in Figure 2.4 (considering

the expansion targets shown in Figure 2.5) illustrate the situation: There are significant energy

4
after a transitional period during which they are exempt from the grid charge, see §118 EnWG, section 6 [64]

5
PHES: 6 GW / ca. 40 GWh [58–62], BESS: 8.4 GW / 13 GWh [67, 68], electricity demand: 458 TWh in 2023 [39]
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Figure 2.6: Historical development of BESS power (orange) and capacity (green and yellow curves) in Germany (data:

Figgener et al. [67, 68], CC BY 4.0) with stationary (green and yellow points) and V2G (red points) battery

capacity projections for highly renewable energy systems according to studies of ISE [48, 69], FfE [50], and

FZJ [52]. Capacity of PHES located in Germany (blue line) [58–62] and cumulative BEV and PHEV battery

capacity (gray curve, data: Hecht et al. [70, 71], CC BY 4.0) for reference.

surpluses at some times and high residual loads at other times, both often in the range of 100 GW

or more for several hours or even days. It quickly becomes evident that storage systems will have

to play a much more relevant role in the following decades, especially when aiming for a 100%

GHG-neutral energy system.

2.2 Electric vehicles

Worldwide, the transport sector accounted for 15% of the global GHG emissions in 2019 [17,

p. 8]. In Germany, it even accounted for 20% of the national emissions in 2022, of which about

98% are caused by road traffic [76, pp. 7, 23]. Since 1990, the GHG emissions of the German

transport sector have barely decreased at all [77, p. 315], [76, p. 24], which is problematic for

climate change mitigation.

As described in [78, pp. 14-16], the “transformation of the transport sector”, with the goal of

its decarbonization, can be divided into the “mobility transition” and the “energy transition in

transport”. The mobility transition refers to the reduction of energy demand in the transport

sector — substituting, reducing, or shortening trips and shifting to less energy-intensive forms of

transportation (e.g., from planes to rapid trains or from cars to public transport or bikes). On the
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2 Energy and mobility transition

other hand, the energy transition in the transport sector addresses the shift from carbon-intensive

fossil fuels to almost carbon-free sources for the remaining energy demand (e.g., the shift from

internal combustion engine vehicles (ICEVs) to EVs). Due to their high efficiency and the ability

to be charged by RES, EVs play a central role in both the reduction of primary energy demand and

the reduction of GHG emissions in the transport sector [17, p. 32], [78, pp. 44f.]. The emissions

of BEV passenger cars are already significantly lower than those of ICEVs. With the ongoing

energy transition and improvements in battery cell production and lifetime, their emissions will

continue to fall [79–83].

2.2.1 Classification of electric vehicles

EREV/REEV

• Main engine: 
electric motor

• Decoupled small 
ICE extends range

• Medium battery

• Typically charged
by the grid

EVICEV

ICEV

• Only  ICE (internal 
combustion engine)

• No electric
traction motor

• No traction battery

FCV/FC(H)EV

• Only electric motor

• Fuel cell and tank 
(typically H2)

• Auxiliary energy 
buffer (e.g., small 
battery or 
supercapacitors)

• Main engine: ICE

• Electric motor 
optimizes ICE use

• Very small battery

Mild hybrid Full hybrid

• Main engine: ICE

• Pure electric 
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Figure 2.7: A possible classification of ICEVs, EVs, hybrid electric vehicles (HEVs), PHEVs, BEVs, plug-in electric

vehicles (PEVs), and fuel cell electric vehicles (FCEVs)

Electric vehicles (EVs) can be divided into hybrid electric vehicles (HEVs), plug-in hybrid electric

vehicles (PHEVs), battery electric vehicles (BEVs), and fuel cell electric vehicles (FCEVs), as

shown in Figure 2.7 and described in [84, pp. v, 1-3., 53-62, 137-148]. While a BEV only uses

a battery as its primary energy storage (e.g., a lithium- or sodium-ion battery), HEVs are electric

vehicles powered by multiple energy sources, typically fuel burned in an internal combustion

engine (ICE) and a battery. Different HEV variants exist, such as mild or full hybrid vehicles,

as well as extended-range electric vehicles (EREV) / range-extended electric vehicles (REEV).

PHEVs are HEVs that can be charged by a plug, i.e., the battery can be charged by the electricity

grid and not only with energy from braking or the ICE. The term plug-in electric vehicle (PEV)

is sometimes used when considering both PHEV and BEV. On the other hand, an FCEV uses

fuel cells to convert energy stored in fuels into electricity used for driving. Often, the energy is

buffered with an additional battery, which is why some authors refer to it as a fuel cell hybrid

electric vehicle (FCHEV). While this thesis focuses on BEVs, much of the discussion and results

around V2G can also be transferred to PHEVs that have a significant battery capacity.
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2.2 Electric vehicles

2.2.2 EV charging

The EV charging infrastructure standards applicable in Germany are summarized in [85–87]. IEC

61851-1 [88], which covers conductive charging via cables, specifies four EV charging modes, as

shown in Figure 2.8. In modes 1, 2, and 3 (“AC charging”), the EV is connected to the alternating

current (AC) grid. The onboard charger (OBC) in the vehicle converts the AC voltage into a direct

current (DC) voltage to charge the battery. The charger is typically galvanically isolated.
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Figure 2.8: Conductive EV charging modes according to IEC 61851-1

• In mode 1, there is no communication between vehicle and infrastructure and no added

safety layer in the cable. Vehicles and users have to rely on the safety mechanisms installed

in the infrastructure. Therefore, this charging mode is forbidden in some countries.

• In mode 2, an In-Cable Control Box (ICCB), sometimes called an In-Cable Control and

Protection Device (IC-CPD), is integrated into the cable. It communicates with the vehicle

(e.g., to limit the charging current) and protects against electric shocks with a residual-

current device (RCD) as well as by monitoring the protective earth (PE) wire.

• In mode 3, a dedicated, usually permanently installed electric vehicle supply equipment

(EVSE), i.e., an AC charging station, is responsible for protection and communication to

the EV.

• In mode 4 (“DC charging”), the power electronics device that converts AC into DC is

located in a stationary charging system. The direct current is transferred to the battery

through the cable — the onboard charger is not used.

Since an OBC is located in the vehicle at all times, its weight and volume are more constrained

than stationary DC chargers, and thus, the maximum charging power for AC charging is typically
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2 Energy and mobility transition

low. For fast charging (e.g., on longer trips), DC chargers are more suitable. Since public DC

chargers typically serve a high number of customers, they can also be more expensive than an

OBC, which inherently only serves one EV.

Figure 2.9 shows a variety of other possibilities to charge EV batteries, also summarized in [89]:

• Besides the conductive charging modes, EVs could also be charged using wireless power
transfer (WPT) while parking or driving, as specified in the series of standards IEC

61980. Although not yet broadly commercialized for EV charging, this technology is

gaining momentum [90].

• Charging with pantographs, also called Automatic Connection Devices (ACDs), mounted

on the vehicle or the station, is already used for some electric buses in Europe [91–93].

• Connecting an EV to catenaries (overhead wires) while driving can drastically decrease

the necessary battery capacity if the coverage of overhead wires on the route is good
6
.

• Another alternative is battery swapping: Instead of charging it while in the EV, the empty

battery is removed from the car and charged stationarily. In the meantime, the EV can

continue to drive with another battery that is already charged. The first EV manufacturer

has been offering commercial battery swapping in China since 2018 [98] and opened its

first battery swap station in Germany in 2022 [99].

One of the first non-proprietary fast charging standards was CHAdeMO (derived from “Charge

de Move”). In 2011, several hundred chargers were installed in Japan [100], and Europe’s first

CHAdeMO charger followed in 2012 [101]. The competing standard was the Combined Charging

System (CCS), which combined the vehicle inlet for AC and DC charging. The CCS standard

prevailed in Europe, with its type 2 plug for AC and combo 2 plug for DC charging [102, 103].

Most EV models and charging networks in North America also support CCS (type 1 and combo

1 plug). However, several automakers have recently announced that they will support the North

American Charging Standard (NACS) in this region in the future [103]. In China, on the other

hand, the GB/T charging standards are used
7
. Although numerous CHAdeMO stations exist in

Europe and the USA, with few exceptions, this standard is mainly used by new EVs in Japan. It

is foreseeable that CHAdeMO will play a minor role outside Japan in the future [104].

In Germany, all public AC charging stations need at least one CCS “Type 2” and all public DC

stations at least one CCS “Combo 2” connection due to the “Ladesäulenverordnung” (charging

6
One historical example is the “trolleybus” [94]. As of 2020, almost 300 trolleybus systems were in operation world-

wide [95]. Several pilot projects in Germany have also investigated the use of overhead wires for the electrification

of truck traffic, with systems that are easier to handle and less constrained for driving [96, 97].

7
The “GB” standards are the national standards of the People’s Republic of China. The “T” is used for standards that

are recommended but not mandatory.
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Wireless power transfer (WPT): stationary and in motion
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Figure 2.9: Alternatives to conductive EV charging: wireless charging and battery swapping

station regulation) of 2016 [105], [86, pp. 21-23]. As a result, CCS Type 2 and Combo 2

connectors became the most common ones for charging stations installed and new vehicles

registered in Germany.

PE CPPP

View onto the vehicle inlet

N

L3

DC+DC–

L1

L2

Type 2
phases (L1/2/3),

neutral (N)
used for

AC charging

Combo 2
(DC+/-)
used for

DC charging

 proximity pilot (PP), 
protective earth (PE), 

control pilot (CP)
always used

Figure 2.10: Pinout of the Combined Charging System (Type 2 / Combo 2 connector)

Figure 2.10 shows the pinout of the combined Type 2 and Combo 2 connector on the vehicle

side, as specified in the standards IEC 62196-2 and IEC 62196-3 [106–109]. For single, two, or

three-phase AC charging, power transfer takes place over pins L1/2/3 and N. For DC charging, the

DC+/– pins are used to transfer power. The protective earth (PE), as well as the communication

pins proximity pilot (PP) and control pilot (CP), are connected in both charging modes. The PP

pin is used to detect a cable connection and— using a resistor coding between the PP and PE pins

— its nominal current rating. The CP pin is used to exchange information between EV and EVSE,
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2 Energy and mobility transition

i.e., the charging station. In the basic form of communication, the EVSE generates a pulse width

modulation (PWM) signal between the CP and PE pins, which the EV evaluates. The duty cycle

of the PWM provides information on the maximum current that the EVSE can deliver or if the

digital communication interface shall be used instead. The EV modulates the PWM amplitude to

signal its state to the EVSE.

This simple form of communication is only sufficient for basic AC charging, but not if more

information needs to be exchanged between EV and EVSE, such as for:

• DC charging: An isolation check is coordinated before the charging process starts, and

the EVSE needs to know the battery voltage and current limits.

• Plug and Charge (PnC): If both EVSE and EV support PnC, the payment process can be

handled automatically without user intervention — the user does not have to authenticate

himself with a charging card/chip or other payment methods before the charging begins.

• V2G power transfer: If the EV transmits energy back to the grid, EVSE and EV need to

exchange more information, for example, on tariff schemes and their capabilities, require-

ments, and needs.

In these cases, data is exchanged based on the power line communication (PLC) standard “Home-

Plug Green PHY” as specified in the series of standards ISO 15118. The high-frequent PLC

signal is modulated onto the CP pin in addition to the existing PWM signal to enable advanced

bidirectional data exchange between EVSE and EV.

In many scenarios, the EVSE or EV also need to exchange data with other entities, for example:

• to transmit information about charging sessions for billing purposes,

• to remotely monitor or control charging stations,

• to provide feedback about the grid state to other entities,

• to dynamically adjust the charging or discharging power, for instance:

– due to temporarily limited grid capacities,

– to optimize self-consumption of RES like PV systems,

– to minimize electricity costs when using dynamic tariff schemes,

– to minimize GHG emissions of the charging session considering dynamic specific

emissions of the electricity mix,

– to offer ancillary services such as grid frequency control.

While the communication standards between EVSE and EV are relatively well developed and

have already penetrated the market considerably, communication with other entities — such as

energy management system (EMS), charge point operator (CPO) / charge system operator (CSO),
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2.2 Electric vehicles

distribution system operator (DSO) or transmission system operator (TSO), electromobility ser-

vice provider (EMSP), electricity market or aggregators — is still subject to many uncertainties.

Among the most popular communication standards used for these purposes are Open Charge

Point Protocol (OCPP) [110], EEBUS [111], OpenADR [112] as well as the ones specified in

IEEE 2030.5 [113], IEC 60870-5-104 [114], and the series of norms IEC 63110. IEC 61850

is also worth mentioning since it currently covers the automation of electricity grid equipment

and Distributed Energy Resources (DER) and might be extended for the communication between

charging points and the electricity grid (IEC TR 61850-90-8) [115]. IEC 63382 (in development)

will cover the grid integration of EVs as well [115].

An overview of the standards, in which context they are used, how they compare against each

other, and examples of their use cases can be found in [115–123]. The TÜV Rheinland Consult-

ing GmbH and its project partners give a good overview of applicable communication standards

related to smart and bidirectional charging in Germany in their white paper about EV charging

control from 2022. For the communication with an EVSE, they recommend ISO 15118-20 for the

EV, OCPP (IEC 63110) for the CSO, and EEBUS (VDE-AR-E 2829-6, VDE-AR-E 2122-1000,

and soon IEC 63380) for the EMS and Smart Meter Gateway (SMGW) [124, p. 13, 18]. On a

European level, this is discussed in [123].

2.2.3 Development of electric mobility in Germany

About 49.1 million passenger cars were registered in Germany at the beginning of 2024, of which

only 1.41 million (2.9%) were BEVs and 0.92 million (1.9%) were PHEVs [72]. Moreover, there

were about 5 million motorcycles (of which 1.2% were BEVs), 85 thousand buses and coaches

(3.1% BEVs), 3.7 million trucks (2.1% BEVs), and 2.4 million tractor units (0.05% BEVs) [72].

On average, there were 582 registered passenger cars per 1000 inhabitants in Germany [125].

The car density is lower in large cities compared to other districts, as shown in Figure 2.11a (also

compare [126, pp. 35, 69]). The situation is reversed when considering the density per area: The

density (Figure 2.11b) as well as the total number of passenger cars (Figure 2.11c) in large cities

is by magnitudes higher than in rural districts due to the higher population density (Figure 2.11d).

The share of BEVs among all registered cars is particularly high in large cities (see Figure 2.11e),

in addition to some outlier districts where major car brands are located
8
. In general, the BEV

share is lower in the states of former East Germany, except for the Berlin region. The differences

for PHEVs are not quite as distinct, as shown in Figure 2.11f. The disparity could be explained by

the fact that most EVs are still relatively expensive and are consequently mainly bought or leased

8
e.g., 11.3% inWiesbaden (Opel in Rüsselsheim), 9.4% inWolfsburg and 5.4% in Braunschweig (Volkswagen), 5.25%
in Böblingen and 5.0% in Stuttgart (Mercedes-Benz and Porsche)
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Figure 2.11: Passenger car density a) per capita and b) area, c) total number of passenger cars, d) population den-

sity and e) share of BEVs (scale limited to 5%) and f) PHEVs (scale limited to 4%) in the dis-

tricts of Germany at the beginning of 2024. Vehicle and population data: KBA [125]. Cartographic

data: ©GeoBasis-DE / BKG 2023, Data license Germany – attribution – Version 2.0 (dl-de/by-2-0),

dataset: https://gdz.bkg.bund.de/index.php/default/digitale-geodaten/verwaltungsgebiete/verwaltungsgebie

te-1-2-500-000-stand-31-12-vg2500-12-31.html [127].

by wealthier people. There is a high correlation between average salaries (compare [128], [129,

pp. 8f.]) and BEV shares in the districts. As EVs tend to become cheaper, these regional

differences could diminish in several years.
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2.2 Electric vehicles

The market share of newly bought and registered BEVs has substantially risen in the last five

years. According to recent forecasts, the inventory of EVs is expected to increase significantly in

the following years, as summarized in Figure 2.12. Predictions for 2030 range from less than a
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Figure 2.12: Development of the passenger vehicle fleet inGermany and its electrification—historical data fromKBA [72,

130–134] and future projections from Dataforce [135], the coalition agreement of the current government

in Germany [136, p. 27], Fraunhofer ISE [48, p. 19], [137], NPM [138], Autohaus/Borscheid [139],

Shell/Prognos [140, pp. 63f.] and own estimations based on historical data and the development of market

shares [141]

million BEVs
9
[140, pp. 63f.] to almost 20 million BEVs [48, p. 19], [137].

9
Older studies, such as those by Prognos and Shell in 2014 [140], tend to underestimate the disruption of EVs and the

development of the car inventory in general. Their projection of 1 million EVs in 2030 was already reached in 2022.
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Even though the electrification of the transport sector is predicted to reduce primary energy

demand significantly, it will contribute to a considerable increase in electricity demand in the

future. For example, if 50 million passenger cars were BEVs, their average consumption was

22 kWh/100 km, including charging losses, and their average yearly driving distancewas 14700 km

(compare [126, p. 4]), the additional electricity demand would be 161.7 TWh per year. This

corresponds to a 33.5% increase in electricity demand
10

compared to 483 TWh in 2022 [39].

The battery capacity of themore than 200 different passenger BEVmodels available in theGerman

market in 2023 ranges from approximately 6 kWh to 108 kWh [143]. Based on calculations of

Hecht et al. [70, 71], the average battery capacity of all battery electric cars registered in Germany

until July 2022 was approximately 52 kWh
11
.

The power of typical OBCs ranges from 3.6 kW to 22 kW [144, 145]. In July 2022, almost all

BEVs in Germany had an 11-kW OBC
12
, and their maximum DC charging capability averaged

roughly 82 kW, according to Hecht et al. [70].

Alongside the growth in the EV inventory, the charging infrastructure is also expanding: There

were more than 95,000 public AC charging points (most of which have a power rating of 11 or

22 kW) and more than 18,000 public DC charging points (most of which have a maximum power

of 50, 150, or 300 kW) in Germany as of March 2024 [146]. However, the actual charging power

is also limited to the maximum charging capability of the vehicle, which depends on the EV

model and factors such as battery temperature and State of Charge (SoC). An unheated battery at

cold winter temperatures or high SoCs typically prevents a high charging power.

The current government in Germany aims for one million public charging points for 15 million

EVs by 2030 [136, pp. 27, 51f.]. However, some experts are of the opinion that significantly fewer

public charging points are sufficient to reach this ambitious vehicle electrification target [147].

10
The estimation is rather pessimistic because a high number of EVs and a high average consumption [142] are assumed,

and decreased electricity demand from reduced fossil fuel production, distribution, and provision is not considered.

11
about 755,000 BEVs [70, fig. 1] with an estimated total battery capacity of 39.4 GWh [70, fig. 2]

12
the average was 8.7 kW

24



3 Vehicle-to-Grid (V2G)

This chapter explores the diverse aspects of V2G to build an understanding of its dependencies

and interrelationships. Alongside the motivation and general operating principle, applications are

presented, economic and social aspects are outlined, and advantages, disadvantages, and barriers

are discussed.

3.1 Motivation and concept

With the rapid development of electric mobility in Germany, charging millions of EVs is increas-

ingly becoming a challenge for the energy system, especially the distribution grids. While the

overall increase in electric energy demand is moderate — even if all passenger cars in Germany

were EVs — the peak power demand of the charging sessions could significantly exceed the

present capabilities of the grid. A common concern is that this could be an issue, especially in the

evening, when many people come home from work and plug in their electric cars to charge [148,

pp. 24f.]. Several approaches exist to solve this problem and guarantee the safe and reliable

operation of the electricity grid and the ramp-up of electric mobility.

3.1.1 Smart charging

An EV only supports unidirectional charging if it can solely recharge energy from a charging

station but not discharge the battery again, i.e., return energy to the grid. For conventional (i.e.,
uncontrolled) unidirectional charging, the vehicle is connected to the station, and the charging

process (i.e., power flow from the grid to the battery) starts immediately. The vehicle charges up to

a preset charging limit or until the user ends the charging session. In contrast, smart unidirectional
charging is influenced by other conditions (e.g., departure time, variable electricity prices, grid

state, battery degradation). The charging process does not necessarily start immediately and also

not inevitably until the vehicle is fully charged. The objective is not to charge the battery as

quickly as possible but to provide other benefits (e.g., for the electricity grid, the battery, or the

user) in this process. The advantages of grid-serving charging of EVs were already recognized in
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the early 1980s [149].

Smart charging is sometimes referred to as “V1G”, e.g., by the Charging Interface Initiative e.V.

(CharIN), which further distinguishes between “controlled” and “cooperative” charging [150].

Why smart charging can be beneficial or even necessary for integrating EVs into the grid will

be explained using examples from the Netze BW GmbH, a large DSO in Germany. In various

field studies, the company investigated the effect of higher penetrations of EV charging on the

grids [151]. Since 2018, there have been four projects: The “E-Mobility-Allee” [152, 153],

the “E-Mobility-Carré” [154, 155], the “E-Mobility-Chaussee” [156, 157], and the “NETZlabor

Intelligentes Heimladen” (Grid Lab Intelligent Home Charging) [158]. Within the projects, the

DSO tested the effects of (also see Figure 3.1):

• Uncontrolled (“natural”) charging: EV owners charge their car whenever they want —

typically, the EV starts to charge as soon as it is plugged in until it is fully charged or the

battery SoC reaches a defined level [154, p. 56].

• Static charging management: The maximum available charging power is limited at certain

times based on a fixed schedule [156, p. 82].

• Dynamic charging management: The maximum power is limited based on real-time mea-

surements and communication between EV, EVSE, and grid infrastructure, for instance:

– when the grid conditions, e.g., the power rating of the customers’ grid connection,

require a decrease in electricity demand (“grid-compatible charging”) [156, pp. 82-

84],

– to prevent congestion in the distribution grid (“grid-serving charging”) [156, p. 84],

– to improve stability and prevent congestion in the European transmission grid

(“system-serving charging”) [156, p. 84], or

– to reduce electricity costs for charging based on variable tariff rates (“market-oriented

charging”) [156, p. 85].

• Stationary battery systems: A BESS installed in the distribution grid and controlled by the

DSO, either with fixed or dynamic charging and discharging schedules [156, pp. 66-81].

• Line regulators: Active adjustment of the grid voltage with an electronic regulation system.

The device can be placed in a distribution cabinet, for example, in remote areas with long

line distances that would otherwise have too high voltage deviations [156, pp. 58-65].

• Simultaneous charging: In stress tests, all EVs are charged simultaneously on purpose, e.g.,

to test the effectiveness of previously mentioned measures [152, pp. 32-37] [158].

The field tests have shown that the maximum charging power of all EVs in the investigated

grids combined (and thus the simultaneity factor) is usually much lower than initially feared —
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Figure 3.1: Unidirectional charging of an EV: conventional, uncontrolled charging (top) and smart charging with static

(bottom left) or dynamic (bottom right) charging management

especially if a high number of EVs is considered. A possible explanation is that people’s lifestyles

are much more different than sometimes anticipated. For example, not everyone comes home

from work at the same time; some people work part-time, in shifts, or at home, or use other modes

of transportation for their daily commute, have a vacation, are on parental leave, or are retired.

Moreover, not everyone charges their EV every day.

In the first project, the maximum simultaneity factor was 50%, but only 0.1% of the time. During

73% of the time, none of the ten EVs in the project was charging at all [152, pp. 24, 29]. The

highest simultaneity factor in the second study with 58 EVs was even lower, with 22.4% [154,

pp. 59]. In a third, smaller experiment with eight EVs in a rural area, a maximum of six

simultaneous charging processes (i.e., 75%) took place [156, pp. 59]. The combined charging

power was highest between approximately 6 PM and midnight in all projects, with peaks at around

9 PM [152, p. 26], [154, pp. 58], [156, pp. 128].

Even though the simultaneity factor was relatively low, for high penetration of EVs, it is essential

to reduce the share of conventional, uncontrolled charging processes to avoid, postpone, or at

least reduce a costly expansion of the grid and electrical installation of the customers. Expanding

the energy system for a very high share of uncontrolled charging sessions might be conceivable.

However, it is highly questionable whether the low added value justifies the significant additional

costs of such an electricity system that is considerably oversized for the majority of the time.
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Instead, more innovative solutions yield cost-optimal results without affecting EV charging satis-

faction noticeably.

In all completed field studies of Netze BW, load management (i.e., DR/DSM) proved to be the

most effective option of all the measures investigated [152, p. 24], [154, p. 92], [156, p. 132]. The

studies focused on private charging points, where, according to the DSO, around 70% of charging

sessions take place [154, p. 19]. In this environment, the EVs are typically connected to the

charger for much longer than they need to charge. Therefore, the potential for controlled charging

was high, but the influence on EV utilization was minimal. About 90% of the participants did

not feel restricted by it, and many did not even notice a difference at all [152, p. 24], [154,

p. 66], [156, p. 129]. While in the most recent field study, all participants wanted to have an

opportunity to charge their car immediately on demand, this option was only used once in the

whole experiment [156, p. 101].

In the largest investigation, the peak load on the grid side could be reduced from 98 kW to

40 kW through dynamic charging management, which would also have allowed the vehicles to be

supplied via the grid connection of the building that existed before the study [154, pp. 78, 80].

Despite the success, several challenges were mentioned in the field experiments. For example,

some EVs only charge with one or two phases, in general, or toward the end of the charging

process — this can cause high asymmetries in the grid voltages [152, pp. 30-33], [154, pp. 84-

89], [156, pp. 119-123]. Moreover, alternatives to controlled charging that reduce demand peaks

without influencing the charging process (such as stationary battery systems) have significantly

higher investment and operating costs. In addition, a BESS needs more space and is currently

not allowed to be operated by DSOs [156, pp. 80f., 132]. While a BESS could reduce peak loads

and improve voltage stability and asymmetry [156, pp. 78-81], optimal dimensioning is difficult

if it is the only means to limit peak demand. If the storage is too small, significant demand peaks

can occur once the battery is fully discharged, as seen in the “E-Mobility-Carré” project. On the

other hand, a larger battery is more expensive and often not used at all [154, p. 71]. Due to the

high cost of a BESS, a grid expansion might sometimes even be the cheaper option [156, p. 81].

Smart (unidirectional) charging management [159–161] is becoming increasingly common in

Europe. In Norway, by far the leader in electric mobility per inhabitant [162], smart meters were

already installed in 97% of households in 2019 [163], and 84% of the grid users have dynamic

electricity tariffs [164, p. 22], [165], providing good preconditions for smarter charging. Since

July 2022, all new private charging points sold in the UK must have “smart functionality” [166].

In Germany, AC charging points for private households, municipalities, and companies have

been heavily subsidized if they feature interfaces for communicating with the energy system, for

example, to reduce charging power [167–169]. However, widespread deployment of smart meters

is not planned until around 2030 [170], which will likely delay the use of charging management.
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3.1.2 Bidirectional charging (Vehicle-to-Grid)

Smart charging can improve grid stability or the utilization of RES by offering flexibility through

an adjustment of the electricity demand profile. In limiting the peak load, it enables a higher

number of EVs in the grid than uncontrolled charging. However, an even higher potential can

be unlocked when the vehicles also provide their battery storage to feed back energy into the

grid — comparable with a stationary BESS. This concept is called bidirectional charging or

Vehicle-to-Grid (V2G) and sometimes also Vehicle-Grid Integration (VGI).

An illustration is given in Figure 3.2: The EV arrives at 5 PM and departs at 7 AM the next day,

as in the previous examples in Figure 3.1. Similarly, the EV shall charge sufficient energy from

the grid — Grid-to-Vehicle (G2V) or forward power transfer (FPT) — to ensure that the user’s

mobility needs are not negatively affected. However, to support the grid at certain times of high

demand in the evening hours, energy is fed back from the EV into the grid as well — V2G or

reverse power transfer (RPT). As in the previous examples, the battery has sufficient energy when

the user departs. However, the RPT capability of a limited number of EVs could help to integrate

even more EVs into the grid than possible with controlled charging alone.
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Figure 3.2: Bidirectional charging of an EV

Grid support and the prevention or reduction of grid reinforcement measures for the transition to

EVs are only one part of the motivation for V2G. Another important driver is the storage capacity

needed for the energy transition. It is also conceivable that V2G will contribute to stabilizing the

grid by providing ancillary services, such as frequency and voltage control. Until now, they have

been handled primarily by conventional large-scale power plants, which are expected to be phased
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out as part of the energy transition. Because of these promising prospects, it is an appealing idea

to make the already existing EV batteries accessible for grid-serving purposes when the vehicles

are not in use and have access to bidirectional charging points, for example, at home or work.

The fundamental concept of V2G was identified more than 25 years ago, which makes it surpris-

ing that it is still not widely used. One factor is the unsteady development of electric mobility

in general. The first EVs were already invented in the 19th century. However, ICEVs became

dominant at the beginning of the 20th century [171]. Driven by regulations such as the Cali-

fornia Air Resources Board’s (CARB) “Zero-Emission Vehicle (ZEV) Program” of 1990 [172],

automakers developed new battery and hybrid electric vehicles such as the GM EV1, which was

introduced in 1996 [171]. One year later, Kempton and Letendre first published the concept of

Vehicle-to-Grid [2, 173]. The authors recognized that V2G could be beneficial for integrating

renewables by providing storage. Other advantages named were the use of EVs for peak load

generation or grid support, e.g., to reduce grid expansion (decentralized energy transition) or

through frequency control. However, the development of EVs stalled when the ZEV targets were

suspended after lobbying by the automotive and oil industries and a lawsuit [172, 174, 175], and

only recently began to gain momentum again
1
.

Even though the benefits of V2G were recognized early on, the delays in the EV market develop-

ment and the generally high cost and low storage capacity of batteries in the past may also have

caused V2G to remain largely irrelevant for a long time. Nevertheless, research in the field of

V2G has progressed significantly since then. In addition to theoretical investigations, simulations,

and prototypes, there have been an increasing number of field studies and model projects, proving

that V2G is not just an exciting concept but will very likely be an integral part of future electricity

grids.

1
At the time of the V2G study, it was mandated that by 2003, 10% of passenger cars sold by automakers in California

shall be ZEVs [2, 176]. This target was not met until 2021 [177].
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3.2 Fields of application

After outlining the general principle of bidirectional charging, this chapter aims to show how,

where, and when V2G can be used. Besides potential use cases and their respective technical

requirements, suitable vehicle classes, charging locations, and charger types are discussed.

3.2.1 Use cases of V2G

Bidirectional charging is often distinguished by the environment in which it is used or the energy

consumer type powered by it:

• Vehicle-to-Load (V2L): An electrical load (e.g., a device or machine) is powered by the

EV battery using a single- or three-phase socket inside or outside the vehicle.

• Vehicle-to-Vehicle (V2V): Energy is exchanged from one EV to another
2
, e.g., to share

energy with stranded EVs with empty batteries so they can reach the next charging station.

• Vehicle-to-Home (V2H): The EV shares energy within the home, i.e., behind the meter

(BTM). No energy flows from the EV to the grid. In commercial or industrial environments,

or if energy is delivered to multiple homes (e.g., within an apartment building), the terms

Vehicle-to-Building (V2B) or Vehicle-to-Community (V2C) are used instead.

• Vehicle-to-Grid (V2G): Energy is also shared with the public electricity grid, i.e., front

of the meter (FTM).

• Vehicle-to-X (V2X): An umbrella term for the applications mentioned in this list.

From a hardware perspective, there are typically few differences between these types of bidirec-

tional charging. Therefore, V2G is mainly used as a general term in this thesis, independent of

the exact application.

In these environments, there are different use cases, i.e., purposes forwhich smart and bidirectional

charging are used. A non-exhaustive overview of these use cases and services — most of which

can be found in the literature, e.g., [7, 8, 178–182], [183, pp. 10-19] — is presented in Table 3.1.

2
using a V2L/V2V adapter since the standard type 2 cable used for AC charging has one female and one male end, so

it cannot directly be connected between two vehicles
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Table 3.1: Overview of V1G and V2X use cases and services

Description Environment
*
Type Capabilities

Increase degree of PV self-consumption and

self-sufficiency (e.g., home storage system)

P, C, I V1G or

V2H/B

P−
(ph), CE

P
+/−
(ph), CE

Minimize electricity cost from the grid

(with time-of-use or dynamic tariffs)

P, C, I V1G or

V2H/B/G

P
−
, CE/P

P
+/−

, CE/P

Electricity trading / arbitrage

(e.g., day-ahead, intraday)

esp. P, I V2G P
+/−

, CA

Virtual power plant P, C, I V2G P
+/−

, CA

Energy sharing esp. P V2G P
+/−

, CE/A

Peak shaving / valley filling (load shifting) P, C, I V1G P
−
, CE/G

Peak shaving (through power feed-in) P, C, I V2B/G P
+
, CE/G

Grid congestion management

(e.g., redispatch / virtual power line)

P, C, I V2G P
+/−

, CA/G

Energy transport (e.g., using energy

charged at work to power the home)

esp. P V2H/B P
+/−

, CE

RES surplus energy charging P, C, I V1G P
−
, CE

RES maximization P, C, I V2G P
+/−

, CE

CO2-minimized charging esp. P V1G P
−
, CE

CO2 emission minimization
3

esp. P V2G P
+/−

, CE

Demand response (e.g., interruptible load) P, C, I V1G P
−
, CA/G

Capacity reserve (to avoid blackouts) P, C, I V2G P
+
, CA/G

Battery lifetime maximization P, C, I V1G or

V2H/B/G

P
−
, BM

P
+/−

, BM

Virtual inertia (VI) P, C, I V2G P
+/−

, ḟ , HSC

Primary frequency control P, C, I V2G P
+/−

, HSC

Secondary & tertiary frequency control P, C, I V2G P
+/−

, CA

Voltage control P, C, I V2G Q
+/−
ph

Low-voltage, high-voltage, and fault

ride-through (LVRT, HVRT, FRT)

P, C, I V2G Q
+/−
ph , HSC, FRT

Reactive power compensation I V2B Q
+/−
(ph), CE/G

Oscillation damping esp. I V2G P
+/−
(ph), HSC

Harmonic cancellation I V2B/G P
+/−
(ph), HSC

(continued on next page)

32



3.2 Fields of application

Table 3.1 (continued)

Description Environment
*
Type Capabilities

Blackout recovery (black start capability) P, C, I V2G P
+
, CG

Backup power supply P, C, I V2L/H/B P+
ph, Q

+/−
ph , CE,

HSC, FRT

Electricity generator / mobile power supply P, C, I V2L P+
ph, Q

+/−
ph

*
P = private (typically at home), C = commercial (e.g., at the charging station of a supermarket, or using a car-sharing

or a company’s fleet), I = industrial (e.g., at the charging station for factory employees)

Multiple use cases mentioned in Table 3.1 could be used (some even at the same time) to pursue

one or a balanced mix of multiple strategies, for example, minimizing electricity or overall costs,

maximizing revenue
4
, prolonging battery life [180], minimizing user dissatisfaction [185], or

reducing emissions
5
.

The electrical and information technology capabilities of the bidirectional charging unitmentioned

in the use case overview in Table 3.1 are explained in Table 3.2.

Table 3.2: Overview of electrical and information technology capabilities for different V1G and V2X use cases and

services

Capability Description

P
+

V2G — active power feed-in control (phase-independent, i.e., arbitrarily — e.g.,

symmetrical or only on some phases)

P+
ph V2G — active feed-in demand control (phase-specific, i.e., typically asymmetric)

P
−

G2V/V1G — active power demand control (phase-independent)

P−
ph G2V/V1G — active power demand control (phase-specific)

Q
+/−

reactive power provisioning (phase-independent)

Q
+/−
ph reactive power provisioning (phase-specific)

ḟ high-speed, smooth frequency derivation calculation

CE communication to the EMS

CP communication to the electricity provider

(continued on next page)

3
e.g., charging when marginal/average emissions are low and discharging when they are high — other GHG and

particle emissions causing climate change and adverse health effects could also be considered [183, pp. 43-47], [184]

4
In contrast to minimizing costs, maximizing revenue (by providing as many profitable use cases as possible) could

have a greater impact on battery life, which would also increase costs more.

5
If the battery is discharged at a time of high average (or marginal) emissions and recharged at a time of lower ones,

even negative emissions can be attributed to the EV [186, p. 174], [181, p. 87].

33



3 Vehicle-to-Grid (V2G)

Table 3.2 (continued)

Capability Description

CA communication to an aggregator

CG communication to the grid (local substation or DSO/TSO)

HSC high-speed, low-latency control (in the order of milliseconds)
6

FRT fault ride-through (over-voltage and over-current capability/handling, robustness)

BM prognostic modeling of battery aging [4, p. 27], [187, pp. 344f.]

In some applications, whether the power must be controlled phase-dependently (i.e., usually

asymmetrically) or can be set independently (e.g., symmetrically or on an arbitrary phase) depends

on how the power is calculated in the electricity meter. This can be phase-related or balanced,

i.e., feed-in on one phase and consumption on another are offset against each other.

Bidirectional chargers will likely experience significantly higher usage compared to unidirectional

chargers. Thus, its power electronics need to have higher reliability and longevity. Low power

losses in standby, idle, and partial load are crucial in applications where the charger is active for

long periods without delivering significant energy. Examples of these applications are frequency

control or the use of an EV as a home storage system.

3.2.2 Suitable vehicle types

Private passenger cars are not utilized most of the time: On average, they are only used for 3% of

the day in Germany [126, p. 4]. At all times, more than 50% of private passenger cars are parked

at home, and more than 70% are either at home or at work, according to studies in Germany [126,

pp. 76f.] and the US [189]. On average, they are parked at home for more than 20 hours and at

work for a little less than 2 hours per day in Germany [126, p. 76], as shown in Figure 3.3.

The average daily driving distance per private passenger car is 40 km [126, pp. 4, 70]. With a

relatively conservative consumption estimation of 20 kWh/100 km (without charging losses), this

equivalents to an energy demand from the battery of 8 kWh. As mentioned in Chapter 2.2.3,

the mean battery capacity of today’s BEVs is about 52 kWh. Thus, only around 15% of the

average battery capacity is used on a daily basis (see Figure 3.3a). As these are mean values,

some vehicles certainly travel much longer distances and need more energy from the battery. On

the other hand, 40% of passenger cars are not used at all on an average day, according to the

6
Some stationary home storage systems have reaction times of more than two and settling times of more than ten

seconds [188, p. 38]. However, reaction times of only a few milliseconds are needed in some use cases.
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aforementioned mobility study [126, pp. 4, 70]. According to Dena and Prognos, in 40% of

cases, the daily travel distance of passenger cars is less than 20 km, and only in 12% of cases, it

is 100 km or longer [129, p. 8].

In order to recharge the 56 kWh of energy consumed in a week, the BEV needs to be connected

to an 11 kW charger for about 6 hours (or about 9 hours to a 7.2 kW charger). So, the vehicle

needs to be charged less than 4% (or 6%) of the overall parking time, as shown in Figure 3.3b/c.

Larger EVs — such as electric trucks, tractor units, buses, and coaches — might also be used for

V2G. They typically have much larger battery capacities, which is beneficial for their usage as an

energy storage for the grid. However, since these vehicles are mainly used commercially, they are

usually utilized much more intensively. Not only do they drive and charge significantly more, but

they are also used more frequently, which hinders the use of bidirectional charging applications

in many cases. On the other hand, they might have more deterministic and predictable driving

patterns (e.g., departure time and route length), which could help to get the most out of V2G in

some instances.

Motorhomes are an exception: In many cases, they are only used seasonally, i.e., for a few months

of the year, and have long parking periods outside the season (as well as at campsites). There were

almost 840,000 motorhomes registered in Germany at the beginning of 2023 [190]. Even though

there are currently almost no battery electric models, future BEV or PHEV versions could also

be equipped with V2G capability. The bidirectional charging system would have the advantage

of being able to power sockets in the motorhome even without access to an electricity grid (V2L).

Since the battery can be used as large energy storage, together with a solar system on the roof and

exterior walls, this would enable longer stays away from electricity grids and still allow occupants

to use electricity.

a) How much energy [kWh] does an EV need for the average distance traveled per day?

8 44

Average battery capacity used per day Unused capacity for the average battery size

b) How long [h] does an EV have to charge to replenish the average energy consumed each week?

6 3 159

With an 11 kW charger Additional time with a 7.2 kW charger Rest of the week: not charging

c) How are private cars used on average (time in [h:mm])?

20:15 1:42

0:
27

0:
50

0:
46

Parking at home  at work  while shopping  at other locations Driving

Figure 3.3: Summary of the average private passenger BEV usage in Germany
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In some countries, dedicated school buses are used to take students to school and back home

again. These buses usually have much lower utilization rates and drive shorter daily distances

than those used in public transport. Therefore, they are well suited for V2G applications. The

V2G charging company Nuvve has already been offering V2G services for school buses in the US

since 2020 [191–193].

Smaller EVs — such as electric motorcycles, scooters, and e-bikes — have significantly lower

battery capacities and tend to be more price-sensitive. The cost overhead for V2G and the

relatively low revenue could prevent V2G from being established in these applications.

Since the application in passenger cars appears to have the highest potential, only these vehicles

are discussed below. However, the discussion and results can usually be applied to other vehicle

categories as well.

3.2.3 Suitable charging locations and occasions

Charging points at which drivers want to recharge energy as quickly as possible, e.g., DC fast

chargers used during long-distance trips, are very unsuitable for most V2G applications with

RPT. Instead, smart charging management should ensure that all vehicles charge as fast as the

EV, EVSE, and grid connection allow.

AC and DC chargers at shopping centers and supermarkets typically also serve customers with

relatively short charging times. They offer the possibility to deliver significant amounts of energy

while drivers can fulfill everyday duties, which is particularly beneficial for people without

opportunities to charge at home or work. In these cases, it is likely that most customers do not

want to discharge the battery but also charge it as quickly as possible. Moreover, the number of

such charging points is limited, and — from a broader perspective — instead of being used for

discharging, providing as much energy as possible to as many customers as possible would be

more helpful. The situation is different if supermarket parking lots are also made available for

charging EVs at night, which is particularly useful in densely populated areas (compare [147]).

In this case, the EVs of nearby residents that park and charge there for longer periods overnight

could also be charged with DR/V1G or offer V2G services.

Other public charging spots with longer parking times, e.g., near leisure activities, might be more

suitable for V2G. However, the average time vehicles are located there is relatively small (compare

Figure 3.3c). Exceptions are parking facilities at train stations or airports, where passenger cars

are typically parked for several hours or even weeks.

At the place of work or education, on the other hand, most cars rest for several hours. Charging at

work is particularly helpful for people without access to private charging points. Since BEVs have
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not yet prevailed in this target group, this could also help the electrification of passenger cars in

general. Using V2G at work can be particularly interesting for EV users with full-time positions

and charging options at or near the workplace since their vehicles are usually parked for more

than eight hours. This means that, on average, enough energy for an entire week can be provided

by just one unidirectional charging session (compare Figure 3.3b). If less energy needs to be

recharged per session (e.g., because the EV can be charged several times a week or drives less

than the average vehicle), the additional time can be used to coordinate the V1G or V2G charging

process with the employer’s EMS, so that there are benefits for the company (or CPO) as well.

The same applies if the EV can charge faster (e.g. if EV and EVSE support AC or DC charging

with more than 11 kW). Large, often flat roof areas and sheltered parking lots also facilitate the

installation of relatively cheap large-scale PV systems. They could be combined with smart uni-

or bidirectional charging systems to reduce the cost of charging and offer peak shaving or other

functionalities for the company.

In Germany, 70.1% of employees had full-time jobs in 2019 [194], and 45% of jobholders worked

at large businesses in 2020 [195]. These companies often have dedicated parking lots near or on

the site, facilitating the installation of many charging points for employees.

Vehicle fleets of businesses could be V2G-capable as well. In many cases, they remain at the

company the majority of the time, offering high temporal flexibility for energy to be charged and

discharged — especially at night or during weekends. If the vehicles are booked in advance, the

charging management can also consider this to ensure the EVs are charged in time.

Similarly, car-sharing operators offering EVs have fleets of vehicles often booked in advance,

sometimes with dedicated charging points distributed in cities. While the energy of individual

cars used for V2G might be comparatively low to allow spontaneous bookings, the car-sharing

operator could aggregate all its vehicles. As a result, large car-sharing operators could provide

high cumulative charging and discharging power and even trade it on electricity markets.

Using V2G when charging at home has the highest potential: This is where private passenger

cars spend by far the most time (84% on average), as already addressed in Figure 3.3c. In this

environment, V2G could be used primarily at private but also at public or shared/semi-public
7

charging points. In Germany, there were about 41.7 million apartments at the end of 2021. As

shown in Figure 3.4a/b, 12.94 million buildings had one apartment, 3.17 million buildings had

two (containing a total of 6.33 million apartments), and 3.25 million buildings had three or more

apartments [196, p. 10]. Hence, 46% of the apartments are in single- or two-family
8
houses,

where private charging opportunities exist in many cases.

7
e.g., parking lots/garages of apartment buildings

8
Depending on the definition, a house with two apartments might also be called a “single-family house” — here, it is

referred to as a “two-family house”.
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a) How many residential buildings of different types are there (number of houses)?

12.94 million 3.17 million 3.27 million

Single-family houses Two-family houses Houses with three or more apartments

b) In what type of building are apartments located (number of apartments)?

12.94 million 6.33 million 22.39 million

In single-family houses In two-family houses In houses with three or more apartments

c) Where do private passenger cars park when at home (in %)?

75 19 5 1

On private property In public street space In a parking garage Others

Figure 3.4:Where do people park their passenger cars in Germany when they are at home [126, pp. 76f.], and in what

type of residential building do they live [196, p. 10]?

On average, 75% of cars park on private property when at home (see Figure 3.4c), ranging from

40% in large cities to 90% in rural areas [126, pp. 76f.]. While parking on private ground

does not automatically guarantee that EV owners will be able to install their own (bidirectional)

charging points, inmany cases, it is possible—especially at single-family homes or semi-detached

buildings. According to a survey from Bozem et al. carried out in 2013, 83% of single-family

households in Germany had a private parking space, of which 85% (i.e., about 70% of single-

family households in total) had access to electricity [197, pp. 52f.]. In multi-family houses, only

55% had a private parking space, of which 50% had access to electricity at that time (i.e., only

a total of about 27% of all households in multi-family houses) [197, pp. 52f.]. In total, around

17 to 19 million households in Germany have a private parking space with access to electricity,

which would potentially allow installing an own charging point and thus use V2G at home.

There are additional limitations for buildings with many apartments, mainly found in densely

populated cities [129, p. 13] (also see Figure A.1 in the appendix). Even if private car parking

spaces exist, it is likely that the grid connection does not allow each resident to have its own

dedicated charging point — at least not without heavily limiting the maximum charging power

with dynamic load management. Therefore, sharing charging points might be financially more

efficient. In this case, it is unlikely that EV owners are interested in using V2G services since it

is more convenient to charge as much energy as possible whenever the EV has the opportunity to

charge.
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3.2.4 Suitable charger types

There are three main charging types for V2G, as shown in Figure 3.5:
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Figure 3.5: V2G charging options: a) AC charging with an OBC, b) DC charging with a dedicated DC charging station,

c) charging in a DC grid with a DC/DC converter or an integrated multi-port inverter for PV, BESS, and EV

a) Bidirectional AC charging: BEVs have a built-in OBC, allowing users to charge at the

numerous publicAC charging points and using anAChome charger. ThisOBCneeds bidirectional

power electronics hardware to support V2G. It is usually more expensive than a conventional,

unidirectional OBC and thus not standard in vehicles sold in the past. However, the added cost

for bidirectional charging is comparatively small.

The communication messages for bidirectional power transfer (BPT) defined in ISO 15118-20

need to be supported in the software of the OBC controller to exchange information with the

EVSE. The PLC hardware required for this information exchange is defined in ISO 15118-3 and

is already present in BEVs since it is also required for unidirectional DC charging.

For AC charging, the EVSE is, in simplified terms, a power outlet with added protection features

and a communication interface. Compared to a unidirectional AC charger, a bidirectional EVSE

also needs to support the BPT communication messages. The required power line communication

hardware is sometimes already present in unidirectional AC EVSEs. An AC charger is typically

inexpensive, and there are almost no additional hardware costs to support bidirectional charging.
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b) Bidirectional DC charging: The OBC is unused. The EV essentially only needs to support

the communication messages required for V2G, so the added costs to support V2G are very low.

However, there are significant additional costs in the EVSE: Instead of the power electronics of

the OBC, an additional external DC charger is used, including the bidirectional power electronics.

c) Bidirectional DC charging in a DC grid: It is also conceivable to integrate multiple DC

sources and loads— such as a PV system, a BESS, and unidirectional or bidirectional EV chargers

— to a combined DC system [198, pp. 4f.], [199, p. 20]. This could be realized by a hybrid

inverter with multiple DC ports or a distributed DC grid.

On the EV side, this is equivalent to bidirectional DC charging (Figure 3.5b). For the EVSE, the

cost would be reduced since only a bidirectional DC/DC charger is required.

The overall system cost can also be reduced compared to individual PV and BESS inverters and

EV charging devices since fewer power electronics components are needed. The bidirectional

grid-tie inverter could potentially be sized smaller and is consequently less expensive than the

sum of all inverters otherwise required since energy is shared across the DC bus. Moreover,

there are fewer conversion processes, e.g., between the PV system and the EV, which increases

efficiency.

From the perspective of an EV original equipment manufacturer (OEM), bidirectional DC charg-

ing (Figure 3.5b/c) is preferred since the V2G capability of the EV is inexpensive and easy to

implement. Compared to unidirectional charging, the added complexity in the EV is low. Tech-

nical aspects of the AC grid, such as grid codes, standards, tests, certifications, and their regional

differences, do not need to be considered. According to interviews and panel discussions with

car and charger manufacturers
9
, some BEV OEMs are even considering omitting the OBCs in

the future. Advantages for the OEM are reduced weight, space, complexity, development cost,

and EV price. An EV driver user could only use AC chargers if an additionally acquired mobile

charger is carried along.

The situation is different from the perspective of an EV user. If the user plans to acquire an EV,

a PV system, and a BESS, a combined bidirectional DC charging system (Figure 3.5c) might be

the most cost-effective solution. However, if a PV system is already present or not an option,

there are two possibilities: The OBC of the EV supports bidirectional charging (Figure 3.5a), or

a dedicated bidirectional DC charging station is required (Figure 3.5b).

Although a bidirectional OBC is more expensive than a unidirectional OBC, the added cost for

V2G support is relatively small. The hardware cost of a bidirectional AC EVSE is low as well.

On the other hand, a dedicated DC charger requires an entirely new and costly power electronics

device in addition to the OBC typically already installed in an EV. From the user perspective,

9
at the IQPC Ultra Fast Charging Systems in Berlin in 2019, the Vehicle-2-Grid Conference in Münster in 2022, and

the 25th European Conference on Power Electronics and Applications (EPE’23) in 2023; also compare [200, 201]
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buying an EV that supports bidirectional AC charging is most likely financiallymore advantageous

than buying an EV with a unidirectional OBC and an additional V2G-capable DC charger.

Another aspect is that bidirectional OBCs produced by large OEMs are very likely to be cheaper

than dedicated bidirectional DC chargers of charging equipment manufacturers: OEMs can cost-

efficiently manufacture them at remarkably high volumes, there is no need for an additional user

interface or a visually appealing housing and the sale of the OBC (and the related revenue) is

not core to the business model. In addition, it is conceivable that AC chargers that are already

installed and support software updates will become compatible with V2G charging.

Moreover, modifying OBCs for bidirectional AC charging (Figure 3.5a) is less resource-intensive

than having two separate chargers: the unidirectional OBC and a bidirectional external DC

charger.

3.3 Interdisciplinary perspectives

Vehicle-to-Grid is a broad subject area that links electrical engineering, computer science, eco-

nomic, legal, political, social, and other disciplines. For a better understanding and the develop-

ment of effective solutions, it is beneficial to consider the requirements, challenges, and findings

of other domains. Therefore, the following section provides an overview of selected research

topics from other disciplines on V2G.

3.3.1 Economic analysis

Literature on economic aspects of V2G addresses how high the additional cost for bidirectional

charging is compared to unidirectional charging and what the expected revenues or other non-

financial advantages of the different applications (i.e., use cases, environments, and services

offered) are. Some studies also analyze the impact on the energy system’s overall cost or which

influence different tariff systems or operational strategies have on V2G usage.

Noel et al. give an overview of the economic aspects of bidirectional charging [183, ch. 4]:

Compared to unidirectional charging, there are higher investment costs for the bidirectional

charger (i.e., power electronics, control, and communication interfaces) and — depending on

the service — dedicated metering hardware. Computational investment and operating costs for

an EMS and an aggregator may also occur. The operating cost strongly depends on regional

(e.g., country-specific) characteristics, such as energy market design, taxation, electricity tariff

systems, prices, and price spreads [183, pp. 7, 94-100]. Whether there are costs associated with

faster battery aging and how high they are is a very complex issue (also see Chapter 6.3.2 and
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Chapter 7.3). In addition to the types of services provided, battery degradation cost also depends

on whether and how the aging is considered in the operational strategy. In general, the authors

conclude that V2G is cost-effective, even with conservative cost assumptions.

Over time, there has been a wide range of publications about cost-benefit analyses and the

profitability of different V2G services provided by single or fleets of EVs in specific regions, for

example, in Germany [178, 202–206], [207, p. 48-61], Sweden [202], European countries [206,

208], or various US states [186, 209].

Heilmann and Friedl [210] review more than 300 studies focusing on the economic benefits of

smart and bidirectional charging. The authors analyze and compare assumptions and other input

factors of the studies and give an overview of expected revenues for various applications, which

vary significantly. The effects of different assumptions for input factors on revenue — such as

battery lifetime, RES share, and electricity price— are discussed in detail. “Secondary frequency

control and load leveling” [210, p. 11] can generate the highest revenue, according to the review.

V2G is expected to generate more income than smart unidirectional charging alone. Increasing

power and efficiency is beneficial as well.

While primary frequency control is most profitable according to several studies, its market is

relatively small: Of the 3 GW of primary control reserve in Central Europe, 562 MW were

provided by Germany in 2021 [57, p. 226]. Using 11 kW V2G chargers, this power could be

provided by less than 52 thousand EVs, i.e., the market would quickly be saturated. In the

Frequency Containment Reserve (FCR) market, V2G-capable EVs also heavily compete with

stationary BESSs [211]. In some countries, the revenue from primary reserve is already low

without BESSs and V2G, e.g., in Sweden, where frequency control is typically delivered by

hydropower plants [202].

Other authors report that peak shaving, increased self-consumption of solar power, and, in general,

providing multiple services in parallel result in maximum profit [178]. The final reports of some

field studies (see Chapter 3.4.1) also include statements about the economic viability of different

investigated applications.

In addition to regional differences in attainable revenues, the economic analysis is highly de-

pendent on the assumptions made for the expenditures. Due to higher battery and hardware

costs in the past, earlier studies often conclude that V2G is not profitable or only under specific

circumstances [203, 204]. However, costs related to battery aging and power electronics are very

likely to decrease further in the future as both batteries and bidirectional chargers become more

mature, durable, and less expensive to purchase. On the other hand, with a higher share of RES

and the need for storage systems, the expected revenue is likely to increase — especially since

cheap storage systems such as PHES are not abundantly available and peak power plants (e.g.,

fossil or synthetic gas power plants) remain expensive (as modeled in [206]).
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In summary, V2G requires additional investment costs compared to conventional charging, but

particularly recent studies reveal that there are viable business models.

3.3.2 Social aspects

In most studies on V2G, user-oriented aspects are often neglected or only covered superficially

and simplified, as elaborated by Sovacool et al. [212]. However, a few publications specifically

address these topics, such as what different kinds of EV users think about V2G or what concerns

and needs affect bidirectional charging. Other studies analyze how many people are willing to use

V2G under which circumstances, what influences user acceptance, and how it can be improved.

Some authors also address the costs and benefits for society as a whole.

Baumgartner et al. [213] provide a systematic literature review of publications that include user

aspects of smart and bidirectional charging. They discuss the literature and divide it into categories

(e.g., user behavior, benefits, barriers, ...), disciplines (e.g., Engineering, Economics, Computer

Science, ...), research topics, and stakeholders. The authors observe that most studies focus on

engineering aspects, and interdisciplinary work between technical and non-technical domains is

relatively scarce. Little research focuses on the “human dimension” of smart charging and V2G.

Moreover, few qualitative studies exist that, for example, attempt to analyze what motivates users

to use or reject V2G. In another study [214], the authors review and discuss different influences and

perceptions of smart charging and V2G on users. In a survey, they asses the willingness to pay for

bidirectional charging tariffs, the minimum driving range with which users still feel comfortable,

and motivation to use V2G. The study also focuses on differences between experienced and

inexperienced EV users, which influences suitable V2G tariffs and strategies (e.g., focusing on

grid stability or carbon-neutral charging). In the survey, users expected high savings of around

40% for V2G compared to regular charging. The minimal driving range expected despite V2G

discharging was around 200 km. By comparison, many studies investigating profitability or

optimal strategies for V2G utilization often assume much lower minimal driving ranges, e.g., 50

to 125 km, which might be too low for users to feel comfortable in practice.

Van Heuveln et al. [215] analyze which factors impact user acceptance of V2G. In addition

to a literature search, they provide detailed insight into interviews with EV drivers from the

Netherlands. The most essential elements for or against V2G adoption were:

• adequate compensation: revenue coveringmore than the cost of batterywear, free parking,

or significantly cheaper charging,

• battery degradation: a concern in almost every interview, especially when the EV was

privately bought and not leased,
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• range anxiety: not having enough driving range because the battery is not sufficiently

charged, especially for unplanned trips,

• transparency: regarding the battery SoC and degradation, energy flows, and revenue,

• a user-friendly interface: minimizing discomfort and overhead for the user, but with the

ability to control charging and discharging at all times.

Noel et al. [6] analyze barriers to V2G in Nordic countries (Denmark, Finland, Iceland, Norway,

and Sweden), which they gathered through interviews with experts in different domains (energy,

transportation, finance, and information technology) and institutions (e.g., governmental and

regulatory institutions, science, industry, civil organizations). They identified different categories

and clusters, some of which are closely related to user acceptance (e.g., skepticism and lack of trust

that other stakeholders control their EV and battery, high complexity, concerns, and uncertainty

regarding battery degradation).

In their book “Vehicle-to-Grid: A Sociotechnical Transition Beyond Electric Mobility”, Noel

et al. [183, ch. 6] devote an entire chapter to consumer and societal aspects of V2G, including a

discussion of literature and surveys on this topic. Amongmany other findings, they note that (at the

time of writing) most consumers lack knowledge about V2G and its benefits — education about

V2G and its advantages could significantly increase acceptance. Depending on the conditions

of the contract, expected revenue from users may outweigh realizable earnings, and especially

contracted conditions — such as a fixed number of hours that the EV needs to be plugged in

— deteriorate user acceptance substantially. However, according to a study [216] discussed in

the book, if users were not significantly affected by range and contracted conditions, there was a

high acceptance even without remuneration. Keeping the inconvenience at a minimum regarding

autonomy and the complexity of the user interface
10

is another crucial factor for the successful

adoption of V2G. The authors also give examples of how knowledge and acceptance can further

be improved [183, pp. 162], e.g., by highlighting the advantages for society and the environment,

considering or at least not neglecting the “value of conspicuousness and status” [183, p. 161]

and visibility of V2G (even if it increases cost), with information campaigns and pilot projects,

or by first focusing on a particular target group, which over time can help to promote V2G to

a broader audience. Another promising example is that consumers could be guided to V2G by

first experiencing convincing V2L/V2X use cases that fulfill their personal needs or even enable

previously unimaginable applications (e.g., connecting power tools or hobby equipment to the

10
Some studies propose complex user interfaces requiring detailed input on trip planning each time the EV is connected

to a charger. While users should be able to change settings, such as desired minimum driving ranges at certain times,

the daily effort should be minimized for higher acceptance. For example, V2G could be used with the default settings

whenever a user plugs in the EV, while a simple “charge now” button could let it charge as fast as possible instead.

44



3.4 Path to commercialization

EV in remote locations). This offers the opportunity to experiment with different bidirectional

charging applications — effortlessly and without obligations or external intervention.

3.3.3 Scheduling and optimization

Another research domain focuses on the optimal usage of V2G, i.e., how and with which algo-

rithms energy flow can be controlled. This could be for one or multiple EVs or a mix of EVs

and other assets, forming a Virtual Power Plant (VPP). Authors address different objectives, e.g.,

revenue maximization or cost minimization, emission reduction, self-consumption, grid stabiliza-

tion, peak load reduction, or congestion management. Examples of boundary conditions are the

availability and emissions of generators, electricity prices, grid stability, the user’s needs, as well

as battery SoC, State of Power (SoP), and degradation.

Algorithms for optimizing smart and bidirectional charging processes are summarized in [3,

pp. 15-18] and [179, 217–224]. Algorithm types often discussed in the literature include mixed-

integer linear, mixed-integer nonlinear, or dynamic programming; genetic and rule-based algo-

rithms; particle swarm and ant colony optimization; Lagrangian relaxation; fuzzy logic or model

predictive control; artificial neural networks; supervised and reinforcement learning.

3.4 Path to commercialization

In recent years, V2G has not merely remained the subject of research but is also increasingly

being trialed in practice. Moreover, the first commercial bidirectional chargers and EVs with

bidirectional charging support have appeared on the market, and it is foreseeable that V2G will

soon be widely used. This chapter provides an overview of this development by summarizing the

findings of field experiments and trends in the commercialization of V2G chargers. Moreover,

the future flexibility potential of smart and bidirectional charging is outlined.

3.4.1 V2G field experiments

Field experiments evaluate if and how well different V2G use cases work in practice. They reveal

barriers, limitations, and issues in different domains that need to be addressed and allow the

evaluation of the overall system’s responsiveness, efficiency, and reliability. Some studies also

investigate the acceptance and impressions of participants, e.g., if they felt restricted by V2G.

Fifty V2G pilot projects worldwide and conclusions with “lessons learned” are presented in

a report by Everoze from 2018 [4]. The authors visit ten selected projects and give a short
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yet exceptionally detailed insight into the services provided and the partners, beneficiaries, and

customers involved. They also assign service, technology, and market readiness levels to the

projects and their investigated services. They summarize that V2G is valuable, particularly

when aggregated and mixed with different assets (e.g., stationary batteries and DR) to improve

availability. Services such as frequency response and the time-shifting of energy, especially in

areas with time- or load-variable electricity tariffs, provided higher value than services affecting

the distribution grid, such as local constraint management or peak reduction, reactive power, or

voltage regulation. These DSO services are rarely investigated and have a lower readiness level

— their value tends to be uncertain but generally lower, and it is highly specific depending on

the exact location in the grid. V2G can provide services significantly longer and potentially

with higher revenue than unidirectional smart charging because most services can not only be

provided until the EV is fully charged. User acceptance plays a subordinate role in most projects:

Minimally accepted SoC and user comfort remain largely unexplored. However, it was identified

that consumer behavior is diverse and can be very unforeseeable. A wide variety of customer

types can be beneficial for V2G, e.g., privately owned or rented vehicles of diverse consumers

as well as business or car-sharing fleets. The remaining challenges mentioned are that V2X

hardware is still expensive and rare, commercially relatively immature, and inefficient in partial

load operation. Requirements and processes for grid connection are heterogeneous, extremely

complicated, and, in some regions, lengthy. Depending on country-specific circumstances, there

are high costs for special measurement equipment to provide grid services. Double grid charges

for storage systems — and thus V2G — are due in some countries, e.g., Germany, Denmark,

and the Netherlands. Furthermore, tariff components that depend on the exact energy usage are

difficult to assess because it is not trivial to distinguish if energy is used for storage or driving.

Although battery degradation from V2X generally seems lower than from driving, it needs to be

considered in the services. Pilot projects in new markets, adequate grid connection standards,

V2X charger cost reduction, and data are viable for a successful implementation of V2G.

In a more recent publication, Ravi and Aziz [3] present more than 50 projects and give an

overview of various investigated services. The authors compare different hardware and control

architectures, name standards related to V2G, categorize the services, name associated objectives

and constraints, give an outlook on the market potential, and discuss challenges. Major issues are:

• cost and revenue: in particular, the higher cost for bidirectional charging and communi-

cation hardware, battery wear, and EVs in general, as well as uncertainty in markets and

revenues,

• social challenges: e.g., inconvenience, confusion, lack of trust, range anxiety,

• regulatory issues and standards: communication protocols, grid connection, double

taxation of storage systems (also see [183, pp. 124f.]),
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• technical issues: battery degradation, energy losses during operation and in idle, limited

storage capacity, cybersecurity, and, in general, successful integration of RES, storage

systems, and V2G into the grid.

The European Network of Transmission System Operators for Electricity (ENTSO-E) gives an

overviewof European smart and bidirectional charging projects inwhichTSOswere involved [148,

pp. 41-48]. Another brief overview is given by the recent publication of Jaman et al. [225]. The

authors also give detailed technical insight into a V2G testing system using a CCS Combo 2

interface, e.g., the ISO 15118 communication protocol and messages, efficiency, and reaction

times of the test setup.

The interactive and frequently updated database on v2g-hub.com gives an overview of more than

140 V2X projects worldwide [226]. The projects can be shown on a map or timeline and can

be filtered, e.g., by country, EV and EVSE manufacturer, DSO/TSO and aggregator involved, by

service provided, or by charging method (AC or DC) used. The database and some of the project

reports can be downloaded as well.

3.4.2 EVs and chargers supporting V2G

An extensive market overview of commercial bidirectional charging stations can be found in

Table A.1 (page 269) of the appendix. The broader commercialization of bidirectional charging

began in 2012 in Japan, whereby the applications focused mainly on V2L and V2H [227]. The

early development of these systems was primarily driven by the Fukushima disaster in 2011 [4,

p. 10]. In Japan, the CHAdeMO standard was well established. Consequently, bidirectional DC

charging was already standardized by CHAdeMO in 2014 [101, 225].

Many of the models listed in Table A.1 are also promoted with the benefits of V2L/V2H in case

of disasters in mind. One of the earliest commercially available V2H chargers was the LEAF to
Home DC charger by Nissan, introduced in Japan in 2012. It allows charging a Nissan Leaf EV
when the customer’s solar panels generate power or electricity prices are low and discharging it

when prices are high. It can also power residential homes using the EV battery to provide backup

power in case of blackouts [228]. Until January 2017, approximately 4,000 of the V2H systems

were sold in Japan, according to Nissan [4, 229]. Nichicon, the company that built the chargers

for the LEAF to Home system, claims that it holds a 90% market share in V2H systems in Japan.

They produce 1,000 V2H devices per month as of January 2023 and want to increase production

significantly [230]. Even though V2H systems are relatively mature in Japan compared to the rest

of the world and have been on the market for about a decade, the technology has not yet gained

great traction. Mitsubishi Electric even stopped selling V2H devices in 2021 since they (as BEVs

in general) did not sell well in Japan [230].
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In Europe, there were virtually no public V2G charging points at the beginning of 2024, and

V2H has not yet emerged for private charging either. However, the outstanding benefits of V2X

have also been recognized in Europe and the US in recent years. It is becoming increasingly

apparent that bidirectional charging is gradually moving from research projects and field studies

to the market around the world: New fields of application and business models are explored in

practice, and more vehicles and charging stations support V2G, or at least V2H and V2L. The

bidirectional capability of EV chargers has been introduced in the CCS standard in 2022 [231,

232]. Consequently, numerous manufacturers have recently announced bidirectional AC and

DC CCS chargers, particularly for the European and American markets. Interestingly, in North

America and Japan, V2L and V2H are often advertised considering their benefits during blackouts

(e.g., by Ford [233]). In Europe, however, the focus is more on advantages such as increased

self-consumption of electricity from own PV systems, income from electricity trading, or the

contribution to the energy transition. By 2024, approximately 30–40 V2G charger models are

expected to be on themarket, as shown in TableA.1. EVs that support V2G are listed in [234, 235].

3.4.3 Future smart and bidirectional charging potential

Although EVs still only account for a fraction of the vehicle inventory, their theoretical flexibility

potential is already considerable. Public charging points currently have a combined capacity of a

couple of gigawatts (see Chapter 2.2.3) and could temporarily reduce their power during critical

grid congestion. Nevertheless, residential or work-related charging points offer a greater flexibility

potential, as discussed in Chapter 3.2.3. However, the number and combined capacity of these

(predominantly AC) charging points are more challenging to assess due to a lack of public data
11
,

which makes it difficult to estimate their potential flexibility contribution.

Between November 2020 and the end of 2021, about 690,000 home chargers
12

were installed

through a subsidy program of the Federal Ministry for Digital and Transport (BMDV) [147, 237].

The combined power of these chargers alone is about 7.6 GW. While they were not required to

support bidirectional AC charging, a communication interface supporting curtailing or postponing

charging, aswell as a software update capability, wasmandatory [168]. Therefore, it is conceivable

that some chargers funded through the program will support V2G charging in the future
13
.

In the long term, it can be expected that the majority of EV owners who can install residential

chargers will make use of them due to the cost advantages over public charging points. The

11
However, local DSOs can estimate the quantity, power, and local distribution of charging points since they need to be

informed about the installation of chargers of up to 12 kVA and have to approve chargers with higher power [236].

12
For comparison, about 684,000 BEV and 567,000 PHEV passenger cars were registered in Germany on January 1,

2022 [72].

13
A more recent program for PV surplus charging even explicitly subsidized bidirectional chargers [238]
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authors of a study by Prognos and dena estimate that between 12.0 and 13.9 million parking

spaces are feasible to be equipped with private charging infrastructure by 2030 — around 88%

of which will be at single- or two-family houses [129, p. 18]. Using 11 kW chargers, the overall

installed power of these private charging points would be around 140 GW.

Before being widely adopted by people without private charging opportunities, it is likely that in

the near future, EVs will continue to be predominantly used if residential chargers exist [126,

p. 80], [129, pp. 20, 25, 28]. Since the potential for V2G is particularly high for private charging

points, it is crucial that the V2G technology is deployed to the market as quickly as possible to

achieve high penetration of bidirectional charging applications.

The studies of ISE [48] and FZJ [52] analyzing RE system scenarios for Germany estimate that

V2G will contribute to the electricity grid as significant energy storage in the future (red markers

in Figure 3.6). “Scenario 95” of the FZJ study assumes that BEVs will only account for 26% of

the passenger car transport performance by 2050
14
, and 10% of the overall BEV battery capacity

will be used for V2G [52, pp. 31f., 65f.]. According to the ISE study, in which the anticipated

development of the BEV fleet is relatively progressive, 10% of BEV owners will use V2G in the

future [48, p. 29], [239, p. 19]. The studies do not discuss the temporal availability and usable

fraction of the battery capacity in detail.

Estimates of the future V2G potential are difficult to determine since they depend on a variety

of factors in a highly dynamic field. Even though the battery capacity and lifetime, range, cost,

charge rate, and variety of EVs have improved tremendously, it is still uncertain if and how fast

BEVs and V2G will gain broad acceptance. Retrospectively, older studies vastly underestimate

the momentum of the EVmarket ramp-up, particularly the number of BEVs sold and their average

range and battery capacity
15
.

Several EV manufacturers have recently announced bidirectional charging support in Europe and

the US, some even as software updates for existingmodels. As in Japan, the first applications focus

on V2H, e.g., to increase PV energy self-consumption or use EV batteries in case of blackouts.

After the normative, legal, and fiscal uncertainties for bidirectional AC charging and V2G use

cases have been clarified [8], V2G can become more affordable for the mainstream. Further

acceleration of market penetration can be accomplished if business models are established that

allow EVs to collectively participate in the electricity market, i.e., as a “prosumer” community
16
.

The rising share of volatile RES and the phase-out of fossil fuel power plants will increase the

14
Instead, a high share of FCEV and PHEV is anticipated, which is not indicated by current sales trends. The authors

estimate that around 3.5% of the passenger car transport performance will be satisfied by BEVs by 2030. However,

as shown in Figure 2.12, this is almost certainly already reached in 2024.

15
As of 2023, several mass-market BEV models already have ranges of 600 km or more [143], which was deemed

almost impossible by several automotive experts 15 years earlier [240].

16
The company Sonnen GmbH has already been doing this with home storage systems for several years [241, 242].
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Figure 3.6: Estimated historical cumulative BEV and PHEV battery capacity (blue solid curve, data: Hecht et al. [70, 71],

CC BY 4.0) and possible future scenarios for battery and usable V2G capacities based on Figure 2.12 (total:

blue dashed line, participating inV2G: green dashed line, usable at any time: green area) as well as projections

according to studies of ISE [48, 69] and FZJ [52] (red points)

demand for storage and, thus, its revenue in the electricity market. However, even in the long

term, it is unlikely that the majority of EV owners will be able or willing to use V2G. Many

EV users have no opportunity to connect their cars to charging stations frequently, and many

might stay opposed to other stakeholders “controlling” their EVs. Furthermore, most likely, only

a fraction of the capacity will be used for V2G to minimize inconvenience and degradation.

In the alternative scenario presented in Figure 3.6 (green curves), 22% of BEV users will use

V2G by 2045, 25% of the battery can be used for V2G on average, and 35 to 70% of the vehicles

participating are connected to charging stations over the course of time. Based on this example,

EVs with a combined capacity of more than 14 GWh could use V2G by 2030 — however, only

0.7 to 1.3 GWh would be available (depending on day and time). In 2045, EV passenger cars with

almost 550 GWh would participate and contribute with 48 to 96 GWh over time. This is up to 2.5

times the capacity of all PHES in Germany. Other vehicle types, such as electric buses, trucks, or

motorhomes, might provide additional capacity. Regardless of the considerable potential, much

more short and long-term storage capacity is needed for a successful energy transition with more

than 95% RES. Therefore, even though the potential of V2G is immense, it can only be one of

many solutions for the energy transition.
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3.5 Opportunities and barriers

Vehicle-to-Grid offers a multitude of opportunities. Nevertheless, many barriers and disad-

vantages still must be overcome before the technology can become established. This chapter

will summarize these aspects before moving on to the technical details of power electronics and

control.

3.5.1 Advantages and opportunities

As has been shown in many studies mentioned in Chapter 3.3.1, bidirectional charging can

decrease the cost of ownership for an EV through added revenue or cheaper charging [3,

p. 4], [7], [183, p. 38]. As a result, various business models are emerging, for example, for

aggregators (e.g., electricity providers) that bundle the power of many vehicles to trade energy on

the electricity market [3, p. 4], [7, p. 3].

If the additional income fromV2G reduces the cost of EVs evenmore compared to ICEVs, another

advantage is that this could accelerate the market penetration of EVs themselves [8, p. 21] and,

therefore, decrease primary and fossil energy use [183, p. 43]. For most countries, reduced fossil

energy use also decreases dependency on costly fossil fuel imports, which is also a geostrategic

advantage [175, pp. 1096, 1102].

The flexibility and storage capacity that V2G can offer in addition to V1G allows for the cost-

effective integration of more RES into the grid, thus decreasing emissions in both the electricity

and mobility sectors. This can not only reduce GHG but also particle emissions, which mitigates

climate change and adverse health effects [5, p. 389], [7], [183, pp. 38-47], [148, p. 31].

If EVs charge electricity during periods of low “marginal emissions” in the grid and discharge

when emissions are high, even negative emissions can be attributed to the EV [186, p. 174], [181,

p. 87], potentially enabling CO2 certificate trading as an added revenue stream. Similarly, if EVs

predominantly charge when inexpensive excess energy of RES is available and discharge energy

during periods of high residual load (i.e., with high marginal electricity cost), not only emissions

but also the overall electricity cost for all consumers is reduced.

According to Noel et al. [183, pp. 35f.], the power and energy costs of V2G are lower compared

to other storage technologies, such as BESS, PHES, CAES, and PtG. Moreover, the reaction time

and round trip efficiency of V2G are better than or competitive with other storage systems.

If a high market penetration of V2G can be achieved, the usable power and energy capacity

might soon exceed that of PHES and stationary BESS (compare Figures 2.6 and 3.6), offering a

compelling way to increase the storage capacity needed for the energy transition significantly.
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The distributed storage capacity and flexibility of V2G, along with advanced use cases to offer

ancillary services (e.g., voltage and frequency regulation, capacity reserve, redispatch, black start

capability), can significantly improve the stability, robustness, and resilience of the grid (both

interconnected grids and microgrids). Thus, it can reduce the number and duration of blackouts

while also decreasing the system cost [3, p. 4], [7], [183, pp. 38, 42], [148, pp. 27-29].

If the bidirectional charger is capable of being used as a backup power supply in an “islanded”

V2B/V2B/V2L operation separated from the grid, the EV can provide electricity during blackouts

for several days, depending on battery capacity, SoC, and electricity demand.

In combination with a smart distribution grid, V2G can reduce peak load and improve volt-

age quality, thus avoiding, postponing, or reducing costly electricity grid and peak generation

expansion [7, pp. 3f.], [8, p. 22], [175, p. 1098], [148, pp. 27-32].

V2G uses the already existing battery capacity of EVs. If V2G is used instead of additional

stationary storage systems or electricity generators, the usage of critical conflict minerals and

other resources can be reduced. Depending on the implementation, this can decrease overall

cost [5, pp. 384f.] and the number of skilled workers needed in the energy transition
17
.

For EV users that operate local RES, such as PV or micro wind turbine systems, V2G — as

a replacement or supplement to stationary storage systems — increases self-consumption and

sufficiency and decreases electricity demand from the grid [7], [148, p. 32].

While increased battery degradation is mainly seen as a disadvantage of bidirectional charging,

several studies discussed in Chapter 6.3.2 have shown that with suitable operational strategies,

battery lifetime can even be increased with V2G.

Customer satisfaction may also increase through bidirectional charging, not only through added

revenue from V2G services or cost savings from V2H but also by enabling previously unthought

opportunities with V2H or V2L [183, pp. 153-155]. One could use private passenger cars as a

backup power source during blackouts or disasters or as a mobile power generator for camping or

other leisure activities in remote areas.

V2L can also add benefits to construction site, fire-fighting, ambulance, and other municipal

vehicles, e.g., by replacing the need for or reducing the use of gasoline or diesel generators and

thus reducing cost, emissions, smell, noise, and maintenance.

17
Suppose a homeowner wants to install a new solar system, a home charger for PV surplus charging, and battery storage.

If the EV supports V2H using AC (dis)charging, there is almost no extra work needed to install a bidirectional charger

instead of a (smart) unidirectional charger to use the EV as a storage system. However, additional effort is needed to

install a stationary storage system, which typically also has a significantly lower storage capacity than an EV.
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3.5.2 Disadvantages and barriers

A major obstacle for V2G is the higher investment cost for the bidirectional power electronics [3,

pp. 14, 21], [5, p. 391], [6], [183, pp. 94-97] (compare Chapter 4.1). However, the added

cost for bidirectional AC charging is significantly lower than for bidirectional DC charging (see

Chapter 3.2.4):

Compared to a unidirectional OBC, a bidirectional OBC for AC charging needs AC/DC and

DC/DC converters capable of transferring power into both directions, which causes higher ex-

penses for the required semiconductors and their control (little to medium extra cost). The EVSE

for bidirectional AC charging needs PLC hardware for communication to the EV, which many

AC charging points support regardless (i.e., no or minor extra cost for a bidirectional AC EVSE).

However, many EVs are only “V2G-ready” for bidirectional DC charging, which requires a sep-

arate bidirectional DC charger (high extra cost) in addition to the already existing unidirectional

onboard AC charger.

In summary, the added cost for power electronics, especially for bidirectional DC charging, is

significant. Decreasing this cost and integrating the V2G capability in the OBC is crucial for high

market penetration.

In any case, the investment cost for bidirectional charging, as opposed to conventional charging,

is further increased by the communication interfaces needed for meaningful applications
18

[3,

pp. 14, 21], [5, p. 391], [183, pp. 94]. If this communication already exists for smart/controlled

charging, no added hardware cost for bidirectional charging arises.

Depending on the topology of the bidirectional charger, it might have a higher weight and volume

than a unidirectional charger. This is primarily a concern in OBCs, where space and weight are

limited. However, this is usually less important for BEVs than for PHEVs or ICEVs. Because

of recuperation, part of the additional energy needed for acceleration can be recovered while

braking. Since electric motors are smaller than comparable ICEs and, unlike a fuel tank, batteries

are mostly placed under the vehicle, more space is available for other electronics or luggage.

Achieving high efficiency in the whole V2G system for charging and discharging is a challenge as

well [183, pp. 72-74], like in all energy storage systems. Compared to unidirectional charging, the

energy is converted twice (for charging and for discharging), so high power electronics or battery

losses affect potential revenue. In most V2G use cases, the bidirectional charger only operates in

part load. For example, if the EV is used as a PV home storage system, to minimize electricity

cost from the grid, or for V2L, the discharge power might often only be in the range of 100 to

500 W — which is only 0.5 to 2.3% of the nominal load of a 22 kW charger. While battery

energy efficiency is high for such low operating powers, the power electronics efficiency is usually

18
e.g., to the grid, an EMS, or an aggregator
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extremely low [243, p. 17f.]. For example, if the charging or discharging efficiency is 80%, the

round-trip efficiency is 64%, i.e., more than a third of the energy is lost. Therefore, achieving high

(dis)charging efficiency at part load or in idle/standby (e.g., for frequency regulation) is crucial

for V2X use cases in which the charger is often in light load operation [244].

Compared to unidirectional OBCs, V2G chargers must have a longer service life. While con-

ventional chargers are only active for a few hours a week, many V2G use cases benefit from the

charger being active as often as possible. This places a higher strain on the hardware.

V2G increases inconvenience for users [3, p. 21], [5, pp. 392f.], [175], [183, pp. 142-144]. While

an average EV only needs to charge a few hours on an AC charger each week (compare Figure 3.3),

for many V2G and V2H use cases, it is beneficial if the EV is connected to a charger as often as

possible, which means that the user would have to regularly plug in the EV (e.g., once or twice a

day) instead of just occasionally (e.g., once or twice a week).

Even though the EV is regularly connected to the charger, as the battery is often discharged instead

of charged, many users might be uncomfortable with the uncertainty of the range the EV has

at a particular point in time. Uncertainty and range anxiety can lead to stress and frustration,

especially among less experienced EV drivers. The smart charging company Virta recommends

providing the user with forecasted (dis)charging profiles and the option to charge manually, opt

out, and set limits for a minimum SoC [245]. If users realize that they are in control and there

is transparency for them at all times, this might also reduce distrust against V2G operators and

stakeholders that seem to “control” their EV battery — another obstacle for V2G adoption.

There is a conflict of objectives between the minimum range that should be available to the

user at all times, the usable capacity for V2G applications, and increased battery aging. Setting

the minimum guaranteed range too low might cause problems when the EV user takes trips

spontaneously or without announcing it to the V2G charger. Setting it too high reduces V2G

capacity and thus revenue, and it can also increase battery degradation at very high SoCs.

Whether and how much battery lifetime is decreased or increased through V2G is a very con-

troversial topic and depends on the exact operational strategy, as discussed in Chapter 6.3.2 and

Chapter 7.3.3. Regardless of whether V2G actually degrades the battery faster, uncertainty and

concerns about it and the perception by potential users that battery lifetime decreases is a sig-

nificant hurdle of V2G [3, pp. 14, 20f.], [5, pp. 391, 393f.], [6, 7], [183, pp. 66-71]. As the

cost of batteries gradually decreases and their lifetimes increase, the concerns regarding battery

degradation and its related cost might play a minor role in the future. In the meantime, for

successful adoption of V2G, it is crucial that battery degradation can be modeled, quantified, and

transparently communicated to the EV owner and the operational strategy is adjusted to consider

and thus minimize aging (also compare [4, p. 27], [187, pp. 344f.]).
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V2G adds much complexity in addition to smart or conventional unidirectional EV charging. The

complexity affects not only the development and operation of all components involved but also

user adoption. Currently, most people are unaware of what bidirectional charging is and lack

an understanding of the interrelationships, motivations, advantages, and disadvantages of V2G.

Unawareness, confusion, distrust, and misinformation of V2G and EVs in general hinder market

adoption [3, pp. 14, 21], [5, pp. 393f.], [6, 175], [183, pp. 141-144].

While the added cost for V2G is lower than the cost of stationary storage systems, building

large-scale BESS might be faster and less complicated since many individual EV owners need

to be convinced to provide V2G to achieve the same power and energy rating of the large-scale

storage system [183, pp. 35-37].

Several studies conducting interviews with potential V2G users show that there are high expec-

tations for revenue but an unawareness or undervaluation of cost savings or other benefits [3,

p. 21], [5, pp. 390-392], [183, pp. 142-144]. If there are only marginal savings from V2G, users

might prefer to avoid the complexity of V2G. Therefore, bidirectional charging might first gain

a foothold with use cases that do not focus on revenue [183, pp. 152-155], e.g., higher self-

sufficiency through V2H with own PV plants, emission reduction, or the non-monetary benefits

of V2L.

Privacy, data protection, and cybersecurity are further concerns for V2G [3, pp. 20f.], [183,

pp. 206f.]. Stakeholders involved in the V2G ecosystem could collect information about mobility,

electricity use, and living behavior of EV users. Hackers attacking aggregators that control a large

V2G fleet could harm EV users or destabilize the grid. However, excessive security requirements

for the infrastructure could significantly delay the introduction of V2G, as is the case with the

deployment of SMGWs in Germany, which will continue to be delayed until approximately

2032 [170], [8, pp. 9, 35f.].

Until recently, there was a lack of suitable and interoperable standards for bidirectional DC

charging via CCS. Still, there are regional differences and a high fragmentation of standards

as well as normative, fiscal, and legislative gaps [7], [8, pp. 7, 29f.], [183, pp. 118-130]. For

example, local grid standards and their parameters cannot sufficiently be communicated to the

OBC under ISO 15118-20:2022 [232, 234], hindering flexible grid-compliant or even grid-

supporting bidirectional AC charging. However, it is expected that the standards will be improved

in the near future [246].

Some use cases, such as VI, grid voltage stabilization, peak shaving in the distribution grid, LVRT,

and FRT, are currently not incentivized, standardized, or mandated for EV chargers. Therefore,

there is no business model or advantage for EV users at the moment. These advanced cases might

take longer before being adopted [183, pp. 122-124], [8, p. 9].
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Fiscal barriers exist as well [3, p. 22], [183, pp. 124f.], [8, p. 34]: As previously mentioned, some

states tax energy stored and fed back to the grid or charge grid fees twice, drastically reducing

revenue or even ruining the use case’s financial feasibility. In addition, it is hard to determine

which energy has been used for driving (i.e., should be taxed) and which is only temporarily

stored to be discharged to the grid (excluding losses) at a later point in time (i.e., ideally, it should

not be taxed).

Charging energy at the workplace (for free or with reduced industry tariffs) and discharging this

energy at home (for private use) is not properly regulated yet and may be treated as tax evasion,

even though this use case is exceptionally useful from a technical standpoint.

Even though EVs have existed for a long time, electrification of passenger cars has only gained

momentum in the last five to ten years. Therefore, EVs and EVSEs are comparatively immature,

and many challenges still exist in their reliability and interoperability. In the past, it seemed

that many manufacturers first focused on delivering products that work at all instead of focusing

on more advanced features like V2G or at least V2L. Therefore, almost no EVs and EVSEs

support bidirectional charging at the moment. However, as the products on the market become

more mature and several manufacturers have announced plans to launch V2X products, several

bidirectional charging use cases will likely gain significance in the following years [8, pp. 19f.].

For investors, V2G-related companies, and users, the high uncertainty regarding future elec-

tricity prices, standards, and regulations is a significant reason why V2G develops slowly [3,

pp. 21f.], [7], [183, pp. 118-130], [8, p. 29]. In addition, market access for prosumers is still

challenging in many countries [183, p. 99], [8, p. 8], [148, p. 36]. The ongoing standardization,

regulatory clarity, and simplification for V2G in tax legislation, as well as initial subsidies for

V2G chargers, tax credits, reduced grid fees, or a sensibly designed feed-in tariff for grid support,

could foster the market ramp-up (also compare [3, p. 22], [7, p. 12]).

Subsidies in V2G systems and their revenue tend to support wealthier people, who are often not

dependent on financial support. EVs still have a significantly higher investment cost than (new

or used) ICEVs, and V2H or V2G can primarily be used by people with private parking spaces,

i.e., primarily by wealthier people who can afford to live in their own house instead of an (often

rented) apartment in a multi-family home without opportunities to charge. At the same time,

V2G could reduce the operating cost of EVs significantly, encouraging the use of private cars

over public transport, shared cars, and bicycles or causing rebound effects, e.g., more and longer

distances driven with EVs. Moreover, money spent by the government on V2G programs cannot

be spent on better public transport and cycling infrastructure (also compare [183, pp. 203-211]).
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Vehicle-to-Grid charging system
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4 Fundamentals: power electronics
and control

In this thesis, the power electronics and control of a highly efficient and flexible V2G charger pro-

totype were developed and analyzed. This section provides the necessary theoretical background.

After a brief comparison of suitable inverter and converter topologies, the power electronics

topologies used in the prototype are explained in detail. Afterward, control algorithms for

grid-connected inverters are discussed, and ancillary services to improve the robustness of the

electricity grid are presented.

4.1 Power electronics for bidirectional EV charging

Conventional, unidirectional charging systems convert the AC voltages and currents of the elec-

tricity grid into a DC voltage and current to charge the battery. A bidirectional V2G charging

system also needs to be capable of transferring power back from the DC battery to the AC grid.

The operation, requirements, and possible topologies of EV chargers are described, for example,

in [144, 198, 199, 247–253].

High charging and discharging efficiency, especially in part load, are crucial for many V2X ap-

plications [183, pp. 72-74], [244].

On the battery side, the maximum and minimum battery voltages, as well as the maximum charge

and discharge currents or powers of the battery, must be respected. For an OBC, these parameters

are defined by the EV battery, primarily by the cell chemistry and model, as well as the number

of cells connected in series and parallel. A stationary DC charger must respect the parameters

communicated by the EV. For a high level of interoperability, standardized voltage classes have

been established for stationary DC chargers, e.g., 200–500 V (to support systems colloquially

called “400 V systems”) and 200–920 V (to also support so-called “800-V systems”) for passenger

cars [251, 254] and up to 1250 V for “Megawatt Charging” used for commercial vehicles [255].

On the grid side, the charger must not exceed the maximum permissible current (depending on

the grid connection, fuse protection, and cable) — e.g., for AC charging, in the range of 6 to 63 A

(typically 10 to 32 A) in Europe and up to 80 A in North America [88, 144]. Energy should
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generally be drawn or injected with a high power and displacement factor, i.e., close to 1, with

low reactive and harmonic components. This is assured by power factor correction (PFC).

The charger should operate at the mains voltages and frequencies normally present and should

not break in the event of temporary over- or under-voltages. The North American CCS type 1 and

NACS charging systems allow only single-phase (120 V) or split-phase (240 V) charging. In many

other regions, two- or three-phase charging is also possible, which is beneficial for achieving a

higher charging power [144], [154, p. 84].

4.1.1 Comparison of AC/DC converter topologies

If charging with more than one phase shall be supported, the OBC can be set up modular or cen-

tralized, as shown in Figure 4.1 and described by Jankovic et al. [145]. In modular chargers, there

is one charging module per phase. Using a switching matrix or rewiring the modules depending

on the EV market region also allows paralleling modules to achieve higher maximum currents

in single-phase applications while maintaining low asymmetry in three-phase grids. Centralized

chargers have a single power electronics unit that supports three-phase charging. Single-phase

charging can also be supported using a switching matrix, e.g., by connecting the line and neutral

conductors to the phase inputs of the three-phase inverter (compare [252, pp. 51507f., Figure 4]).

While typically needing a higher number of switches, single-phase charger modules have a lower

DC link voltage, which allows the use of semiconductors and filters with lower voltage ratings.
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Figure 4.1: Classification of EV charger topologies

For improved safety, high voltage (HV) battery systems in EVs are galvanically isolated from the

low voltage (LV) system, e.g., the auxiliary LV battery and the vehicle chassis. This can protect

against electric shocks and reduce the risk of fire, even in the case of faults, such as isolation faults

due to humidity, contaminants, or broken connectors. While charging, the chassis is connected

to the PE conductor. EV charging systems (on- and off-board) often galvanically isolate the

DC/battery side from the AC grid as well, among others, to maintain isolation from the chassis,
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as described in [86, pp. 56-59], [251, 256] (also see ISO 6469-3, ISO 17409, IEC 61851-1, and

IEC 61851-23).

The galvanic isolation is usually implemented with a medium-frequency transformer in the

DC/DC converter [256]. Some single-stage AC/DC converters also offer integrated galvanic

isolation [257]. Using grid frequency transformers for isolation is unsuitable for OBC since they

would have a volume and weight several orders of magnitude higher than the medium-frequency

transformer (compare [258, Fig. 1]). However, for DC charging parks with multiple fast charging

points, a medium to low voltage transformer — typically needed either way — can provide

galvanic isolation for all charging points of the charging park using an isolé terre (IT) distribution

system [144]. In contrast, wireless charging naturally provides galvanic isolation.

If no galvanic isolation is present while charging, the user must be protected against touch currents

flowing through the human body because of touch voltages present at the EV chassis or other

accessible parts of the vehicle, as discussed by Wang et al. [256]. Most importantly, common

mode (CM) voltages and currents introduced by the charger into the grid, the battery, and the

vehicle chassis need to be minimized, which is particularly challenging in non-isolated chargers.

CM currents injected into the grid could accidentally trip the RCD — or, in North America, the

ground fault circuit interrupter (GFCI) — which would interrupt charging. In addition, other

appliances in the grid could be disturbed. CM currents through the vehicle chassis could also

disturb other electronics in the EV.

Non-isolated chargers are generally cheaper and need less space and weight. On the other hand,

isolated chargers naturally insert a high common mode impedance between the EV battery system

and the grid. Thus, they facilitate the reduction of CM currents and touch voltages and improve

electromagnetic interference (EMI), thus offering superior safety. Nevertheless, non-isolated

OBCs could increasingly become established on the market.

OBC systems can consist of dedicated power electronics systems or can be integrated into the

existing hardware of the EV, which potentially reduces cost, space, and weight [144, 248, 256].

For example, some topologies allow the use of the traction inverter and motor windings for

charging and only require a minimum set of added components. Typically, integrated chargers

are non-isolated.

The battery can be charged with single-stage or two-stage chargers. In the first step of two-stage

chargers, the AC grid voltage is rectified to an interim DC link voltage. In the second step, a

DC/DC converter provides the desired voltage and current for the battery. Single-stage converters

rectify the AC voltages and provide the desired battery voltage and current in one step. The HV

traction battery chargermay also contain the power electronics used to charge the LV battery [259].

A variety of single-phase AC/DC converters for modular EV chargers are compared in Table 4.1

and Figure 4.2. Centralized three-phase AC/DC converters are shown in Table 4.2 and Figure 4.3.
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Table 4.1: Comparison of single-phaseAC/DCconverter topologies formodular EVchargers: number of power transistors

(T) and diodes (D) and their breakdown voltage level, bidirectional power transfer capability (V2G)

Figure Name References T D Voltage V2G

4.2a Conventional boost PFC [250, 260] 1 5 medium –

4.2b Interleaved boost PFC [144, 248] 2 6 medium –

4.2c Semi-bridgeless dual-boost PFC [260–262] 2 4 medium –

4.2d Bridgeless boost PFC [261] 2 2 medium –

4.2e Bridgeless boost PFC with a bidirectional/AC switch [261] 2 4 medium –

4.2f Totem-pole bridgeless boost PFC

with diode rectification

[145, 260,

261]

2 2 medium –

4.2g Totem-pole bridgeless boost PFC

with active/synchronous rectification (H4)

[144, 260,

263, 264]

4 0 medium ✓

4.2h Three-level T-type neutral point clamped inverter

(3L-TNPC)

[265] 4 0 high ✓

4.2i Five-level T-type NPC inverter [266, 267] 8 0 med.
*1 ✓

4.2j Three-level I-type NPC inverter (3L-NPC) /

diode-clamped inverter

[268] 4 2 medium ✓

4.2k Five-level I-type NPC inverter [267] 8 4 low ✓

4.2l Three-level flying capacitor inverter [268] 4 0 medium ✓

*1 4 switches with medium voltage rating, 4 switches with low voltage rating

The simplest single-phase PFC topologies (Figure 4.2a–f) contain a minimum of active switches

and can only charge but not discharge the EV battery. An example of a bidirectional AC/DC

topology is the totem-pole bridgeless boost PFC with active rectification (Figure 4.2g). Only one

of the two half bridges needs to be switched with high frequency — the other can be operated

with grid frequency. Using different semiconductor switches, such as gallium nitride (GaN)

and silicon (Si) metal-oxide-semiconductor field-effect transistors (MOSFETs), can minimize

conduction and switching losses at comparatively low cost [260]. Further single-phase topologies

are discussed by Faraji et al. [269] and Akhtar et al. [270].

The simplest bidirectional, centralized, three-phase topology is the two-level voltage source in-

verter (VSI), shown in Figure 4.3m. If the neutral conductor is also connected to a half bridge,

the phase currents can be controlled arbitrarily. An example is shown in Figure 4.3n, but this

can also be applied to other topologies. Individually controlling phase currents is typically not

required for EV charging systems but could be used to reduce voltage and current asymmetries
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Figure 4.2: Comparison of single-phase AC/DC converter topologies for modular EV chargers

in grids [271], e.g., in battery or PV inverters, particularly in microgrids. As long as the sum of

the three phase currents is zero at all times, three-leg topologies can also support grid balancing,

although not as well as four-leg topologies.

The hard-switching three-phase two-level voltage source inverter (VSI) can be extended by auxil-

iary switches that are connected between the center points of the half bridges and a split DC link

capacitor to enable soft switching (Figure 4.3o). The resulting auxiliary resonant commutated

pole inverter (ARCPI) is explained in Chapter 4.1.4. Soft switching eliminates switching losses,

increasing partial load efficiency and allowing higher switching frequencies. As a result, the

current ripple in the AC filter and the voltage ripple in the DC filter are lower when using the

same components, or smaller filters can be used for the same ripple requirement.

An example of an integrated, unidirectional, non-isolated single-stage AC/DC converter is shown

in Figure 4.3q. The topology is used in the 43 kW OBC of the first generation of the Renault
Zoe [256]. The traction motor windings are used as a filter between the already existing motor

inverter and an additional current source rectifier (CSR). Further integrated, mostly non-isolated

charger topologies are described by Zhang et al. [272] and Rivera et al. [144].

Examples of unidirectional three-level AC/DC converters are different types of Vienna rectifiers

(Figure 4.3s-v). Bidirectional three-level inverters (neutral point clamped (NPC), T-type neutral

point clamped (TNPC), active neutral point clamped (ANPC), and flying capacitor inverters)
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are shown in 4.3w-z. The corresponding single-phase variants are shown in 4.2h-l. If both the

phase and neutral conductor of a single-phase inverter are connected to a three-level leg, a total

of five switching states are possible, which is why some authors refer to them as a five-level

inverter [266, 267].

Table 4.2: Comparison of three-phase AC/DC converter topologies for centralized EV chargers: number of power

transistors (T) and diodes (D), breakdown voltage level, and bidirectional power transfer capability (V2G)

Figure Name References T D Voltage V2G

4.3m Three-phase two-level voltage source inverter

(2L-VSI / B6 bridge)

[144, 247] 6 0 high ✓

4.3n Three-phase two-level four-leg VSI [273] 8 0 high ✓

4.3o Auxiliary resonant commutated pole inverter

(ARCPI)

[274],

[C1], [C2]

12 0 high
*1 ✓

4.3p Three-phase buck-type current source rectifier

(CSR)

[198] 6 6
*2

high –

4.3q Three-phase two-level CSR with an

interleaved boost converter (type 1)

[144, 256,

272]

6/12
*3

6
*2

high –

4.3r Modular multilevel converter (MMC)

with half bridges / full bridges

[275] ≥24 0 low ✓

4.3s Vienna rectifier (type 1) [247, 276] 3 18 medium –

4.3t Vienna rectifier (type 2) [276] 6 12 medium –

4.3u Vienna rectifier (type 3, Y) [145, 276] 6 6 high
*4

–

4.3v Vienna rectifier (type 3, ∆) [276] 6 6 high –

4.3w Three-level T-type NPC inverter (3L-TNPC) [199, 252] 12 0 high
*5 ✓

4.3x Three-level I-type NPC inverter (3L-NPC) /

diode-clamped inverter

[199, 248] 12 6 medium ✓

4.3y Three-level active neutral point clamped

inverter (3L-ANPC)

[199, 277] 18 0 medium ✓

4.3z Three-level flying capacitor inverter [278] 12 0 medium ✓

*1 6 main switches with high voltage and current rating, 6 auxiliary switches with medium voltage and current rating

*2 if reverse blocking transistors (e.g., RB-IGBTs) are used, no additional diodes are needed

*3 since the existing motor inverter is used, only 6 additional transistors are needed

*4 diodes with high voltage rating, switches with medium voltage rating

*5 6 switches with high voltage rating, 6 switches with medium voltage rating
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Figure 4.3: Comparison of three-phase AC/DC converter topologies for centralized EV chargers

The modular multilevel converter (MMC) shown in Figure 4.3r consists of multiple similar

modules connected in series. The modules can comprise, for instance, half bridges or full

bridges.
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Figure 4.4a shows an advantage of multilevel inverters: While two-level inverters only allow

two discrete switching states per leg (+VDC

2 and −VDC

2 ), three-level inverters allow three states

(+VDC

2 , 0, and −VDC

2 ). Lower voltage swings across the semiconductors reduce switching losses

compared to a hard-switching two-level topology when using the same switching frequency. In

addition, the current ripple in the AC filter inductor is lower, so smaller filters can be used.

Semiconductors in multilevel inverters are typically exposed to lower voltages. This allows the

use of cheaper components with a smaller breakdown voltage rating or reaching higher input or

output operating voltages with components of the same voltage class.

However, a higher number of components increases the complexity of the power electronics, e.g.,

the power module and the printed circuit board (PCB). For example, semiconductor switches

in this voltage class require isolated gate drivers, increasing the cost per transistor. The higher

switch count also increases the complexity of the controller, which may require a more powerful

and, thus, more expensive processor. Therefore, depending on the implementation, the overall

cost of multilevel inverters is often higher compared to a two-level inverter.
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three-level inverter

two-level inverter

b)

vLN

VDC,min

VAC,LN,peak

VAC,LN,RMS

VDC

c)

vL12

vL12

VDC,min

VAC,LL,peak

VAC,LL,RMS
·√2

·√3

VDC

leg A leg B
2 half bridges

vLN VDC

leg A leg B
2 half bridges

vLN

+VDC/2

-VDC/2

v

t

+VDC/2

-VDC/2

v

t

+VDC/2

-VDC/2

v

t

+VDC/2

-VDC/2

v

t

v

t

v

t

Figure 4.4: a) Comparison of switching patterns for two-level and three-level inverters. Minimum DC link voltage for b)

single-phase and c) three-phase topologies

Modular single-phase chargers typically require a higher number of semiconductor components.

For example, a three-phase charger with three (bidirectional) totem-pole bridgeless boost PFCs

(Figure 4.2g) needs twelve transistors. In contrast, a centralized three-phase, two-level VSI

(Figure 4.3m) only needs six switches. On the other hand, the voltage rating of the centralized

inverter needs to be higher. For a VSI, the minimum DC link voltage VDC,min and, thus, the
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voltage rating of the semiconductors, DC link filters, and other components depend on the AC

grid voltage. In the European electricity grid, the root mean square (RMS) grid voltage VAC,RMS is

230 V (line-neutral) for single-phase and 400 V (line-line) for three-phase grids, with a tolerance

of up to +10%/−15% [279, 280]. This results in a minimum DC link voltage of at least 360 V

for single-phase and 625 V for three-phase inverters (see Equations 4.1a–c and Figure 4.4b/c).

However, as indicated by Vmargin, the DC link voltage should be higher (e.g., +10%) to allow a

stable operation despite dead time and imperfect controller behavior.

VDC,min = VAC,RMS,max ∗
√
2 + Vmargin (4.1a)

VDC,min,1ph = 230 V ∗ 110% ∗
√
2 + Vmargin ≈ 360 V + Vmargin (4.1b)

VDC,min,3ph = 400 V ∗ 110% ∗
√
2 + Vmargin ≈ 625 V + Vmargin (4.1c)

4.1.2 Comparison of DC/DC converter topologies

Forouzesh et al. [281] comprehensively review DC/DC converters and discuss isolated/non-

isolated, uni-/bidirectional, voltage-/current-fed, hard-/soft-switching, and single-/multi-stage

topologies. A review of DC/DC converters focusing on EV charging and V2G is presented

in [198, 253, 282–284].

Selected DC/DC converter topologies are shown in Table 4.3 and Figure 4.5. Among the most

popular non-isolated DC/DC converters are the buck (Figure 4.5a) and boost (Figure 4.5b)

converters. Active switches can be used instead of diodes to reduce conduction losses and allow

bidirectional operation. This results in the circuit of Figure 4.5c, a bidirectional buck or boost

converter, depending on the direction of power transfer. It is used in the non-isolated, integrated

OBC topology shown by Zhang et al. [272] and in stationary DC charging topologies presented

by Rivera et al. [144].

Interleaved converters (e.g., Figure 4.5d) can increase power and decrease current and voltage

ripple. In addition to these benefits, three-level inverters (e.g., Figure 4.5e) can also reduce

switching losses and the required voltage class of the semiconductors.

A cascaded buck-boost converter capable of reducing or increasing the voltage level in both

directions of power transfer is shown in Figure 4.5f.

Non-isolated and isolated variants of SEPIC, Zeta, or Ćuk converters, as well as isolated flyback

and forward converters [285], [286, pp. 1044-1050], [287, pp. 281-290, 303f.] are primarily used

for low-power applications. Some of these topologies might still be relevant for light electric

vehicles (LEVs), possibly through interleaving or cascading multiple converters, as discussed by

Akhtar et al. [270].
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Table 4.3: Comparison of DC/DC converter topologies for EV charging: number of power transistors (T) and diodes (D),

bidirectional power transfer capability (V2G), galvanic isolation (isol.), soft-switching capability (soft)

Figure Name References T D V2G isol. soft

4.5a Buck converter [287, pp. 182f.] 1 1 – – –

4.5b Boost converter [287, pp. 196f.] 1 1 – – –

4.5c Bidirectional buck converter (→) /

bidirectional boost converter (←)

[144, 281] 2 0 ✓ – –

4.5d Bidirectional interleaved buck (→) /

boost (←) converter

[144, 284] ≥4 0 ✓ – –

4.5e Three-level buck (→) / boost (←) conv. [144] 4 0 ✓ – –

4.5f Cascaded bidirectional buck-boost conv. [288] 4 0 ✓ – –

4.5g Push-pull converter (full wave rectifier) [287, p. 297] 2 2 – ✓ –

4.5h Push-pull converter (full bridge rectifier) [289] 2 4 – ✓ –

4.5i Half bridge converter (full wave rectifier) [287, pp. 291f.] 2 2 – ✓ –

4.5j Phase-shifted full bridge (PSFB) [144] 4 2/4 – ✓ –

4.5k LLC converter [144, 290, 291] 2/4 2/4 – ✓ ✓

4.5l LC-series/LC-parallel converter for

wireless charging

[90, 292] 2/4 2/4 – ✓ ✓

4.5m Dual active bridge (DAB) [258, 282] 8 0 ✓ ✓ (✓)

4.5n Bidirectional LLC converter [252, 293, 294] 4/6/8 0 ✓ ✓ (✓)

4.5o CLLC converter [258, 295, 296] 4/6/8 0 ✓ ✓ ✓

4.5p CLLLC converter [252, 258, 297] 4/6/8 0 ✓ ✓ ✓

4.5q DAB converter with LCL resonant tank [282] 8 0 ✓ ✓ ✓

4.5r Three-phase DAB [258] 12 0 ✓ ✓ (✓)

Most isolated DC/DC topologies exhibit a similar structure, as shown in the second row of Fig-

ure 4.5. Input and output filters comprising a capacitor (for voltage-fed converters), an inductor

(for current-fed converters), or both can be used, further described by Forouzesh et al. [281,

p. 9147]. The “inverter” topology on the input side, typically containing one to six semiconductor

switches, chops the DC voltage into an alternating voltage. The power is transferred galvanically

isolated by a transformer. Depending on the topology, a resonant circuit is inserted between the

inverter and rectifier stage, sometimes consisting of the transformer itself. Afterward, the voltages

and currents are rectified and filtered. For bidirectional chargers, another inverter stage is used at

the output instead of the passive rectifier.
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Figure 4.5: Comparison of DC/DC converter topologies for EV chargers — inverter and rectifier naming convention

according to [287, p. 275f.], filters for voltage- and current-fed converters described in [281, p. 9147]

A simple isolated DC/DC topology suitable for unidirectional EV charging is the phase-shifted

full bridge (PSFB), shown in Figure 4.5j. The inductance at the primary side of the transformer

stage can be a discrete component or the leakage inductance of the transformer. If the secondary-

side rectifier is replaced with active switches to allow a bidirectional operation, the dual active

bridge (DAB) is obtained (Figure 4.5m). It allows soft switching in certain operation ranges,

which permits using a higher switching frequency and, thus, smaller filter components and a

smaller transformer [258].

The LLC converter (Figure 4.5k) is a resonant DC/DC converter that features zero-voltage switch-

ing (ZVS) on the input inverter stage and zero-current switching (ZCS) on the output rectifier

stage [291, p. 19]. Thus, it eliminates switching losses almost entirely. The LLC converter is
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named after the components of the resonant circuit: An inductance (L), the transformer with its

primary inductance (L), and a capacitance (C) connected in series in the primary-side circuit. The

leakage inductance of the transformer can be increased by design to replace a discrete inductor

component. In this case, only the transformer and the capacitors form the resonant tank. As in

most of the presented isolated topologies, different configurations for the inverter and rectifier

stages are possible, as discussed in [290]. If a half bridge is used at the input and a full-wave

rectifier is used at the output, only two transistors and two diodes are needed.

While the conventional LLC converter is unidirectional, it can also be operated bidirectionally

with active secondary-side switches (Figure 4.5n). However, the achievable output voltage and

power ranges are limited in reverse operation, and higher switching losses than in forward mode

occur [293]. A series capacitance can be added to the secondary side to improve RPT, which

yields the CLLC converter in Figure 4.5o. If the secondary-side inductance is significant (e.g.,

because of a transformer with large secondary-side leakage or a discrete inductance), the topology

is also called a CLLLC converter (Figure 4.5p) [297, 298], [C3]. However, some authors also call

it a CLLC [252, 299], symmetric CLLC [258], or a bidirectional LLC topology [300].

Apart from the LLC-based topologies, other resonant tank configurations are available, such as

the LCL-T series-parallel resonant converter in Figure 4.5q. More resonant tanks are discussed

in [301, 302], [C3]. The resonant converters presented so far are called “conventional resonant”

or “full-resonant” converters. In contrast, “quasi-resonant” and “multi-resonant” topologies use

zero-current and zero-voltage switches to obtain soft switching in topologies that convention-

ally have a hard-switching behavior (e.g., buck, boost, Ćuk, Zeta, and SEPIC converters) [287,

pp. 347-350], [286, pp. 1041-1134], [303]. Another class of “quasi-square-wave converters”

(QSC) is presented by Vorperian [304].

Wireless chargers for resonant inductive power transfer (RIPT) use a structure similar to con-

ventional resonant DC/DC converters. However, the DC/DC converter and the transformer are

split into a transmitting side (in the EVSE) and a receiving side (in the EV). A topology using

an LC-series resonant filter at the transmitter side and an LC-parallel filter at the receiver side is

shown in Figure 4.5l. Other unidirectional topologies for WPT are presented in [90, 292], and

bidirectional topologies are investigated in [305, 306]. WPT with capacitive coupling using a

resonant “class E
2
converter” is demonstrated in [307].

4.1.3 Comparison of hard- and soft-switching topologies

Figure 4.6 compares the switching transition of hard and soft switching MOSFETs. The red

curves show the behavior of a FET in a hard-switching half bridge. The green curves show the

transition of a FET in a soft-switching half bridge in an ARCPI. The advantages of the soft-

switching topology are significantly reduced overshoots and lower
dv
dt transients. However, the
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Figure 4.6: Simulated switching behavior of MOSFETs in a hard-switching (red) and soft-switching (green) half bridge

during turn-on and turn-off with positive drain current (left) and negative drain current (right)

switching transition takes longer, so the timing to obtain the desired duty cycle needs to be adjusted

accordingly. The product of the drain-source voltage and the drain current in the MOSFETs is

significantly lower in the soft-switching topology than in the hard-switching topology. Therefore,

the dissipation power during the switching transition and, thus, the switching losses are lower.

This can also be observed in the resulting switching loci in Figure 4.7. In the simulated example,

the soft-switching topology reduces switching losses in the half bridge by more than 95%.
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Figure 4.7: Switching loci of simulated MOSFETs in a hard-switching (red) and soft-switching (green) half bridge during

turn-on and turn-off with positive drain current (left) and negative drain current (right)
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4.1.4 Auxiliary Resonant Commutated Pole Inverter (ARCPI)

The ARCPI — used in the V2G test bench presented in Chapter 5 — is a two-level VSI. In the

three-phase configuration shown in Figure 4.8, it is comparable to a hard-switching B6 bridge and

generally controlled with similar PWM patterns, e.g., space vector modulation (SVM). However,

an auxiliary circuit is used during the switching transition periods to obtain ZVS.
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Figure 4.8: Simplified equivalent circuit of the ARCPI

The switching behavior of the ARCPI is described comprehensively in [274, 308–311] and [C1].

There are three different commutation cases, which are shown in Figure 4.9. The transitions

are explained for half bridge A. In all three cases of the example, the low-side MOSFET ALS

is turned on at the beginning, so its drain-source voltage vDS,ALS is low. During the switching

transition that is shown, ALS shall be turned off, and the high-side MOSFET AHS shall be

turned on. The three cases are distinguished by the polarity and magnitude of the half-bridge

output current iout, indicated by a red arrow in Figure 4.8. Since the output current iout,A flows

through the inductor of the grid filter Lfilt,2, which is significantly larger than the resonant inductor

Lres,A, it stays approximately constant during the switching transition. The DC link voltages

VDC0,top ≈ VDC0,bot ≈ VDC

2 are assumed to be constant during the switching transition as well.

In case 1, the output current iout,A is positive. Consequently, the drain current of the low-side FET

ALS iD,ALS is negative initially. The switching transition is initiated by turning on auxiliary FET

AX1 at t1, as indicated by the number “1” at the bottom of Figure 4.9. Since vDS,ALS ≈ 0 and

VDC0,bot ≈ VDC

2 , there is a positive voltage vres,A from node DC0 to node A. Therefore, as soon as

AX1 is turned on, a current ires,A > 0 begins to build up through the body diode of AX2 and the
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resonant inductor Lres,A. The low-side FET ALS, which previously carried iout,A, is kept turned

on, so its drain-source voltage stays zero, and the current ires,A increases linearly. It exceeds the

magnitude of iout,A at t2, at which point the drain current iD,ALS = ires,A − iout,A through ALS

becomes positive. ALS is turned off shortly after, at t3, after an additional “boost current”∆iB is

built up. A soft-switching turn-off transition is obtained since both its drain-source voltage and

drain current are relatively low. From now on, the current ires,A−iout,A > 0 charges the parasitic

capacitance of ALS and discharges the capacitance of AHS. As a result, vDS,ALS increases, and

vDS,AHS decreases. Since the voltage vres,A between DC0 and node A also decreases, the increase

of ires,A slows down. After t4, the potential at node A is larger than at DC0, so the current through

the inductor Lres,A starts to decrease. The voltage vDS,ALS continues to increase until it exceeds

VDC, and vDS,AHS becomes negative at t5. As a result, the body diode of AHS conducts the

remaining current Ires,A − iout,A > 0. The high-side FET AHS is turned on between t5 and t6.

Since its drain-source voltage vDS,AHS was approximately zero, it turned on with ZVS. After the

current ires,A declined to zero at t7, AX1 is turned off at t8. Additional low-power diodes, marked

in gray in Figure 4.8, can be inserted between the resonant tank inductors, the auxiliary switches
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and DC+/– to let a remaining ires,A ̸= 0 decay without oscillations.

In case 2, the output current iout,A is negative but relatively small. At t1, ALS is turned off to

initiate the switching transition. Since iout,A is negative, the positive current iD,ALS charges the

parasitic capacitance of ALS while the capacitance of AHS is discharged. However, the switching

transition is very slow due to the small current magnitude. Therefore, if ALS is turned off quickly,

very low switching losses occur (nearly ZVS). To speed up the transition, AX1 is turned on at

t2. Similar to case 1, a positive current ires,A builds up until t3, supporting the transition. At t4,

vDS,AHS becomes negative, and thus, the body diode of AHS starts to conduct a current. It is

turned on at t5 with ZVS. AX1 is turned off afterward, at t6.

In case 3, the output current iout,A is negative and larger than the threshold current Iout,ths. At

t1, ALS is turned off. As in case 2, the positive current iD,ALS charges the parasitic capacitance

of ALS and discharges the capacitance of AHS. However, the transition is significantly faster.

Therefore, a soft turn-off of ALS can only be achieved if it turns off very quickly. The switching

transition takes place without the auxiliary circuit. Starting at t3, the body diode of AHS conducts

the output current. At t4, AHS is turned on with ZVS, as in the previous cases.

The transitions from the high-side to the low-side MOSFET are similar to the cases presented in

the example. However, the other auxiliary FET X2 is used instead of X1, and the polarity of iout

needs to be reversed, e.g., case 3 applies if 0 < Iths < iout.

Since the resonant inductors and auxiliary switches only conduct current during switching transi-

tions, they can be designed for a much smaller RMS current than the main switches and the grid

filter. However, the auxiliary switches experience higher peak currents than the main switches.

The resonant inductors barely increase cost since — besides their small RMS rating — they have

a much smaller component value than the filter inductors.

Compared to a 2L-VSI, the ARCPI is slightly more expensive in the first place since it needs

additional switches, gate drivers, and resonant inductors, and it has a higher control complexity.

However, it is significantly more efficient across all operating areas because of reduced switching

losses. This allows for increased switching frequencies and, thus, reduced grid filter size. Lower

losses can also decrease the cost of cooling components. Therefore, depending on the design, the

ARCPI can be even cheaper and more compact than a conventional 2L-VSI.

Compared to most bidirectional three-level VSI, the ARCPI has a lower switch count. Like the

almost similar-looking 3L-TNPC, it needs twelve active switches. However, the six auxiliary

switches of the ARCPI can be smaller than the six switches of the 3L-TNPC connected to the

split DC link capacitor due to a lower RMS current. Using the same switching frequency, the

grid filter of a 3L-TNPC faces lower current ripples than a similarly sized filter of an ARCPI

since the former experiences smaller voltage steps than the latter. However, the ARCPI has even

lower switching losses than the 3L-TNPC and can thus operate at a higher switching frequency

to achieve the same current ripple rating at higher efficiency.
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4.1.5 CLLLC converter

The CLLLC converter used in the V2G test bench described in Chapter 5 is a bidirectional,

isolated, resonant DC/DC converter. It is explained in detail in [C3]. An equivalent circuit

diagram (ECD) of a CLLLC converter with full bridges on both sides is shown in Figure 4.10.

The resonant tank consists of a transformer (T) with its primary inductance (Lp) and a turns ratio

of 1:n, and an inductance (Lres1, Lres2) and a capacitance (Cres1, Cres2) on both the primary and

secondary side of the transformer. If the transformer (highlighted in yellow) is designed with

purposely large and suitable stray inductances, Lres1 and Lres2 are formed as parasitic inductances

of the transformer, and no additional inductors are needed. MOSFETs are used as transistors

(Q1–Q8). They include intrinsic body diodes and parasitic capacitances CDS between their drain

and source terminals. The voltage-fed converter comprises capacitors on the DC input and output

(CDC1, CDC2) to stabilize the voltage. When used in a bidirectional EV charger, one side of

the converter (DC1) is the common DC link connected to the bidirectional AC/DC converter

(compare Figure 4.1). The other side (DC2) is connected to the battery, typically via relays.

VDC1

+
IDC1

ires1

Lres1

vres1

1:n Lres2

vres2
ires2 VDC2

+
IDC2

DC link
–

T

battery
–

Lp

Q1 Q6Q2 Q5

Q3 Q8Q4 Q7

CDC1 CDC2

Cres1 Cres2

Figure 4.10: Simplified equivalent circuit of the CLLLC converter

Figure 4.11 shows the operating principle and switching behavior of the converter. If power

is transferred from DC1 to DC2 (charging/G2V), the primary side half bridges are operated

complementary: Q1/Q4 and Q2/Q3 are turned on and off with the switching frequency fsw and

a duty cycle of 50%. The generated trapezoidal voltage wave excites the resonant circuit, and an

approximately sinusoidal current flows through the resonant tank. On the output side, the current is

rectified either passively, with the body or additional discrete power diodes, or actively, by turning

on the MOSFETs whenever the diode would conduct the current (synchronous rectification, SR).

At the beginning of Figure 4.11 (t = 0 µs), MOSFETs Q1 and Q4 are turned off, and Q2 and

Q3 are turned on. As a result, vres1 equals −VDC1. Q2 and Q3 are turned off at t1 (first red

dotted line), just before the resonant tank current ires1 becomes positive. The negative current ires1

charges the parasitic capacitances of Q2 and Q3 and discharges the ones of Q1 and Q4. As a
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Figure 4.11: Switching behavior of the CLLLC converter in G2V mode: Gate signals for Q1/Q4 and Q2/Q3, primary

side voltage vres1, primary side current ires1, secondary side voltage vres2, secondary side current ires2

result, vres1 becomes positive during the dead time. As soon as vres1 becomes larger than VDC1,

the body diodes of Q1 and Q4 conduct the resonant tank current. Right after, at t2, Q1 and Q4

are turned on. Since the voltage at turn-on was almost zero, ZVS was achieved.

On the secondary side, if ires2 is negative (and no synchronous rectifying is used), the body diodes

of Q5 and Q8 conduct the current. At t3 (first blue dotted line), ires2 becomes positive. After

this point, the parasitic capacitances of Q5 and Q8 are charged, and the ones of Q6 and Q7 are

discharged due to the positive current ires2. The polarity of vres2 reverses at t4, and shortly after,

the body diodes of Q6 and Q7 naturally take over the current flow without hard switching.

The transfer gain is the ratio between output and input voltage. It depends on the output load

Rload,DC and can be controlled by varying the switching frequency fsw. In order to analyze the

transfer gain, the converter can be simplified by the first harmonic approximation (FHA), in which

only the power transferred with the fundamental sinusoidal component of the switching frequency

is considered [C3]. The full bridge at the input is modeled as a sinusoidal voltage source with the

amplitude V̂res1,1, as shown in Equation 4.2. The output side, including the rectifier, output filter,

and load, is modeled as a resistive load Rload,AC (Equation 4.3). The resulting ECD is shown in

Figure 4.12.
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Figure 4.12: FHA model of the CLLLC converter

V̂res1,1 =
4

π
· VDC1 (4.2)

Rload,AC =
8

π2
·Rload,DC (4.3)

The resulting overall transfer gain MG2V for charging (G2V/FPT) is shown in Equation 4.4, and

the gain for discharging (V2G/RPT) in Equation 4.5.

MG2V =

n · F 2
x1 · (m1 − 1)√

(F 2
x1m1 − 1)2 + ( Q2

Fx2
)2 · (1− F 2

x1m1 − F 2
x2m2 + F 2

x1F
2
x2(m1 +m2 − 1))2

(4.4)

MV 2G =

1

n
· F 2

x2 · (m2 − 1)√
(F 2

x2m2 − 1)2 + ( Q1

Fx1
)2 · (1− F 2

x1m1 − F 2
x2m2 + F 2

x1F
2
x2(m1 +m2 − 1))2

(4.5)

Fx1 =
fsw
fres1

fres1 =
1

2π
√
Lres1Cres1

Fx2 =
fsw
fres2

fres2 =
1

2π
√
Lres2Cres2

m1 =
Lres1 + Lp

Lres1
Q1 =

√
Lres1/Cres1

Rload,AC

m2 =
Lres2 + n2 · Lp

Lres2
Q2 =

√
Lres2/Cres2

Rload,AC
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Examples of the transfer gain characteristics for G2V and V2G operation under different load

conditions as a function of the switching frequency are shown in Figure 4.13. At a fixed input

voltage, the output voltage decreases with higher output power and higher switching frequency.

In the gray area, also called the “capacitive area”, no ZVS can be achieved. Since this can quickly

overheat or even destroy the converter, this area is usually avoided in operation.
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Figure 4.13: Transfer gain of the CLLLC converter at different load conditions according to the FHA model

The CLLLC converter is a very efficient, galvanically isolated, bidirectional DC/DC converter.

Compared to a DAB, it can almost completely eliminate switching losses under all operating

conditions. Consequently, the switching frequency can be higher while maintaining superior

efficiency, and thus, the isolating transformermay bemore compact. Additional resonant inductors

and capacitors are needed on both the primary and the secondary side. This increases component

count and design complexity compared to an LLC converter. However, a bidirectional LLC

converter has increased switching losses and a limited operating range in the reverse direction. A

bidirectional LLC might be preferable for low-power RPT, such as for V2L. However, for V2H

and V2G with a higher reverse power rating, the CLLLC is more suitable [C3].

4.2 Control algorithms for grid-connected inverters

This chapter presents control structures that grid-connected inverters can use to feed energy into

the grid or even actively contribute to its stabilization.
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4.2.1 Grid-following and grid-forming inverters

AC/DC converters of unidirectional EV chargers are rectifiers operated with a comparatively

simple PFC control. In contrast, V2G chargers can feed power into the electricity grid, acting as

inverters as well. Grid-connected inverters can be divided into grid-following inverters (GFLIs)

and grid-forming inverters (GFMIs) [312–317]. A GFLI can feed power into an electricity grid,

following the grid voltage and frequency provided by other generators. Therefore, it relies on the

presence of an existing grid. An example is a small residential PV inverter in an interconnected

network, inwhich large synchronous generators in thermal power plants control the grid frequency.

In contrast, a GFMI actively contributes to grid stability by providing the grid voltage and

frequency. GFMIs can operate in grids on their own. Examples are battery inverters in PV-fed

microgrids.

Some authors further distinguish GFLIs into grid-feeding and grid-supporting inverters [312,

313]. A grid-feeding inverter is a regular GFLI, which typically maximizes output power while

maintaining a high power factor (i.e., no reactive output power). On the other hand, grid-

supporting inverters can support the grid, for example, by adjusting the active and reactive power

output to stabilize grid frequency and voltage.

Most present inverter-based resources (IBRs) in interconnected grids are GFLIs. However, due

to the rising share of mostly inverter-based RES and the phase-out of thermal power plants with

their synchronous generators, there is a growing need for a significant share of GFMIs to maintain

a stable and reliable grid operation with 100% IBRs [314, 317, 318].

GFLIs are often modeled as current sources and GFMIs as voltage sources [312–314, 316, 317,

319, 320], as shown in Figure 4.14. A GFLI estimates the grid frequency and phase, typically by a

phase-locked loop (PLL). Based on an active power setpoint P
set

and a reactive setpoint Q
set

(often

zero), as well as the measured grid voltage and the estimated phase, the controller determines

the direct current id and quadrature current iq components. The semiconductor switches are

controlled by a PWM to feed the currents into the grid at the point of common coupling (PCC).

A grid-supporting inverter may consider the grid voltage and frequency and adjust the injected

current to support their stabilization.

On the other hand, the GFMI directly generates a voltage phasor. The resulting current that

flows into the grid — and thus, the active and reactive power — is determined by the differences

between the inverter and grid voltage phasors and the inverter and grid impedances. The GFMI’s

primary goal is maintaining a stable grid voltage and frequency. In regular operation, GFMIs of

RES or storage systems typically also consider the active power setpoint P
set

to adjust the power

output based on available generation potential or a dispatch schedule [315, 317].

However, the boundaries between GFL and GFM sometimes cannot be easily drawn with the

aforementioned definition, as different inverter topologies and control methods can make it
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Figure 4.14: Simplified structure of a) grid-following and b) grid-forming inverters

difficult to differentiate between them. For a clear distinction of GFMI, independent of the

exact inverter and control topology, the UNIFI consortium recommends using specifications and

requirements of its capabilities [315]. In another report, it compares requirement-based definitions

found in other publications [317]. For example, the ENTSO-E defines three classes of IBRs [318]:

Class 1 IBRs, comparable with grid-following inverters, are only required to withstand certain

regular grid conditions, such as the complete voltage and frequency range, and provide basic

functionality, such as unity power factor control (Qset = 0) and the reduction of power output at

over-frequency. Class 2 IBRs, comparable with grid-supporting inverters, shall support voltage-

and frequency-support, damping, fault current injection, and FRTs. Class 3 IBRs, comparable

with grid-forming inverters, shall be able to sustain grid operation even during abnormal and

emergency states without any synchronous generators in the grid. The inverter must create

the grid voltage independently, contribute to system inertia, dampen harmonics, and reduce

imbalances.

RES inverters typically try to maximize active power output, e.g., based on the available solar

irradiation or wind speed. Therefore, GFL control is more common in these inverters. Increasing

their active power output based on grid-supporting or grid-following control is only possible with

an additional energy buffer or enough headroom during regular operation. For example, instead

of operating at the maximum power point, the inverter could operate with reduced output power in

regular operation [318, p. 37]. However, the reactive power can also be adjusted at the maximum

output power as long as the inverter’s current limit is not exceeded.
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GFM control is more common in BESS inverters. Other readily available examples are the

inverters in static synchronous compensators (STATCOMs) or high-voltage direct current (HVDC)

converter stations [314, pp. 1, 37f., 64].

Adding grid-forming capabilities to an inverter typically increases cost: The hardware requires a

higher current rating, the control is more complex, and thus, the development is more expensive.

Therefore, it is unlikely that cost-sensitive inverters such as the ones in V2G chargers will be

grid-forming. However, it is conceivable to add grid-supporting capabilities to the inverter that

are supported by the hardware with minimum added cost.

4.2.2 Grid synchronization and control

Grid-following and grid-supporting inverter controllers need to estimate the grid frequency and

phase, which is typically done using a PLL. Different structures for grid synchronization are

compared in [321–325] and [326, pp. 43-89, 169-202]. Some of the most commonly discussed

methods for three-phase inverters are the Synchronous Reference Frame (SRF), the Double

Second-Order Generalised Integrator (DSOGI), and the Decoupled Double Synchronous Refer-

ence Frame (DDSRF) PLLs [327, 328].

The SRF-PLL, shown in Figure 4.15, is one of the simplest methods to track the grid frequency

and phase. The three-phase AC voltages va, vb, and vc are transformed by the amplitude-invariant

Clarke transformation (Equation 4.6a) to obtain the corresponding two-phase voltages vα and vβ

and the zero-sequence component v0. Afterward, the voltages of this stationary reference frame

are transformed to the voltages vd and vq in the rotating positive-sequence reference frame by

using the Park transformation (Equation 4.6b).
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Figure 4.15: Simplified structure of the SRF-PLL (left) and definition of voltage and current measurements (right)
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[
xd

xq

]
=

[
cos(θg) sin(θg)

− sin(θg) cos(θg)

][
xα

xβ

]
(4.6b)

Since vd is aligned to the grid voltage phasor, its orthogonal component vq shall be zero. It is

fed into a PI controller to eliminate any remaining error vq ̸= 0, as seen in Figure 4.15. The

output of the PI controller is the estimated offset of the angular frequency Δωg to the nominal

grid frequency ωg = 2πfg . The estimated grid frequency is integrated to obtain the grid phase

θg, which is fed back to the Park transformation. Under ideal conditions in steady state, the PLL

tracks the grid frequency and phase perfectly, and thus, vq is zero.

The currents can be transformed with the Clarke and Park transformation as well. The rear part

of Figure 4.15, in which the phase θg is determined using the q-component, is omitted.

The transformation is also illustrated in Figure 4.16 with symmetric, ideal grid voltages. The

voltages va, vb, and vc, which have a phase shift of 120°, can be represented by one voltage phasor

v in the phasor diagram (orange arrow). The angle between the phasor and the a- or the α-axis is

the grid phase θg. The individual grid voltages can be derived by projecting the phasor to the axes

a, b, and c (turquoise, red, and green arrows in the phasor diagram in Figure 4.16a). The voltages

vα and vβ of the stationary two-phase reference frame can be derived similarly (purple and yellow

arrows in Figure 4.16b). There is no zero-sequence component v0 in balanced grids. The phasor

can also be projected onto the dq reference frame, which rotates with the angular grid frequency

ωg (Figure 4.16c). As mentioned, the d-axis rotates with the voltage phasor. Therefore, in steady

state, vd equals the grid voltage amplitude V̂g, and vq is zero.

The SRF-PLL works well in symmetric, undistorted grids. However, in unbalanced grids or with

harmonic distortions, the performance of the SRF-PLL deteriorates [322, 324], [326, pp. 182f.].

Different PLLs have been developed to improve the behavior under realistic and even severely

impaired conditions. Two examples are the DSOGI- and the DDSRF-PLL shown in Figure 4.17.

According to some authors, the DSOGI-PLL is superior [329]. Others identify comparable

results [324, 330] or attribute better performance to the DDSRF-PLL [322, 323] or entirely other

topologies (e.g., [325]). In this thesis, the DDSRF-PLL (Figure 4.17b) is used.

The transformations of the DDSRF-PLL will be explained using Figure 4.17b and Figure 4.18.

Each step is labeled by a purple circled capital letter (A-E). Similarly to the SRF-PLL, the

DDSRF-PLL transforms the grid voltages va, vb, and vc (A) to the stationary αβ reference frame

(B) using the Clarke transformation. The resulting components vα, vβ, and v0 for an unbalanced
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grid are shown in Figure 4.18a/b.

In the next step, these components are transformed into both a positive (+) and a negative (−)
sequence reference frame (C). In the DDSRF-PLL, both transformations use the same grid phase

θg but with different signs, which results in Equation 4.7. The positive-sequence reference frame

rotates with the grid frequency, and the negative one rotates with the negative grid frequency.
xd+

xq+

xd−

xq−

 =


cos(θg) sin(θg)

− sin(θg) cos(θg)

cos(−θg) sin(−θg)
− sin(−θg) cos(−θg)


[
xα

xβ

]
=


cos(θg) sin(θg)

− sin(θg) cos(θg)

cos(θg) − sin(θg)

sin(θg) cos(θg)


[
xα

xβ

]
(4.7)
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Figure 4.17: a) DSOGI-PLL, b) DDSRF-PLL

In a balanced grid in steady state, vd+ = V̂g and vq+ = 0. In an unbalanced grid, vd+ and vq+ are

not constant but oscillate with twice the grid frequency. The negative-sequence components vd−

and vq− oscillate even under balanced conditions. This is because any DC signal in one reference

frame is seen as an oscillating signal in the other reference frame. Since both frames rotate in

opposite directions with grid frequency, the difference between their rotations is twice the grid

frequency.

A decoupling network cancels out the oscillations (see Figure 4.17b and Equations 4.8a–d). The

decoupled components v'd+, v'q+, v'd−, and v'q− are derived (D), which are constant in steady state

under both balanced and unbalanced conditions. The decoupling network subtracts components
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4.2 Control algorithms for grid-connected inverters

of the opposing reference frame, in which the oscillation is filtered out. Typically, low-pass

filters (LPFs) are used for this purpose, which yields v̄d+, v̄q+, v̄d−, and v̄q− (E).

x′
d+ = xd+ − x̄d− cos(2θg)− x̄q− sin(2θg) (4.8a)

x′
q+ = xq+ + x̄d− sin(2θg)− x̄q− cos(2θg) (4.8b)
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Figure 4.18: a) Unbalanced three-phase grid voltages va, vb, and vc and their voltage phasor v at t1, b) representation in

the stationary αβ reference frame, c) the rotating positive- and negative-sequence dq reference frames, and

d) the decoupled vd+, vq+, vd−, and vq− components in the DDSRF-PLL
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x′
d− = xd− − x̄d+ cos(−2θg)− x̄q+ sin(−2θg)

= xd− − x̄d+ cos(2θg) + x̄q+ sin(2θg) (4.8c)

x′
q− = xq− + x̄d+ sin(−2θg)− x̄q+ cos(−2θg)

= xq− − x̄d+ sin(2θg)− x̄q+ cos(2θg) (4.8d)

The trajectory of the voltage phasor v follows an ellipse in an unbalanced grid condition. Its

path can be derived by geometrically adding the decoupled vectors v⃗+ and v⃗− of the positive and

negative reference frames, as shown in Figure 4.18d.

For grid phase estimation, the unfiltered v'q+ component is fed into a PI controller (Equation 4.9),

comparable to the SRF-PLL.

GPI(s) = Kp +
Ki

s
(4.9)

Typically, the filtered components (x̄d+/q+/d−/q−) are used for voltage and current control since

the unfiltered components (x'd+/q+/d−/q−) oscillate during sudden changes (e.g., voltage sags).

However, the filtered components limit the controller dynamic, depending on the filter type and

order. Revelo and Silva [331] use a notch filter (NF) to derive īd+/q+/d−/q− using the DDSRF-PLL,

which can improve the controller performance compared to an LPF.

The basic control structure for a GFLI with DDSRF-PLL can be seen in Figure 4.19 [C2]. The

sign of the decoupling term (marked in blue) depends on the sign convention of the grid current.

Here, the inverter is treated as a power source, as shown in Figure 4.15.
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Figure 4.19: Simplified structure of a dual reference frame current controller (left), including PI controllers (right)

In the simplest approach, the negative-sequence currents isetd− and isetq− are zero, and the positive-

sequence current isetd+ can be set proportionally to the active power and isetq+ according to the reactive

power. Revelo andSilva [331] present differentmethods to use both positive and negative-sequence
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4.2 Control algorithms for grid-connected inverters

currents, for example, to balance voltages or currents or to minimize power oscillations during

asymmetric voltage faults.

The resulting voltage setpoints are transformed back to the stationary reference frame using the

inverse Park and Clarke transformations according to Equations 4.10. The resulting vector is

applied to the inverter output by driving the switches with a PWM pattern based on SVM.

[
xα

xβ

]
=

[
cos(θg) − sin(θg) cos(θg) sin(θg)

sin(θg) cos(θg) − sin(θg) cos(θg)

]
xd+

xq+

xd−

xq−

 (4.10a)
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4.2.3 Ancillary services

The safe, stable, and reliable operation of the electricity grid requires a variety of ancillary

services. These are listed and described in [57, pp. 218-220], [332, pp. 58-70], [333, 334], and

[C2].

Ancillary services related to frequency control are Frequency Containment Reserve (FCR),

Frequency Restoration Reserve (FRR) with automatic (aFRR) and manual (mFRR) activation, as

well as replacement reserve (RR). They ensure that generation and demand power are in balance

in regular operation and during sudden frequency variations, for example, because of the outage

of a large power plant or the separation of the European interconnected grid due to failures. Their

interaction after an abrupt frequency drop is explained using the example in Figure 4.20 (also

compare [57, 335–342]). A frequency increase is faced with an opposing reaction.

Before t0, the grid is in steady-state operation with fg = fg,n = 50Hz. At t0, a significant loss of

generation power causes an imbalance between electricity generation and demand. The response

to this consists of several stages:

In the present electricity grid, a large share of generation is provided by synchronous generators

in conventional thermal or hydropower plants, which are powered by a mechanical steam or

hydroelectric turbine. Since the demand in the grid is now larger than the generation power, the

electrical load on the remaining generators and, thus, the mechanical load on the turbines is larger.

This causes turbines to release kinetic energy from their rotating mass and thus slow down. Since
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Figure 4.20: Illustration of a frequency drop in the electricity grid and reaction by different stages of frequency control

their mechanical rotational speed is tightly coupled with the electrical grid, the frequency in the

electricity grid also drops. The Rate of Change of Frequency (RoCoF) is limited by the inherent

mechanical inertia of all turbine generators, synchronous condensers, and motors synchronously

connected to the grid at the time of the event. The kinetic energy Ekin in a turbine generator can

be expressed by Equation 4.11. Sn is the nominal apparent power, H is the inertia constant, J is

the moment of inertia, and ωn the nominal angular velocity of the generator [339, pp. 15f.].

Ekin = SnH =
1

2
Jω2

n (4.11)

Typical values for inertia constants of thermal and hydroelectric power plants lie in the order of 0.5

to 6 s, and the kinetic energy is in the range of 1 to 9 GWs [342, p. 4]. The overall system inertia

of large interconnected networks such as the Central European electricity grid lies in the order of

several hundred to thousands of gigawatt seconds (GWs) and varies over time [339, p. 43], [340,

p. 78], [343]. The maximum permissible RoCoF lies in the range of 0.5 to 4 Hz/s [340, p. 8],

which is only reached in severe events and only lasts for a few seconds [344, p. 30].

As soon as the frequency in the synchronous grid in Continental Europe deviates by more than

10 mHz, all units in the grid providing FCR (“primary control”) need to react with a change of

generation power. The required power is proportionally scaled based on the frequency deviation
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4.2 Control algorithms for grid-connected inverters

to the nominal frequency. At or above a deviation of 200 mHz, the maximum FCR power

needs to be provided, as seen in the top right side of Figure 4.20. The full power is activated

automatically, must be available after 30 seconds at the latest, and needs to be provided for up to

15 minutes [338], [337, pp. 57-62], [57, p. 223]. In Continental Europe, the overall FCR capacity

is 3 GW, 562 MW of which were provided in Germany in 2021 [57, p. 226]. FCR limits the

maximum frequency drop (nadir at t1) and returns the frequency to a quasi-stationary operating

point at t2. If a failure impaired the grid balance, the frequency typically remains below the initial

frequency.

In the next step, aFRR (“secondary control”) is automatically activated in the load-frequency

control area of the TSO(s) in which the failure occurred. This relieves the units providing FCR

(after t3) so they can be used for new deviations, and it shall restore the grid frequency to its

nominal value (at t4). The full power needs to be active within 5 minutes after the event and

needs to be provided for up to 15 minutes. About 2 GW of aFRR were tendered in Germany in

2021 [57, pp. 223, 227].

For the support or relief of the aFRR units,mFRR (“tertiary control”) can be dispatchedmanually.

Manual FRR is used for longer-lasting issues in particular. The full capacity must be available

within 15 minutes and can be dispatched in 15-minute intervals. Around 1100 MW of positive

and 600 MW of negative
1
tertiary mFRR were tendered on average in Germany in 2021 [57,

pp. 223, 227]. In some European countries, RR is an additional measure to replace mFRR.

These frequency control capabilities are supplemented by further means, such as deactivating

interruptible loads and PHES, as well as load shedding below critical under-frequency limits.

Small generators such as photovoltaic and battery inverters can operate in a limited frequency

sensitive mode (LFSM), in which they reduce or increase the power feed-in or demand above or

below the normal frequency range [345–347].

In a future electricity grid with a high share of IBRs, these frequency control measures must

be implemented by the inverters, even in regular grid operation. On the one hand, the typically

ultra-fast reaction times of inverters could significantly improve frequency stability. On the other

hand, the lack of mechanical inertia of inverter-based generators, such as wind or PV generators,

is a challenge.

Synthetic inertia, also called virtual inertia (VI), is one possible solution to face transient fre-

quency stability with a lack of mechanical inertia in the future [339, p. 20], [340, p. 26f., 41f.].

Different topologies to provide synthetic inertia are reviewed in [348–352]. They can be divided

into topologies that model the behavior of synchronous generators, topologies based on swing

equations, and variants that implement a frequency-power relationship. A simple variant with a

frequency-power relationship is the Virtual Synchronous Generator (VSG) [348, pp. 9f.], shown in

1
positive reserve: increase generation or reduce demand, negative reserve: reduce generation or increase demand

89



4 Fundamentals: power electronics and control

Figure 4.21. The measured frequency deviation Δf to the nominal grid frequency fg,n is multiplied

with the damping constant kD for FCR, and its derivative
d
dt∆f is multiplied with the inertia

constant kI to provide synthetic inertia. Therefore, the VSG is essentially a PD controller in-

tended to reduce the frequency deviation Δf. However, when used in grid-following inverters, the

VSG does not directly influence the grid frequency. Instead, it only supports other conventional

power plants or grid-forming inverters in maintaining the grid frequency by reducing the power

variations in the grid that caused the frequency variation.

+
+ Δf d
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Figure 4.21: Simplified structure of the VSG

While frequency control mainly covers the grid’s short-term stability, additional measures are

necessary for long-term stability. With different forms of congestion management, the transmis-

sion and distribution system operators make sure that the energy demand can be fulfilled without

exceeding the safe operating limits of the grid infrastructure, e.g., power ratings of transformers

or power lines. This includes redispatch, countertrading, feed-in and demand side management,

peak-shaving and valley-filling, the disconnection of interruptible loads, or the provisioning of

capacity reserves. TSOs also need to compensate for the energy losses in the transmission system

through additional generation [57, p. 218], [333, 334].

In the unlikely case of a blackout, the grid must be restored. This requires some of the power

plants to be black-start capable and support the grid restoration process. The power plant needs

to start and run without an external power source, and the restoration needs to be coordinated by

the TSO [57, p. 540], [333, 334]. For inverter-based systems, this could be implemented using a

grid-forming inverter with a battery storage system.

Voltage regulation is another important aspect of the stable operation of the electricity grid. This

includes avoiding over- and under-voltages in the transmission and distribution grid by providing

or compensating reactive power, as well as reducing imbalances in the distribution grid [333, 334].

Particularly in weak, remote grids, the voltage quality can be impaired without additional mea-

sures. In these instances, a significant voltage difference occurs between periods of high demand,

e.g., when many EVs are charged in evening hours, and periods of low demand, for example when

PV systems feed energy into the grid at noon. Asymmetric demand or generation, e.g., caused

by single- or two-phase EV chargers and small single-phase PV systems, further intensifies the

problem [156, pp. 26, 34, 46f.].
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Possible solutions include flexible alternating current transmission systems (FACTS), transform-

ers with tap changers, and line regulators. Similar to PV inverters and stationary battery systems,

V2G fleets could also provide reactive or active power to regulate the voltage in the distribution

grid [156, pp. 56f.], [334], [347].

Power quality measures such as oscillation or harmonic damping improve voltage and frequency

stability. Low-frequent local or inter-area oscillations caused by disturbances like transmission

line faults can cause power outages. Therefore, they must be avoided and damped when occur-

ring [333].

Another essential aspect of grid stability is the transient behavior during abnormal over- or

under-voltage conditions, e.g., caused by switching operations or short-circuit faults. If too many

generators disconnect because of under-voltage events due to nearby or distant short circuits, a

significant share of generation would be missing after the fault, leading to frequency stability

issues. Instead, generators should be capable of injecting sufficient fault currents at critical

under-voltage events. This allows over-current protections to trip, helping to clear temporary

faults or to isolate affected segments so that the remaining segments can continue operation [314,

pp. 20f.], [317]. The LVRT, HVRT, and FRT capabilities are typically not remunerated ancillary

services but rather required in grid codes [334]. An overview of such requirements can be found

in [353, pp. 3-7] and [332, pp. 51-53].

Depending on the use case, IBRs should detect a loss of the grid and shut down (“anti-islanding”)

or intentionally continue to operate in islanded operation and later resynchronize. The first case

allows grid operators to safely turn off the grid segment for maintenance and repair. The latter

case reduces the adverse effects of outages by providing emergency power after a fault [314,

pp. 22], [317], [334].

Many of the ancillary services could also be implemented with bidirectional or partly even with

unidirectional EV chargers [3, 7, 148]. Some ancillary services, such as primary frequency

control and some forms of congestion management, have already been successfully tested in field

experiments, as summarized by Paul Reynolds et al. [4].
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5 Vehicle-to-Grid charger prototype

This chapter presents the development and characterization of a bidirectional battery charger for

V2G applications. The focus is on the power electronics hardware and control. The communica-

tion interfaces between the EV, EVSE, and EMS are not part of this thesis (see Figure 5.1).

The V2G charger aims to serve as a powerful and flexible test platform to investigate different

V2G use cases. It shall be able to transfer power in both directions, i.e., G2V and V2G, with

a power of up to 22 kW. The hardware is intended to be operated in the European 230/400 V

three-phase grid. However, single-phase operation and the use with lower grid voltages, e.g.,

120 V, shall also be possible with derated power. The charger should be able to charge batteries

with a voltage range of about 250 to 800 V. A very high efficiency over wide operating ranges,

i.e., also in partial or light load operation, is desirable.

As discussed in Chapter 4.1.1, EV batteries are isolated from the vehicle chassis for safety reasons,

and most chargers maintain this isolation while connected to the grid. Since V2G chargers are

expected to be connected to the grid for a considerable amount of time, the investigated charger

should also be isolated. Because of this requirement, a two-stage charger using an AC/DC and

a galvanically isolated DC/DC converter was selected. Resonant converters are preferred since

they eliminate switching losses, which is particularly useful for obtaining high efficiency even in

light load conditions. Based on these considerations, a three-phase ARCPI topology was selected

for the AC/DC stage and a CLLLC converter for the DC/DC stage.
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Figure 5.1: Simplified diagram of the investigated V2G charging system in case of bidirectional AC charging using the

OBC — the AC/DC and DC/DC converters (highlighted in orange) are the focus of this work
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5.1 Design and optimization of the DC/DC converter

The CLLLC converter used for the V2G test platform was initially designed in a master’s the-

sis [354]. Within the scope of the present doctoral thesis, the converter was further enhanced,

e.g., to support dynamic dead times and synchronous rectifying for higher efficiency and output

power [C3], to work smoothly together with the AC/DC converter developed in this thesis, to

allow a quick and automatic transition between the charging and discharging modes for dynamic

V2G operation, and to be controlled with a graphical user interface on a computer, emulating the

charging controller in Figure 5.1.

The naming convention used for the converter is shown in Figure 5.2. In forward operation

(FWD), energy is transferred from DC1 to DC2, and the battery is charged (G2V). DC1 is

the “input” or “primary side”, and DC2 is the “output” or “secondary side”. IDC1 and IDC2 are

positive.

In backward operation (BWD), energy is transferred from DC2 to DC1, and the battery is

discharged (V2G). Now, DC2 is the “input” or “primary side”, and DC1 is the “output” or

“secondary side”. IDC1 and IDC2 are negative.

IDC1 < 0 IDC2 < 0backward operation (BWD) – V2G / discharging

„secondary / output side“ „primary / input side“

IDC1 > 0 forward operation (FWD) – G2V / charging

„primary / input side“ „secondary / output side“

IDC2 > 0
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Figure 5.2: Simplified schematic of the CLLLC prototype with current sign and naming convention used in this thesis
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5.1.1 Power electronics

The CLLLC prototype is shown in Figure 5.3. The assembled board in Figure 5.3a consists of

a main board, a controller board (Figure 5.3b) mounted on top, and eight individual gate-driver

boards (Figure 5.3c) placed under the main board. The gate drivers control the MOSFET full

bridges inside the power module (Figure 5.3d). The power module is detachable to compare

different module variants. The arrangement of the final assembly with the power module, gate

driver boards, controller board, resonant tank, and the CLC filters in the DC links can be seen in

Figure 5.3e from the top and Figure 5.3f from the side.
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Figure 5.3: a) Photo of the CLLLC converter prototype, b) view onto the controller board with external communication

interfaces, c) gate driver boards, d) power module comprising diodes and MOSFETs, e) overview of the main

board with functional sections, f) side view of the assembly with power module, main board, and gate driver

boards — images b)-f) are based on [354, pp. 66-69, 80, 134], rearranged and extended (own work, CC BY

4.0)

Due to the lack of commercially available suitable transformers, the resonant tank consists of

discrete resonant inductors rather than an integrated transformer with appropriately designed
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leakage inductances. The latter would have been preferred because it saves space, weight, and

overall cost. The CLC filter on the DC1 link to the AC/DC converter, shown in Figure 5.2 and

Figure 5.3e, is not necessarily required since the inverter also has a large DC capacitance. It was

added to allow stand-alone operation of both converters in other applications. The component

values for the resonant tank
1
and the CLC filters are shown in Table 5.1. The filter inductor

is a common mode (CM) choke whose stray inductance functions as a differential mode (DM)

inductance to filter the input and output currents.

Table 5.1: Component values used in the CLLLC prototype shown in Figure 5.2

resonant Lres1 = 15 μH Cres1 = 79.2 nF N1:N2 = 7:9 fres1 = 146 kHz

tank Lres2 = 16 μH Cres2 = 114.4 nF Lp = 50 μH fres2 = 117.6 kHz

CLC CDC1,o = CDC1,i = CDC2,i = CDC2,o = 284 μF

filters LDC1,DM = LDC2,DM = 9 μH LDC1,CM = LDC2,CM = 1.5 mH

Different powermodules were compared. All modules consist of two full bridges comprising eight

Cree/Wolfspeed CPM3-1200-0013A silicon carbide (SiC) MOSFETs (VDS = 1200 V,RDS,on ≈
13mΩ). Some of the modules also include Cree/Wolfspeed CPW5-1200-Z050B or Rohm S6305
SiC Schottky diodes (VR = 1200 V, VF ≈ 1.1 V ) mounted anti-parallel to the FETs to reduce

the forward voltage drop compared to the intrinsic body diodes of the MOSFETs (VSD ≈ 3.6 V

when turned off). This is relevant on the primary side in the last phase of the dead time, just

before the MOSFETs turn on with ZVS (also see Vres1 between t = 1.2 . . . 1.5 µs in Figure 4.11

on page 76). It is even more important on the secondary side if the diodes passively rectify the

output current of the resonant tank for the DC link. The secondary-side MOSFETs can also be

used actively by implementing synchronous rectifying. In this case, the conduction losses further

decrease since the drain-source voltage in the on-state is significantly reduced.

The converter measures 38 x 28 x 8.5 cm
3
and weighs 5.36 kg, including the main, controller,

and gate driver boards, as well as the power module and filters. External cables, a housing, and a

cooling fan needed for high-power operation are not included. Based on a maximum continuous

power of 15 kW, the power density of the inverter prototype is 1.66 kW/dm
3
or 2.80 kW/kg.

1
The resonant tank is designed for a wide operating range, even under light load conditions. Among others, this

is achieved by comparatively large Cres1/2 values. However, the large Cres1/2 values cause high oscillating reactive

currents in the primary circuit. As it turned out, light load operation can also be handled well with a discontinuous

burst operation. Therefore, lower Cres1/2 values would be recommended for the next design iteration.
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5 Vehicle-to-Grid charger prototype

5.1.2 Controller

A functional overview of the controller board and its connection to the main board with measure-

ment signals and power supply is shown in Figure 5.4. The microprocessor used is an Infineon
AURIX TriCore TC275C with three cores. Core 0 is responsible for the control loop of the

DC/DC converter, the Controller Area Network (CAN) communication to the battery system,

and the CAN and Universal Asynchronous Receiver/Transmitter (UART) communication to the

charging controller, which is emulated by a computer. Core 1 collects all measurement signals

via Serial Peripheral Interface (SPI) buses and converts them for the control loop. Core 2 takes

care of the synchronous rectifying of the secondary side.

controller board

main board

44

44

–
DC1

+

DC2
–
+

DC2
–
+

2

22

2

22

22

2

signal 

isolation

4

T meas.

(8x)

relays

status LEDs

digital in/out

CAN

UART

I2C

SPI

USB

flash/

debug

V/I RES1

measurement 

V/I RES2

measurement 

emergency 

stop

gate control 

logic

gate control 

logic

V/I DC2

measurement 

I/T DC2

measurement 

I/T DC1

measurement 

V/I DC1

measurement 

5 V, 

3.3 V

AURIX

TC275

micro-

processor

AURIX

TC275

micro-

processor

AURIX

TC275

micro-

processorin
te

rf
ac

e

gate driver 

boards (4x)

gate driver 

boards (4x)

gate driver 

boards (4x)

gate driver 

boards (4x)

cooling

12 – 24 V

input

244

analog in

to battery-side

relays

to
 c

o
m

p
u

te
r 

/

ch
a

rg
e 

c
o

n
tr

o
ll

e
r 

to
 A

C
/D

C

co
n

v
er

te
r

from auxiliary supply

to
 b

a
tt

e
ry

to
 A

C
/D

C
 c

o
n

ve
rt

er

8 8

Figure 5.4: Overview of the signals from and to the DC/DC controller — image based on [354, p. 79], rearranged and

extended (own work, CC BY 4.0)

The control loop is executed with a relatively slow controller frequency of 4 kHz. It starts with

the measurement acquisition via the SPI buses. The data is converted and then processed by the

CLLLC controller. The manipulated variable is the switching period Tsw of the primary-side full

bridge. It is dynamically adjusted based on the deviation of the measured DC1 and DC2 voltages

and currents to their respective setpoints. The new switching period setting is immediately applied

at the end of the control loop.
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5.1 Design and optimization of the DC/DC converter

The switching period was used as the manipulated variable instead of the switching frequency

because its relationship to the transfer gain is more linear (compare Figure 5.5). Since sud-
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Figure 5.5: Transfer gain of the CLLLC converter in V2G operation according to the FHA model

den switching period changes can cause high inrush currents into the resonant tank, a simple

I-controller is used instead of a PID controller. The switching frequency is limited from 80 to

420 kHz in the forward direction (G2V) and 75 to 420 kHz in the backward direction (V2G).

The higher the output voltage and current shall be, the lower the switching frequency has to be.

On the other hand, if the output power is too low for the highest switching frequency, the con-

verter operates discontinuously. Small switching bursts are applied with the maximum switching

frequency to control the output effectively and efficiently. The start-up procedure and voltage or

current overshoots are handled separately.

In unidirectional operation (either G2V or V2G), the charging controller sets the power transfer

direction and setpoint values. A simplified control diagram for this mode of operation is shown

in Figure 5.6. The controlled variables are the maximum output voltage and current, for example,

based on the battery’s maximum charging limits. Optionally, the minimum input voltage and

maximum input current can also be controlled. The controller seamlessly chooses the limiting
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variable by using the minimum of the respective calculated ΔTsw values. If any value exceeds

the limit, this results in a negative ΔTsw, i.e., an increase of the switching frequency and, thus,

a reduction of the transferred power. The resulting value for ΔTsw is added to the last switching

period to obtain the new period Tsw for PWM generation of the primary side, i.e., the input side.

The secondary-side full bridge (FBout) is either turned off for passive rectification (as implemented

in [354]) or actively driven to support synchronous rectification (developed in this thesis).

When the DC/DC converter is operated with an inverter that determines the power flow, the

converter can be operated in an additionally implemented dynamic bidirectional mode. The

corresponding control diagram is shown in Figure 5.7. In this mode, the CLLLC converter

determines the power transfer direction and power level based on the DC1 link voltage between

the inverter and the converter, as well as the DC2/battery voltage, as shown in the bottom right

box of the diagram. If the inverter draws power from the grid, the DC1 voltage rises, so the

DC/DC converter needs to charge the battery to stabilize VDC1. In the opposite case, the inverter

feeds power into the grid. Thus, the DC1 voltage falls, and the converter needs to discharge the

battery. The power is reduced if the battery reaches the maximum or minimum allowed voltages.

The tolerated voltage and current setpoint ranges are configured statically. The DC1 voltage range

should be selected relatively tight around or equal to the nominal DC1 voltage. The DC2 voltages

can be selected based on the minimum and maximum allowed battery voltages. The minimum

(negative/discharging) and maximum (positive/charging) permissible currents for the common

DC1 and the DC2/battery links are selected as current limits.
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For an improved overall power transfer dynamic and to reduce DC1 voltage deviations, the

inverter can communicate its power setpoint to the DC/DC converter so both devices can adjust

the transferred power simultaneously. This was realized using a galvanically isolated high-speed

SPI bus between the two controllers. A cyclic redundancy check (CRC) and a counter value are

added to the data packet to detect data corruption. The DC/DC converter requests the AC power

setpoint from the inverter in every control loop. Next, the power difference Δp between the DC1

power measured by the DC/DC converter and the AC power setpoint of the inverter is calculated.

However, the transferred power of the CLLLC converter cannot be influenced directly but is

controlled by the switching frequency, which is selected based on the voltage and current setpoints.

Therefore, Δp is multiplied with a control factor kff,P and subtracted from the measured DC1

voltage before it is fed into the controller asV′meas
DC1 to adjust the power accordingly. The resulting

∆v = kff,P ·∆p is limited to ±30 V to avoid an excessive reaction of the voltage controller.

If the inverter increases the power fed into the grid (P set
AC > 0), and the momentary power

transferred by the CLLLC converter and flowing out of the DC1 link (Pmeas
DC1 < 0) is not large

enough, V′meas
DC1 will be reduced. This causes the converter to switch to the backward mode (if not

already done) and decrease the switching frequency to increase the magnitude of the DC1 power

|Pmeas
DC1 |. In contrast, if the inverter decreases the power fed into the grid or increases the power

drawn from the grid,V′meas
DC1 is increased. As a result, the converter decreases |PDC1| in backward

operation or switches into forward power transfer operation and increases PDC1, if necessary.

The DC/DC converter can be configured and started using its UART interface via the USB

connector. The most important commands to control the converter are shown in Appendix A.3.

Measurements and states are sent via UART every second. The converter also transmits its

measurements and states via the CAN interface. This information can be visualized on aLabVIEW
interface on the computer, as shown in Figure A.2 in Appendix A.3. The interface shows the

input and output voltages, currents, and powers, the switching frequency, efficiency, error states,

and several component temperatures for two converters.

5.1.3 Dynamic dead time generation

The principle of ZVS in the CLLLC converter is to let the primary-side resonant tank current

ires drive the transition of the full bridge output voltage vres of the primary side (compare vres1

between t1 and t2 in Figure 4.11). However, the slew rate of vres is dependent on the output load.

The resulting minimum dead time required for soft switching also depends on the input voltage.

Two different load conditions are compared in Figure 5.8. Power is transferred in the forward

direction from DC1 to DC2. In Figure 5.8a and c, the output power is large, so the resulting

primary-side transition, in this example vres1, is fast. The optimal turn-on time for MOSFETs

Q1 and Q4 is highlighted in green in Figure 5.8a. It is reached as soon as the vres1 transition
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Figure 5.8: Switching transition under two different load conditions: a) optimal dead time tdead,1 for the fast transition, b)

optimal dead time tdead,2 for the slow transition, c) using tdead,2 for the fast transition causes hard switching,

d) using tdead,1 for the slow transition causes hard switching

is complete, i.e., vres1 exceeds VDC. If the MOSFETs turn on earlier, no ZVS is achieved. If

they turn on later, the rectifier diodes conduct the current ires1 while the FETs are still off, which

increases conduction losses compared to turned-on MOSFETs. A small safety margin can be

included to ensure ZVS is achieved, as marked in yellow. This results in dead time tdead,1.

In Figure 5.8b and Figure 5.8d, the output power is lower, so the switching transition takes longer.

The optimal turn-on time of Q1 and Q4 is marked in green in Figure 5.8b. The resulting dead

time, including a safety margin, is tdead,2. It is significantly longer than in the previous case.

ZVS cannot be achieved in many instances if a fixed dead time is used. For example, using the

optimal dead time tdead,2 of the light-load condition (Figure 5.8b) for the higher output power

(Figure 5.8a) results in the switching transition shown in Figure 5.8c. The transition is completed

long before Q1 and Q4 are turned on, which increases conduction losses during the switching

transition. More importantly, since the primary-side resonant tank current changes sign before

these FETs are turned on, the resonant tank voltage starts an additional, unwanted transition, and

no ZVS can be achieved.

On the other hand, if the optimal dead time tdead,1 for the high-power condition is used for light

load, the transition of vres1 is not completed by the time Q1 and Q4 are turned on. As a result,

the soft switching transition is interrupted, which partly causes a hard turn-on as well.

The solution to this problem is a dynamic adjustment of the primary-side dead time. The controller

calculates the timing based on the direction of power flow, the switching frequency fsw, the input

voltage VDC,in, and output load Rload =
VDC,out

IDC,out
. This is an extension to the controller presented

in [354] and significantly increases efficiency and reduces EMI due to unwanted hard switching

transitions.
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5.1.4 Synchronous rectifying

Another improvement compared to [354] is the implementation of synchronous rectifying on the

secondary side. Instead of the passive rectification, where only the diodes of the output side

rectify the secondary-side resonant tank current, the MOSFETs are turned on whenever these

diodes would conduct the current. This reduces voltage drops across the semiconductors and

thus significantly decreases conduction losses. There are commercial synchronous rectifying

integrated circuits (ICs) that measure the drain-source voltage across the MOSFET to detect pe-

riods in which the FET shall be turned on. However, the ICs found do not support the operation

with the required output voltage of 800 V or more. Therefore, another concept was implemented,

which is shown in Figure 5.9.
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Figure 5.9: Resonant tank voltage and current signals to microprocessor and gate drivers used for synchronous rectifying

Schmitt trigger comparators are placed on both sides of the resonant circuit to let the micropro-

cessor detect the polarity of the voltage vres and the current ires. Additionally, the current signals

I1/2</>, which determine whether the resonant tank currents are above or below a defined threshold,

are connected to the gate drivers via logic gates. The three operating modes shown in Table 5.2

were implemented.

Table 5.2: Operating modes of the CLLLC gate drivers

GA/B/C/D SWA/B/C/D I1/2</> Description
0 – – FET turned off

PWM 1 – FET controlled by PWM of microprocessor (e.g., primary side)

timer 0 HW FET controlled by synchronous rectifying HW, gated by SW
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In the first mode, the MOSFET is turned off. This can be used when the converter is off or

on the output side if passive rectifying is used. In the second mode, only the microprocessor

determines the MOSFET behavior with a PWM signal. This is used on the primary side. In the

third mode, the software (SW) of the microprocessor determines when the synchronous rectifying

hardware (HW) circuit shown in Figure 5.9 is allowed to turn on the MOSFET.

Synchronous rectifying is only used when the voltage and current signals can be detected reliably,

and it benefits efficiency, which is the case above a certain voltage and current threshold. In this

case, each edge of the secondary-side VPOL signal triggers the execution of an interrupt service

routine (ISR) in the microprocessor. In the ISR, the GA/B/C/D signal of the respective secondary-

side FETs is enabled for a certain period. A timeout value of 33% of the switching period minus

a constant dead time of 150 ns was used in the prototype. During this time, the FET turns on

whenever the respective current signal I1/2</> is HIGH. However, the turn-on of the MOSFETs is

delayed by the ISR call and the propagation delay of the gate driver, which causes the FETs to

turn on slightly later than permitted by the VPOL signal.

For example, if power is transferred from DC1 to DC2 in forward mode, a rising VPOL2 edge

triggers the microprocessor, which enables the GC signal. The FETs Q5 and Q8 are turned on

while GC and I2< are HIGH. The FETs turn off as soon as I2< becomes LOW or the micropro-

cessor timeout clears the GC signal. Ideally, the MOSFETs are turned on during the periods

marked in light green in the vres curve in Figure 5.9. Similarly, a falling VPOL2 edge makes the

microprocessor turn on the GD signal. The FETs Q6 and Q7 are turned on while GD and I2> are

HIGH, ideally in the time frame marked in yellow in Figure 5.9.

5.2 Simulation of the AC/DC converter

As part of this thesis, a new ARCPI prototype was developed. Before designing the prototype, the

inverter was simulated in LTspice andMATLAB/Simulink, among others. The LTspice simulation

focused on the optimization of the ARCPI switching transition timings, using only one arm of the

ARCPI and simulated time frames of typically less than 20 μs. The MATLAB/Simulink models

were used to compare and optimize different PLLs and grid controllers of the inverter, i.e., using

time horizons of multiple seconds. Instead of the ARCPI, only a simple 2L-VSI / B6 bridge

was modeled using the Simscape “Specialized Power Systems” Library in Simulink. This has

the advantage that the soft switching transitions do not have to be modeled in detail. Instead, a

simplified switch model is used to speed up the simulation significantly.
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5.2.1 ARCPI switching behavior

The LTspice model shown in Figure 5.10 was used to test the general principle of operation of

the auxiliary circuit
2
, to compare different values for the resonant components, and to optimize

the switching behavior for the first operation of the prototype. Only one half bridge is simulated.

The DC link is supplied by the constant voltage source on the left side. On the half-bridge output

(“HB_A” on the right side), there is a constant current source that is set to different positive or

negative values to emulate the switching cases described in Chapter 4.1.4.

Figure 5.10: LTspice model of one ARCPI arm used to optimize switching patterns

The simulation models of the MOSFETs and diodes to be used in the prototype are provided by

the manufacturer, Cree/Wolfspeed. For the main MOSFETs “AL” and “AH”, the CPM3-1200-
0013C model was selected. Both CPM3-1200-0075A and CPM3-0900-0065B were tested for the

auxiliary FETs “AX1” and “AX2”. Optionally, CPW5-1200-Z050B diodes (“DAL” and “DAH”)

are used anti-parallel to the main MOSFETs to reduce diode voltage drop during dead time.

The resonant capacitance is formed by the nonlinear parasitic drain-source capacitance of the

main MOSFET (CGD ≈ 270 pF at 800 V [355]), the parasitic anode-cathode capacitance of the

2
The simulation model shows the circuit used in the prototype. However, as will be explained later, it is recommended

to change the order of the resonant inductors and auxiliary FETs as opposed to the circuit diagram shown, i.e., to

connect “AX1” and “AX2” to “U0” and “LresA” between the auxiliary FETs and the main bridge output “HB_A”.
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diode (CAC ≈ 170 pF at 800 V [356]), and a discrete capacitor (Cres,ext = 1 nF ), which extends

the otherwise very short transitions times. This results in Cres,total ≈ 1.44 nF at 800 V. The

parasitic semiconductor capacitances are nonlinear— the capacitance increases at lower voltages,

which has to be considered in the switching pattern generation. For example, at 100 V, the overall

capacitance is Cres,total ≈ 2 nF . The use of a significant constant external capacitance reduces

this nonlinearity. A resonant inductor value Lres of 900 nHwas chosen to simulate a 1 μH inductor

with a −10% decrease due to saturation and component tolerance.

The FETs are controlled by the pulse voltage sources shown at the bottom of Figure 5.10, which

emulate the gate driver behavior using exponential rise and fall curves. A DC link voltage of

800 V was selected. Each side of the split DC link capacitor is 40 μF in the simulation, which was

sufficient to keep the potential “U0” stable. Leakage resistors with 10 MΩ were placed between

various nodes to speed up and stabilize the simulation.

The results for the simulation of the three switching cases using the CPM3-1200-0075A auxiliary

FETs are shown in Figure 5.11. In case 1, a load current of +45 A was applied. This corresponds

approximately to the peak current expected at 32 ARMS at the grid connection, which is reached at

the maximum output power of 22 kVA in a 230/400 V grid. Auxiliary FET AX1 is used to allow a

ZVS transition from the low-side FETAL to the high-side FET AH. AX2 remains off, and only its

body diode is used. In case 2, the output current is −5 A. AX1 supports the switching transition.
In case 3, the output current is−35 A, and no auxiliary FETs are used because the output current
itself allows a ZVS transition. The transitions from the high side to the low side, which use AX2,

Figure 5.11: LTspice simulation results of the three switching cases discussed in Chapter 4.1.4. From top to bottom:

Gate-Source voltages of the low side (purple), high side (orange), and AX1 FET (green), voltage between

the half-bridge output and DC- (blue), load current (light red) and current through the auxiliary circuit (red)

— the direction of the load and auxiliary circuit currents is indicated in Figure 5.10.
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are not shown because they are symmetric to the cases discussed here with reversed current signs.

The gate driver timings were optimized manually to obtain ZVS at turn-off and turn-on while

keeping the current through the auxiliary circuit at relatively low levels. Contrary to the operation

described in the literature (see Chapter 4.1.4), no boost current was used since almost perfect

ZVS switching could be achieved without a boost current. This helps to minimize the average

and peak currents and, thus, the power losses through the auxiliary circuit.

The dead time between turn-off and turn-on of the main MOSFETs is 260 ns in the examples.

The maximum slope
dVDS

dt of the FETs is approximately 8.1 kV
µs in case 1, about 7.5 kV

µs in case 2,

and 10.7 kV
µs in case 3. In the last case, it cannot be influenced by the gate drivers, but only by

using a different Cres,ext.

As mentioned, the main MOSFET and the anti-parallel diodes nearly achieve ZVS, so there are

almost no switching losses. Their conduction losses can be roughly estimated by assuming that

for each phase and at each point in time, exactly one main FET is in line with the output current.

Using the RMS inverter output current of 32 A present at nominal power and the datasheet value

RDS,on of 13 mΩ at VGS = 15 V and Tj = 75°C [355], the conduction (and thus overall) power

losses in all main FETs add up to 40 W:

Ploss,main,3ph ≈ Ploss,main,3ph,cond ≈ 3 ·RDS,on,main · I2out,RMS

= 3 · 13mΩ · (32 A)2 ≈ 39.9 W (5.1)

The auxiliary circuit faces different losses depending on the momentary output current. All

auxiliary FETs turn on and off with ZCS, so their switching losses are negligible. The highest

conduction losses occur at high output currents, where cases 1 and 3 alternate at the two switching

operations from the low side to the high side and vice versa. The highest auxiliary FET current

occurs in the simulated case 1, with a peak of 71.1 A. From t = 100 to 600 ns, the RMS

current I(Lresa) is 40.4 A, according to LTspice. Using datasheet values of RDS,on of 90 mΩ at

VGS = 15 V, ID = 40 A, and Tj = 75°C for the auxiliary FETs [357], the conduction (and thus

overall) losses during this switching transition time frame of 500 ns are approximately 147 W for

one auxiliary FET:

Ploss,AX1,peak(Iout(ti)) ≈ RDS,on,aux · (Iaux,RMS(Iout))
2

(5.2a)

Ploss,AX1,peak(45 A) ≈ 90mΩ · (40.4 A)2 ≈ 146.9 W (5.2b)

According to the simulation, the average losses are slightly higher than the calculated ones —

178 W during the 500 ns time frame, i.e., 89 μJ per switching transition.

The other auxiliary FET remains turned off with VGS = −4 V . According to the datasheet, the

drain-source voltage across the body diode is −6.67 V at ID = −40.4 A, which corresponds to
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momentary losses of 270 W of one auxiliary FET according to Equation 5.3b. The simulated

losses are also 270 W (or 135 μJ per transition).

Ploss,AX2,peak(Iout(ti)) ≈ VSD,off,aux · Iaux,RMS (5.3a)

Ploss,AX2,peak(45 A) = 6.67 V · 40.4 A ≈ 269.5 W (5.3b)

The same switching transition is simulated for a hard-switching topology without the auxiliary

circuit to illustrate the advantage of soft switching. In this case, the combined switching loss

energy for the high and low-side main MOSFETs of one phase is approximately 1.41 mJ. That

is more than six times higher than the loss energy in the auxiliary circuit of the soft switching

topology (89 µJ + 135 µJ = 224µJ).

Since the auxiliary circuit is only used once per switching period, the average conduction losses

in the auxiliary circuit are only
500 ns
10 µs = 5% of the previously calculated losses when using a

switching frequency of 100 kHz. Therefore, the worst-case auxiliary FET losses for the auxiliary

circuits of one phase are 20.8 W using datasheet values and 22.4 W in the simulation.

Ploss,AX1+AX2,avg(Iout(ti)) = (Ploss,AX1,peak + Ploss,AX2,peak) ·
ttransition

Tsw
(5.4a)

Ploss,AX1+AX2,avg(45 A) = (146.9 W + 269.5 W ) · 500 ns

10 µs
≈ 20.8 W (5.4b)

On average, the mean overall losses of the auxiliary FETs are smaller since the operating point

investigated in the calculations is only reached during the output current peak at point d in

Figure 5.12. The simulation is repeated for all points shown in Figure 5.12 to calculate the

average losses presented in Table 5.3. In summary, the overall auxiliary FET losses at nominal

output power are approximately 14 W for one phase and 42 W for all three phases.
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Figure 5.12: One period of the grid current and points used for the auxiliary FET loss calculation in Table 5.3

As shown in Figure 5.11, the switching behavior in the LTspice simulation looked fine for the

CPM3-1200-0075A auxiliary FET simulation model. However, when using the CPM3-0900-
0065B model as an alternative, significant oscillations were found in the auxiliary current and

the voltage across the auxiliary FETs right after they were turned off at the end of the switching
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5.2 Simulation of the AC/DC converter

Table 5.3: Auxiliary FET loss calculation at different points in time using the maximum RMS output current of 32 A

iout(ti) Ploss, AX1+AX2, avg, datasheet Ploss, AX1+AX2, avg, simulation

a 0.0 A 6.5 W 9.0 W

b 22.2 A 9.7 W 10.1 W

c 38.7 A 17.3 W 18.1 W

d 45.0 A 20.8 W 22.4 W

mean (
a+2b+2c+d

6 ) 13.5 W 14.6 W

transition. As discussed in [C1], a likely reason for this is that at the end of the switching transition,

the reverse recovery charge of the auxiliary FET excites the additional resonant circuit formed by

the resonant inductor and the parasitic capacitance of the auxiliary FET. While this oscillation is

small in Figure 5.11, it is very prominent when using the CPM3-0900-0065B simulation model

(see Figure 5.13).

a) CPM3-1200-0075A: oscillations highly damped b) CPM3-0900-0065B: oscillations poorly damped

Figure 5.13: Behavior of the switching transition using two different MOSFET simulation models under otherwise same

conditions — location of measurement signals shown in Figure 5.14a

As was later discovered using the prototype, unlike in the simulation, the ringing is also present

when using the CPM3-1200-0075A. A solution to quickly eliminate the ringing is to change the

order of the auxiliary FETs and the resonant inductors, as shown in Figure 5.14. Unfortunately,

this was only detected after the prototype was built and could not be tested in a new revision due

to time constraints, as an extensive redesign of the electronics would have been necessary.
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a) Resonant inductor connected to “U0” (DC0), auxiliary FETs placed at the half-bridge output (as in the prototype): severe oscillations

b) Auxiliary FETs connected to “U0” (DC0), resonant inductor placed at the half-bridge output (recommended): no oscillations

Figure 5.14: Effect of the component placement in the auxiliary circuit — diodes from “aux_a” to “POS” (DC+) and

ground (DC−) clamp the “aux_a” potential within the DC link potentials

5.2.2 DDSRF-PLL

The Decoupled Double Synchronous Reference Frame (DDSRF) PLL presented in Chapter 4.2.2

was implemented in a MATLAB script to find and evaluate suitable filter settings under regular

and impaired grid conditions. A block diagram of the most promising PLL structure presented in

the following and implemented in the prototype is shown in Figure 5.15.

A second-order LPF is used to derive the filtered voltages v̄d+/q+/d−/q− used for the decoupling

network and the converter control algorithm. The filter is necessary to cancel out the second

harmonic of the grid frequency from the reference frames rotating in opposing directions. The

grid frequency fg derived from the unfiltered decoupled voltage v'q+ is filtered by a fourth-order

LPF. This yields a smooth signal f̄g that is used for the grid frequency and virtual inertia (VI)

control algorithm.

The grid angle is an output of the PLL, which is also needed in the decoupling and Park

transformations of the PLL. In the time-discrete PLL implemented in the simulation and the

prototype, the grid angle of the previous cycle i–1 is used in the current cycle i to solve this

cyclic dependency. However, the angle will change from one to the next control loop cycle. The
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Figure 5.15: DDSRF-PLL implemented in the MATLAB simulation and the prototype

projected phase difference during one control loop period ∆θg = ωgTctrl is added to the grid

angle to compensate for this inaccuracy. This results in the projected grid angle of the next cycle

θ′g ≈ θg[i + 1] used for the transformations. In the prototype, the measurements needed for the

PLL are captured in cycle i, the PLL measurements are processed in the controller in cycle i+1,

and the PWM is applied in cycle i+2. Consequently, the reverse Park transformation needed for

the PWM uses the projected grid angle θ′′g [i] ≈ θg[i+ 2] shifted by two control loop periods.

For the decoupling of the current signals (Figure 5.15b), a second-order LPF is used, similar

to the voltage decoupling. However, unlike in the literature discussed in Chapter 4.2.2, a notch

filter (NF) is proposed to filter the decoupled currents i'd+/q+/d−/q− to derive the current signals

ĩd+/q+/d−/q− that are used by the current controller. This hybrid approach was chosen to improve

the current controller performance while maintaining robustness in the decoupling structure.

The filter settings are described in detail in [C2] and summarized in Table 5.4. The angular

cut-off frequencies ωc and the NF bandwidth ωBW are given relative to the nominal angular grid

Table 5.4: Low-pass and notch filter settings for the voltage (v), current (i), and frequency (f) filters in the DDSRF-PLL

implemented in the simulation and the prototype

LPFv/i NFi LPFf

ωc Q ωc ωBW Q ωc,1 ωc,2 Q1 Q2

0.42 · ωg,n 0.35 2 · ωg,n 0.3 · ωg,n

ωc

ωBW
0.16 · ωg,n 0.08 · ωg,n 0.45 0.35
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frequency ωg,n = 2π · 50 Hz. The factors Kp and Ki of the PI controller estimating the grid

phase are calculated as described in [358, pp. 4f.] and [C2]:

ωnatural =

ln

(
1

δ·
√

1−ζ2

)
ts · ζ

(5.5a)

Kp = 2ζ
ωnatural

V̂g,n

(5.5b)

Ki =
ω2
natural

V̂g,n

(5.5c)

The nominal grid voltage amplitude V̂g,n is

√
2 · 230 V. The damping ratio ζ was set to 0.247.

When excited by a step response, the PI controller shall reach an error band of 10% after a settling

time of 0.168 s, i.e., δ = 0.1 and ts = 0.168. This yields Kp ≈ 0.0854 and Ki ≈ 9.6765.

Several grid events were simulated, such as sudden or gradual voltage or frequency variations,

unbalanced grids, harmonics, noise, measurement offsets, and frequency reversals. Selected

scenarios are shown in Figure 5.16. The grid voltages va/b/c shown in the first row vary according

to the events and are used as input for the PLL.

The resulting resulting direct (d) and quadrature (q) components for the positive (+) and negative

(−) reference frames are shown in rows two to five. The raw, unfiltered signals vd+/q+/d−/q−

are displayed in yellow, the decoupled signals v'd+/q+/d−/q− in turquoise, and the filtered signals

v̄d+/q+/d−/q− in dark blue. For comparison, the signals vd/q derived by a regular SRF-PLL with

similar PI controller settings are visualized with dashed red lines along with vd+/q+.

The “regular” grid voltage amplitude is represented by v'd+. On the other hand, v'q+ is controlled

to be zero. Put simply, the lower its amplitude, the better the phase estimation. Any deviation to

0 V indicates a phase error and causes a correction of the estimated grid frequency and phase.

The decoupled negative-sequence signals v'd−/q− represent asymmetric grid voltage components.

In steady state (e.g., before t = 0.03 s in Figure 5.16a), all decoupled (v') and filtered (v̄) positive-

and negative-sequence signals are constant. The raw positive-sequence voltages vd+/q+ are also

constant in a symmetric grid. However, the raw negative-sequence voltages vd−/q− always oscillate

since the grid voltage phasor is rotating with twice the grid frequency from the perspective of the

negative-sequence reference frame (compare Chapter 4.2.2). Therefore, the decoupled voltages

are filtered with LPFs.

However, this introduces a significant delay in the filtered signals when the grid voltages vary.

This can be seen in Figure 5.16a. At t = 0.03 s, the grid voltage is reduced from 100% to

80% of the nominal grid voltage. Afterward, it is increased to 110% at t = 0.13 s. While the

signals vd/q generated from the SRF-PLL (red) and the raw positive-sequence voltages vd+/q+ of

the DDSRF-PLL (yellow) perfectly represent the actual grid voltages, the low-pass filtered signals
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Figure 5.16: DDSRF-PLL MATLAB simulation results: a) grid voltage variations, b) unbalanced grid voltages, c) grid

voltages with noise and harmonics — from top to bottom: grid voltages, positive-sequence direct and

quadrature components, negative-sequence direct and quadrature components

(dark blue) experience significant delay. This causes a perturbation in the decoupled signals of

the opposing reference frame (turquoise), which uses these filtered signals for decoupling. With

the selected LPF settings, the filtered voltage signal vd+ reaches 80% of the applied voltage step

after 42 ms.

While introducing significant delay in step responses, the DDSRF-PLL is advantageous under

asymmetric grid conditions, as shown in Figure 5.16b. V̂a is reduced to 90%, and V̂c is increased
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to 110% from t = 0.03 s to 0.13 s. During this period, the SRF-PLL and the raw DDSRF-

PLL signals experience significant oscillations persisting until the grid is symmetric again. The

asymmetry cannot be represented in the SRF-PLL. However, after a brief perturbation, the

decoupled signals vd−/q− of the DDSRF-PLL accurately reflect the asymmetry (here: vd+ ≈
325 V, vq+ = 0 V, vd− ≈ −16 V, and vq− ≈ −9 V ).

The grid voltages are symmetric in the third example (Figure 5.16c). However, noise and a fifth

harmonic component with an amplitude of 2% of the nominal grid voltage are introduced to

represent more realistic input signals for the PLL. The distortions can clearly be seen in the raw

and decoupled signals of the DDSRF-PLL and the signals of the SRF-PLL, which are all almost

identical. However, the filtered components of the DDSRF-PLL are almost constant, potentially

allowing for a more robust grid control.

While the impairment of the reaction time caused by the low-pass filtering could be tolerable for

the grid voltages, it is desirable to avoid this delay for the current signals for a better current con-

troller performance. Therefore, for the current signals, a pure low-pass filtered approach, as used

for the voltage signals (Figure 5.15a), is compared with the hybrid filter method (Figure 5.15b).

Figure 5.17a shows the output of the PLLs if only LPFs are used, i.e., the filtered signal corre-

sponds to īd+/q+/d−/q−. In contrast, Figure 5.17b shows the notch filtered signals ĩd+/q+/d-/q- derived

using the hybrid filter method. In both cases, the inverter starts in standby operation with 0 A and

ramps up to a symmetric three-phase current with an amplitude of îa/b/c = 12 A at t = 0.03s.

Afterward, the currents become asymmetric with ic = 0 and ia = −ib. Noise is added to

represent more realistic input signals impaired from grid disturbances, switching operation, and

analog-to-digital converter (ADC) measurement.

As shown in Figure 5.15a, the raw and decoupled positive reference frame signals follow the grid

current amplitude well, and the low-pass filtered current experiences a significant delay. In con-

trast, the notch-filtered signal is almost identical to the decoupled signal in Figure 5.15b. During

the transition to asymmetric operation at t = 0.15 s, the low-pass filtered signals remain very

stable, but the notch-filtered signals are disturbed for a brief moment. However, the perturbation

is smaller in amplitude than the decoupled signal. A comparable oscillation can be seen in the

notch-filtered negative-sequence signal when the positive-sequence currents change at t = 0.03s

in the last two rows of Figure 5.15b. At the same time, the negative-sequence signal follows the

negative-sequence current transition at t = 0.15 s very well.

In summary, the notch-filtered signals may experience oscillations during sudden current changes

in the opposing reference frame. However, they are expected to improve the achievable controller

reaction time in case of deviations from the measured to the desired current within the same

reference frame. Therefore, the hybrid filter is implemented in the prototype.
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Figure 5.17: DDSRF-PLLMATLAB simulation results: a) current variations with noise (low-pass filter output), b) current

variations with noise (notch filter output)

The reaction of the raw and filtered estimated grid frequency signals fg and f̄g to frequency steps

and ramps is shown in Figure 5.18. The unfiltered signal follows the actual frequency very well.

Nevertheless, for more robust frequency control and smooth VI emulation even under severely

disturbed grid conditions, the filtered frequency shall be used for these control algorithms.
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Figure 5.18: DDSRF-PLL MATLAB simulation result: frequency variations — raw and low-pass filtered outputs

5.3 Design of the AC/DC converter prototype

The ARCPI prototype shown in Figure 5.19 was developed and characterized in this thesis.
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Figure 5.19: a) Photo of the ARCPI converter prototype, b) functional sections of the main board

It comprises a powermodule, resonant circuit, DC andACfilters, an over-voltage protection (OVP)

circuit, grid-side main and pre-charge relays, a controller board, and measurement electronics. A

block diagram of the components involved in the power flow is also shown in Figure 5.20. The

power electronic and filter circuit is depicted in more detail in Figure 5.21.

The AC filter component values are Cgrid,1 = 4.7 µF , Lgrid,1 = 15 µH , Cgrid,2 = 20 µF ,

Lgrid,2 ≈ 320 µH . Due to a lack of commercial components, Lgrid,2 was custom-designed and

-built using four stacked DMEGC DH571060 iron-nickel powder cores and 25 windings with a

700x0.1 mm Litz wire. Various values for the series resistances of Cgrid,1/2 were compared. They

support damping oscillations when the load resistance of the AC side is low, for example, when

little or no power is transferred in V2L mode. Eventually, resistors with an effective value of

1.25 Ω (4.5 W power rating) for Cgrid,1 and 1.1 Ω (10W rating) for Cgrid,2 were used. The inductor

LCM has a common mode inductance of 750 μH.
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Figure 5.21: Simplified schematic of the power electronics with current sign and naming convention used in this thesis

The split DC filter capacitances CDC,top/bot consist of electrolytic and foil capacitors with an overall

capacitance of Ctop = Cbot ≈ 3.46mF . CDC,out (10 μF) consists of foil capacitors. The effective

capacitance from DC+ to DC− is approximately 1.73 mF. LDC has a 1.5 mH common mode and

an 8 μH differential mode inductance per winding.

Three surface-mount device (SMD) inductorswith an overall inductance of 990 nHwere connected

in series to form Lres. Low-loss NP0 ceramic SMD capacitors with an effective capacity of

Cres,ext = 1 nF were added to the PCB close to the power module.

The inverter measures 35.5 x 25 x 10 cm
3
and weighs 8.25 kg, including the main, controller,

measurement, and gate driver boards, the power module with cooling fans, AC and DC filters,

pre-charge and discharge resistors, and grid-side relays. External cables and a housing are not

included. Based on the maximum continuous power of 22 kW, the power density of the prototype

is 2.48 kW/dm
3
or 2.67 kW/kg.
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5.3.1 Configuration and operation

Similar to the DC/DC converter, the AC/DC converter can be configured and operated using a

UART interface. The most relevant commands are summarized in Appendix A.5. Important

measurements and states are transferred via UART and CAN. They can also be visualized with

a LabVIEW interface on a computer, as shown in Figure 5.22. Beside the AC and DC voltages,

currents, and powers, the frequency, efficiency, and various temperatures and states are shown.

Moreover, the temporal course of the positive-, negative-, and zero-sequence voltages and currents,

as well as the grid frequency, are visualized.

Figure 5.22: LabVIEW interface to visualize the ARCPI converter measurements and states received via CAN

5.3.2 Power module

Custom power modules for the ARCPI prototype were designed and manufactured in-house (com-

pare [C1]). Two of the modules are shown in Figure 5.23. The module was conceptualized as

part of this thesis, and the manufacturing was carried out by colleagues at our institute.

An Infineon EconoPACK2 was used as housing. Similar to the simulation presented in Chap-

ter 5.2.1, all modules contain six Cree/Wolfspeed CPM3-1200-0013A SiC MOSFETs (VDS =

1200 V,RDS,on ≈ 13mΩ [355]) used for the main MOSFETs (A/B/C LS/HS). Cree/Wolfspeed
CPM3-0900-0065B (VDS = 900 V,RDS,on ≈ 65 mΩ [359]) and Cree/Wolfspeed CPM3-1200-
0075A (VDS = 1200 V,RDS,on ≈ 75 mΩ [357]) were compared for the six auxiliary FETs that
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Figure 5.23: Photos of the power module used in the ARCPI prototype: a) with internal DC link capacitors and without

rectifier diodes, b) with rectifier diodes and without internal DC link capacitors

are also included in the module (AX/BX/CX 1/2). A sinterable PT1000 temperature sensor by

Heraeus was placed inside the module to estimate its internal temperature.

In addition, some of the modules contain rectifier diodes, internal DC link capacitors, or both.

For the rectifier diodes, six Cree/Wolfspeed CPW5-1200-Z050B SiC diodes (VR = 1200 V, VF ≈
1.1 V [356]) were placed anti-parallel to the main MOSFETs. Optionally, three DC link capac-

itors (KYOCERA AVX 1812GA102JAT1A, 1 nF, 2 kV, −55 to 125°C, C0G dielectric), one per

half-bridge, were placed inside the power module close to the half bridges.

The power module is detachable from themain board to simplify testing different module variants.

A gate driver board that controls the MOSFETs is connected to the main board from the other

side. The receptacles for the power module pins that need to be connected to the gate driver

board are both press-fit to the main board and soldered to the gate driver board. The assembly is

illustrated in Figure 5.24, and the bottom side of the gate driver board is shown in Figure 5.25d.

potting compound

semiconductor dies

copper base plate
AMB copper layers

gate driver board

module housing

connector pins

ceramic insulator

module receptacles

thermal grease
cooling fins cooling fans

bond wire

main board

Figure 5.24: Side view of the assembly with power module, main board, and gate driver boards
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5.3.3 Controller hardware and software

The custom-designed separate controller board, shown in Figure 5.25a/b, is placed on the main

board, as seen in Figure 5.19. It comprises both an Infineon AURIX TriCore TC375AAmicropro-

d)c)b)a)

debugger
(µP / FPGA)

status LEDsFPGA micro-
processor

CAN 
adapter

main board
connector

2x USB

high side low side aux.high side low side aux.high side low side aux.ADC isolationADC isolation

Figure 5.25: a) Top and b) bottom side of the controller board, c) AC voltage sense board, d) gate driver board below the

main board

cessor with three cores and a Xilinx Spartan-7 XC7S50 field-programmable gate array (FPGA).

An overview of the functional blocks of the microprocessor and FPGA is shown in Appendix A.4.

Core 0 of the processor is responsible for the UART and CAN communication used to control and

configure the AC/DC converter and send measurements and states to the charge controller. Core

1 uses SPI to communicate with the FPGA and the DC/DC converter and processes measurement

signals. Core 2 runs the control loop, executed with fctrl = 20 kHz. The FPGA communicates

to all ADCs via SPI and calculates derived signals. For example, the DDSRF-PLL and an RMS

calculation are implemented on the FPGA to calculate grid-related measurements from the grid

current sensors, as well as the voltage measurements obtained from the grid voltage ADC board

shown in Figure 5.25c. The communication to each ADC and the subsequent measurement

signal processing run mostly in parallel. Afterward, the FPGA synchronously transmits all mea-

surements and states to the microprocessor using three parallel 50 MHz SPI buses. A CRC is

added to detect data corruption. The FPGA receives the desired duty cycles calculated by the

microprocessor control loop for the three half bridges and controls the gate drivers of the FETs

accordingly.

The basic controller structure, shown in Figure 5.26, is relatively similar to conventional controller

structures known from grid-following inverters. The DDSRF-PLL described in Chapter 5.2.2

was used in the prototype. The remaining parts will be explained in the following chapters.
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Figure 5.26: Overview of the AC/DC converter controller structure — adapted from [C2]

5.3.4 PWM generation

The microprocessor determines one duty cycle for each of the three half bridges and sends the

values to the FPGA. Thus, it can control the inverter similarly to a conventional 2L-VSI / B6

bridge. The FPGA operates the auxiliary circuits of the ARCPI, so it needs to calculate the

switching points of the main and auxiliary FETs, considering optimal dead times and auxiliary

circuit timing. The PWM signals for the gate drivers, shown in Figure 5.25d, are applied by the

FPGA in the following cycle.

The optimal turn-on and turn-off times for the main and auxiliary MOSFETs were calculated

by a MATLAB script and then verified and optimized experimentally. The script considers the

effective resonant capacity, including the external capacitors and the voltage-dependent parasitic

capacity of the FETs and diodes. The time differences between the reference PWM and the FET

turn-on and turn-off times, shown in Figure 5.27, are stored in LUTs in the FPGA. The optimal

timing depends on the DC link voltage and the momentary output current of the corresponding

phase, as shown in Figure 5.28. It is calculated using increments of 32 V for the DC link voltage

off
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Figure 5.27: Main and auxiliary FET timing derived from the reference PWM by the FPGA— adapted from [C1]
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Figure 5.28: Visualization of the DC link voltage and output current dependent main and auxiliary MOSFET timing

lookup table (LUT) — adapted from [C1]

and 2 A for the output current. In the operating conditions marked with a “1” in Figure 5.28, soft

switching is achieved using the auxiliary MOSFETs (compare cases 1 and 2 in Figure 5.11). In

area 2, they are not used since soft switching occurs naturally when the dead time is sufficiently

long (case 3 in Figure 5.11). Soft switching would take too long in the instances marked with a

“3” in Figure 5.28. Therefore, a hard switching transition is used instead. Since this only affects

the operation at DC link voltages below 400 V, it is irrelevant for most practical applications.

The first and last PWM cycles at turn on and turn off of the inverter and very high and very low

duty cycles that would cause incomplete soft switching transitions are treated specially to obtain

ZVS in these cases, too.

5.3.5 Current controller

The current controller is shown in Figure 5.29. It is comparable to the controller already presented

in Figure 4.19 of Chapter 4.2.2 but was extended with setpoint ramps that limit the maximum

rate of change of the applied setpoints to typically 200 A/s to improve controller stability.

Compared to Figure 4.19, the PI controllers feature an anti-windup logic, an integration limiter,

and an over-current controller. The simplified structure is depicted in Figure 5.30. The anti-

windup logic prevents a further increase of the integral part isum if the maximum achievable

output voltage amplitude is already reached. In this case, a further increase of the desired output
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Figure 5.30: Extended PI controller used in the current controller

voltage has no further effect, and the controller only allows holding or decreasing isum. The

integral part is also limited to a maximum value to prevent excessive current overshoots.

If themeasured current deviates unusuallymuch from the setpoint (|∆i| > ∆iOC,ths), the integra-

tion is intensified by the factor fOC,I. Moreover, an additional proportional term fOC,P ·∆i∆OC

is added to the current error Δi to increase the controller speed for the over-current part

|∆i∆OC | = |∆i| −∆iOC,ths. This is particularly useful during sudden events such as short

circuits or abrupt grid voltage variations since the filtered grid voltage signals lag behind the

actual grid voltages, as discussed in Chapter 5.2.2. The over-current threshold ΔiOC,ths is set to

1.25 A, the additional proportional factor fOC,P is 6, and fOC,I is 3.

The current control factors Kp and Ki were initially dimensioned according to the magnitude

optimum [360, pp. 46-56] (“Betragsoptimum”). For this purpose, the simplified control loop

shown in Figure 5.31a is used. It consists of a regular PI controller (see Equation 5.6), a dead time

element representing the time-discrete PWM applied to the power electronic circuit, a first-order

lag (PT1) element for the AC grid filter, a PT1 element for the analog measurement filter, and a
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dead time element representing the data acquisition delay. The notch filter from the DDSRF-PLL

is neglected.

Gctrl(s) = Kp +Ki
1

s
= Gc ·

(
1 + sTc

sTc

)
with Gc = Kp , Tc =

Kp

Ki
(5.6)

The dead time elements can be approximated with PT1 elements [360, pp. 54f.], as shown in

Figure 5.31b. In this case, the dead time Td equals the time constant Tσ of the PT1 element.

As previously described, the measurement of cycle i–1 is used in control cycle i to calculate

the PWM duty cycle value of cycle i+1. Therefore, both Tp and Tm can be approximated with

Tctrl = 50 µs. The cut-off frequency of the analog low-pass filter for the current measurement

is significantly higher than the control loop period Tctrl because the FPGA uses oversampling to

acquire the current measurement, i.e., Ta ≪ Tm. Therefore, the measurement filter is ignored for

the controller design (Ta ≈ 0).

For the AC filter, the simplified model shown in Figure 5.31c is used, which results in:

Gf =
1

Rf
, Tf =

Lf

Rf
(5.7)

The resistance Rf is approximated by the overall series resistance of the grid filter and the RDS,on

of a mainMOSFET, which results inRf = 41mΩ. Similarly, the sum of filter inductances yields

Lf = 335 µH . The resulting time constant Tf is approximately 8.17 ms. Since Tp ≪ Tf and

Tm ≪ Tf , Tp and Tm can be combined to Tσ,i ≈ Tp + Tm ≈ 2Tctrl (compare [360, pp. 46f.]).

The resulting simplified open-loop transfer function of the process is:

Go,i(s) =
imeas(s)

vset(s)
≈ 1

1 + sTp
· Gf

1 + sTf
· 1

1 + sTa
· 1

1 + sTm
≈ Gf

1 + sTf
· 1

1 + sTσ,i

(5.8)
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Using the magnitude optimum (compare [360, p. 52]), the resulting PI controller parameters are:

Gc =
Tf

2GfTσ,i
, Tc = Tf (5.9a)

or Kp = Gc =
Lf

4Tctrl
, Ki =

Gc

Tc
=

Rf

2Tσ,i
=

Rf

4Tctrl
(5.9b)

The controller settings were tested on the prototype. Based on the measurement results, the

parameterswere adjusted to reduce oscillations and improve stability. The actual current controller

factors used in the prototype in regular operation are:

KP,d+ = KP,q+ =

empirical factor︷︸︸︷
0.2 ·

magnitude optimum︷ ︸︸ ︷
Lf

4Tctrl
= 0.335

V

A
(5.10a)

KI,d+ = KI,q+ = 0.4 · Rf

4Tctrl
= 82

V

A · s (5.10b)

KP,d− = KP,q− = 0.6 · Lf

4Tctrl
= 1.005

V

A
(5.10c)

KI,d− = KI,q− = 0.8 · Rf

4Tctrl
= 164

V

A · s (5.10d)

5.3.6 DC link voltage controller

A DC link voltage controller is needed to maintain the desired voltage vDC when the DC port

of the inverter is not connected to a laboratory power supply. The implemented controller is

shown in Figure 5.32. The DC link voltage can be kept at a constant voltage (vset,loDC = vset,hiDC )
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Figure 5.32: DC link voltage controller and simplified diagram of the sign conventions
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or in a range (vset,loDC < vDC < vset,hiDC ). If the inverter supplies a load or an external converter

that determines the power flow, feedforward control of the output power pDCo can be enabled for

improved voltage stability (purple in Figure 5.32). The power, which is fed into the DC link of

the inverter, is calculated with the inverter’s voltage and output current measurements. Together

with the output of the PI controller, the power setpoint to maintain the DC link voltage psetDC is

formed. The setpoint current iset,DC
d+ determined by the DC link controller is calculated using

the positive-sequence direct voltage, i.e., the main voltage component of the grid. Similar to the

current controller, the integral component of the PI controller is limited to a maximum value.

If the AC/DC and DC/DC converters are used in conjunction, and the inverter determines the

power flow, the DC link voltage control should be handled by the DC/DC converter, as described

in Chapter 5.1.2. However, the CLLLC converter’s output power dynamic is very limited. If the

AC/DC converter requests a sudden AC power increase, this would cause the DC link voltage

between the converters to drop significantly, so the inverter could not fulfill the desired power

transfer. Therefore, both the AC/DC and DC/DC converters control the DC link voltage. While

the inverter is responsible for larger transient deviations caused by quick output power variations,

the DC/DC converter shall adjust the transferred power as soon as possible to take over voltage

control. However, this means that the power setpoint requested by the inverter may be applied to

the grid with a delay, limited by the capability of the CLLLC converter to adjust its output power.

For the combined DC link control, the feedforward control of the inverter (purple in Figure 5.32)

is disabled. The integral part of the inverter’s DC link controller needs to decline when the DC

link voltage is in the desired range to let the DC/DC converter take over control. This is achieved

by enabling the light blue “decline” block in Figure 5.32. The DC1 voltage setpoint of the DC/DC

converter has to be configured within the allowed DC link voltage range of the inverter.

During the initial characterization of the charging system, both converters were operated together

with independent DC voltage controls. Without communication between the two converters,

the DC link voltage stability and overall power transfer responsiveness had significant room

for improvement. Therefore, the feedforward control already described in Chapter 5.1.2 was

implemented. This allows the DC/DC converter to adjust the transferred power simultaneously

with the inverter to improve the dynamic behavior.

For the dimensioning of the inverter’s DC link voltage PI controller, the simplifiedmodel shown in

Figure 5.33 is used. The open-loop transfer function of the process is described by Equation 5.11.

Go,v(s) =
vmeas
DC (s)

iset,DC
d+ (s)

≈ Gi

1 + sTi
· Gf

sTf
· 1

1 + sTa
· 1

1 + sTm
≈ Gf ·Gi

sTf
· 1

1 + sTσ,v
(5.11)

Ti is the time constant of the inverter, which reflects the delay caused by the current controller.

When neglecting the nonlinear behavior of the setpoint ramps and considering the adjusted KP
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Figure 5.33: Simplified model to determine the DC link voltage controller parameters: a) control loop, b) DC link filter

voltage and currents, c) DC link filter model

factors of the current controller (Equation 5.10a), the non-compensable delay relevant for the DC

link voltage controller is estimated to:

Tσ,v ≈ Ti + Ta + Tm =
2Tσ,i

0.2
+ Ta + Tm ≈

4Tctrl

0.2
+ 2Tctrl = 22Tctrl = 1.1 ms (5.12)

Using the symmetric optimum (compare [360, p. 62]), the resulting PI controller parameters are:

Gc =
Tf

2GfGiTσ,v
, Tc = 4Tσ,v (5.13a)

or Kp = Gc =
C

2GiTσ,v
, Ki =

Gc

Tc
=

C

2GiTσ,v · 4Tσ,v
=

C

8GiT 2
σ,v

(5.13b)

The DC link capacitance C of the inverter is approximately 1.74 mF. The gain of the inverter

Gi, i.e., the ratio between iDCi and iset,DC
d+ , depends on the grid and DC link voltages. For a grid

voltage of 230 VRMS and a DC link voltage of 600 V, Gi is−0.813. Using the symmetric optimum

yields:

KP,v =
C

44GiTctrl
≈ −0.9726 A

V
, KI,v =

C

3872GiT 2
ctrl

≈ −221.1 A

V · s (5.14)

However, the variable grid and DC voltages are already considered in the controller part behind

the PI controller, as shown in Figure 5.32. Therefore, Gi does not need to be included in the PI

controller settings used in the prototype.

The controller parameters derived from the symmetric optimum were tested in the prototype

and adjusted to reduce oscillations and improve behavior when used in conjunction with the

DC/DC converter. The values used in the prototype (compare Figure 5.32) areK ′
P,v = 0.075 and

K ′
I,v = 1.125.

125



5 Vehicle-to-Grid charger prototype

When the converter starts operation with a discharged DC link from the AC grid, the pre-charge

relays depicted in the “relay” block in Figure 5.20 are used. In the first phase, the DC link is

passively charged through the 50 Ω resistors of the pre-charge circuit (one per phase) and the

rectifier diodes of the power module. Once charged to 70% of the minimum required DC link

voltage (70% ·
√
6 · VLN,RMS,max), the active phase of the pre-charge starts. The pre-charge relays

with the resistors remain active, but the MOSFETs are pulsed through a PWM. The DC link

voltage controller applies a negative id-current to reach the desired output voltage. The controllers

consider the reduced maximum achievable current and the adapted controller settings due to the

pre-charging resistors. The grid currents and the DC link voltage are checked for plausibility

during the pre-charge process, and the inverter is turned off in case of implausibilities such as

unusually small or high currents or timeouts.

5.3.7 Frequency control and virtual inertia

The Virtual Synchronous Generator (VSG) described in Chapter 4.2.3 was realized in the mi-

croprocessor to reduce frequency variations in the electricity grid with the V2G charger. The

structure of the implemented VSG is shown in 5.34. It supports Frequency Containment Re-
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Figure 5.34: Simplified structure of the VSG implemented in the prototype

serve (FCR) by adjusting the output power of the inverter proportional to the deviation Δf to the

nominal grid frequency fg,n. This relationship is determined by the factor kD. Synthetic inertia

is provided by controlling the output power proportional to the derivative
d
dtΔf, adjusted by the

factor kI. In the prototype, both factors are configurable by the user via the UART interface. The

default settings are kD = 4.0 kW
Hz and kI = 1.0 kW ·s

Hz .

Inside a dead band of ±10 mHz, the FCR of the VSG is inactive. Outside the dead band, the

output power is proportional to the frequency deviation. The maximum Δf processed by the

FCR term is set to ±1.5 Hz, i.e., the output power will not be altered further if the deviation is

even larger. The inertia term also has a dead band (2 mHz/s), outside which the output power is

adjusted linearly, i.e., continuously and without steps. The dead band prevents activation of the

inertia term from noise alone. The derivative is limited to 2 Hz/s.
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5.3 Design of the AC/DC converter prototype

A simple method to calculate the derivative of the grid frequency in the control loop executed

with 20 kHz (Tctrl = 50 µs) is shown in Equation 5.15.

Simple discrete derivative:
d

dt
∆f =

∆f [i]−∆f [i− 1]

Tctrl
(5.15)

The frequency in interconnected grids changes very slowly. Even during severe grid fault events,

e.g., a decline of 1Hz/s, the frequency difference between two control loop executions is negligibly

small. Even though the filtered grid frequency is used, VI control would be extremely prone to

quantization and measurement noise, as well as oscillations in the measured frequency caused

by the interaction of the inverter and the grid with the PLL. Hence, an improved method to

calculate the frequency derivative is used, which is shown in Figure 5.35. During each control

Δf [k]
~
Δf [k]

~~~
Δf [k-1]Δf [k-1]

~
Δf [k-1]

……

Δf [k-3]

Control loop 
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n = 128 + 1
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Δf [k-96] Δf [k-64] Δf [k-32]…… Δf [k-1] Δf [k]…… …… …… Δf [k-4] Δf [k-2]

…Δf [i-63] Δf [i-33]Δf [i-62] Δf [i-32] …Δf [i-31] Δf [i-1]Δf [i-30] Δf [i]

average of 32 values (1.6 ms):

Δf = fg − fg,n¯Δf = fg − fg,n¯Δf = fg − fg,n¯ last execution

used for long-term derivative (m=32)

used for short-term derivative (m=1)

calculated for each loop

Δf [k-128]
~ ~ ~ ~ ~ ~ ~ ~ ~

…………

Figure 5.35: Extended filter for the derivative calculation of the virtual inertia term

loop execution in the microprocessor, the difference Δf between the filtered grid frequency f̄g
calculated by the FPGA to the nominal grid frequency fg,n is determined. For every 32 control

cycles, an average value Δf̃ calculated from these cycles is stored in a ring buffer. Similar to

oversampling, this increases the resolution of the frequency deviation value while reducing its

temporal resolution.

Using the five-point discrete derivative finite impulse response (FIR) filter shown in Equation 5.16,

a long-term and a short-term derivative value are calculated using the last 129 (m = 32) and the

last five (m = 1) values of Δf̃ , respectively.

xm[k] ≈ ∆f̃ [k − 4m]− 8 ·∆f̃m[k − 3m] + 8 ·∆f̃ [k −m]−∆f̃ [k]

12 ·m (5.16)

The absolute maximum number is selected and converted back to the base unit Hz/s:

ym[k] =
1

32 · Tctrl
·
{
x32[k], if |x32[k]| > |x1[k]|
x1[k], otherwise

(5.17)
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5 Vehicle-to-Grid charger prototype

This value is fed into a simple first-order infinite impulse response (IIR) LPF with β = 0.03 to

determine the final value ȳm used for the virtual inertia term:

d

dt
∆f [k] ≈ ȳm[k] = β ∗ ym[k] + (1− β) ∗ ȳm[k − 1] (5.18)

5.3.8 Grid voltage control

TheV2G charger shall also stabilize the local grid voltages during regular operation and temporary

faults. In case of a transient low-voltage fault, the inverter shall remain connected and support the

grid voltage by injecting reactive current (LVRT). The maximum fault duration, the minimum

AC voltage for which the inverter needs to sustain operation, and the relationship between grid

voltage and required reactive power vary depending on the grid code. Examples are shown in [353,

pp. 3-7].

The simple grid voltage controller shown in Figure 5.36a was implemented. It feeds in reactive

power based on an LUT or function of the grid voltage. This reactive power setpoint is converted

into a setpoint for the positive-sequence quadrature current iq+.

a) b)

+
− 

+
vd+v̄d+¯

vd,nvd,n

LUT

Q(V)
50% …

90%
LUT

Q(V)
50% …

90%

qq+
set,v

qq+
set,v

3
2_
3
2_
3
2_

iq+
set,v

iq+
set,v

÷

vd+v̄d+¯

÷

x vd+v̄d+¯

vd,nvd,n

id+
set,v

id+
set,v

vd−v̄d−¯

vq−v̄q−¯

EVSC / 

CIAP /

…

iq+
set,v

iq+
set,v

id−
set,v

id−
set,v

iq−
set,v

iq−
set,v

Figure 5.36: a) Simple grid voltage controller for symmetric reactive power provisioning, b) voltage controller for

asymmetric current injection

The nominal grid voltage vd,n and the maximum provided reactive power can be configured using

the UART interface. In the current implementation, no reactive power is supplied at 90% of the

nominal grid voltage, and the maximum reactive power is supplied at 50% of the nominal voltage.

The simple controller might not deliver desirable results during severe asymmetric voltage faults.

Various methods that use positive- and negative-sequence currents to pursue different equalization

objectives are presented by Revelo and Silva [331]. For example, in the “constant instantaneous

active power” (CIAP) method, the current setpoints for id+/q+/d−/q− are chosen so that the trans-

ferred power remains constant despite the asymmetric voltages. In the prototype, this would

ensure continuing a steady power transfer with the CLLLC converter. On the other hand, the

“equalizing voltage sequence control” (EVSC) strategy tries to reduce the asymmetry of grid
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voltages using negative-sequence currents. While increasing power oscillations through the con-

verters, this method prioritizes grid support.

Both the CIAP and EVSC strategies were implemented in the microprocessor of the prototype.

Since id+/q+/d−/q− can be arbitrarily chosen, further strategies could be implemented on the de-

veloped flexible controller platform with minimal effort (compare Figure 5.36b). However, the

inverter ratings need to be respected, and the amplitude of negative-sequence currents might be

limited due to the resulting active power oscillations at twice the grid frequency. These oscilla-

tions need to be absorbed by the DC link capacitor or an improved, highly dynamic power transfer

behavior of the DC/DC converter.

5.4 Experimental setup

First, the DC/DC converter developed in the master’s thesis [354] was enhanced and further

characterized in this thesis. Next, the newly developed AC/DC converter was tested independently

to verify and optimize the functionality of the switching procedures and control algorithms.

Finally, the complete V2G charging system consisting of the inverter and the DC/DC converter

was jointly used in a PHIL test bench to validate its operation.

5.4.1 DC/DC converter

The fundamental operation of the CLLLC converter has already been analyzed up to a power

level of 3.5 kW and maximum voltages of 200 V in [354]. As part of the present thesis, the

efficiencywas improved by introducing load-dependent dead times and implementing synchronous

rectifying. Moreover, the converter was characterized at higher voltages and output power. For

the efficiency measurements, two test setups were selected. First, the converter was operated

with fixed power load resistors and later an electronic load, as shown in Figure 5.37a. This also

enabled an easy verification of the theoretical transfer gain since the output is modeled through

a load resistance in the FHA model. Afterward, both sides of the converter were connected to

the power supply, as shown in Figure 5.37b. This facilitates validating the bidirectional operation

without the use of two individual bidirectional power supplies, which were not available at the

time of characterization. As the energy flows in a loop, the HV power supply unit only needs to

provide the power losses of the converter. However, the tests are limited to a transfer gain of one,

so the converter could not be tested at full power in forward operation.

General voltage and current measurements were gathered with a Tektronix MSO58 oscilloscope

with TMDP0200 and THDP0200 HV differential probes. The probes were connected to test

points on the PCB. Pico Technology TA018 current clamps were used for current measurements.
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Figure 5.37: Experimental setup for the CLLLC converter characterization: a) unidirectional operation with load resistors

or an electronic load, b) bidirectional operation with one power supply

Theywere typically attached around the DC1+ andDC2+ power cables connected to the converter.

The efficiencywas determinedwith aHioki PW3390 high-precision power analyzer usingCT6862-
05 current sensors. Usually, the smallest possible measurement range was selected to improve

accuracy, and the DC1+ and DC2+ power cables connected to the converter were routed through

the sensor to measure the currents IDC1 and IDC2. The voltage probes of the power analyzer

were connected to the DC+ and DC− plugs of the cable connected to the converter. Thus, the

measured efficiency considers all losses on the PCB up to and including the contact resistances

of the external plugs connected to the converter.

The controller, gate drivers, cooling fans, and all other analog and digital circuits on the board are

powered by an external 12 V auxiliary power supply. The auxiliary power demand is not included

in the efficiency measurements captured by the power analyzer (“power electronics efficiency”),

so it needs to be factored in afterward to determine the “overall efficiency”.

Thermal images were captured with a FLIR A655sc long-wave infrared camera.

5.4.2 AC/DC converter

For the initial commissioning of the inverter, the individual functions, such as measurement

data acquisition and communication between the FPGA and microprocessor, were tested without

power transmission (compare Figure 5.38a). After successful completion, an operation with a

constant current iL1 = −iL2 at the AC outputs was implemented, shown in Figure 5.38b. This

allowed the output current to be varied incrementally at different DC link voltages to verify the

simulated switching behavior and optimize the timing where necessary (compare Chapter 5.3.4).

Next, the inverter was supplied with a DC power supply to transfer power to load resistors, as

depicted in Figure 5.38c. The V2L operation of the inverter could be tested using a simple

grid-forming mode, and the proper functionality of the PLL could be verified. Finally, the grid-

following operating modes were implemented and analyzed. For the experiments, the inverter

was not connected to the public electricity grid to avoid damage to both the inverter and the
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Figure 5.38: Experimental setup for the ARCPI characterization: a) commissioning of basic functionality, b) optimization

of switching behavior, c) unidirectional grid-forming mode, d) bidirectional grid-following operation

local infrastructure in case of malfunctions. Instead, two ARCPI prototypes were operated in an

AC-coupled configuration, as illustrated in Figure 5.38d. One inverter forms a grid (GFMI) by

generating sinusoidal three-phase voltages. The other inverter is the device under test (DUT),

which connects to the emulated grid and operates as a GFLI. This allowed testing the control

algorithms in detail since the grid frequency and voltages could be arbitrarily chosen, and initial

tests could also be run at lower voltages.

The measurement equipment used for the DC/DC converter characterization was also used for

the inverter experiments. Similarly, general voltage measurements were captured using test points

on the PCB, and the DC voltages for the efficiency measurement were taken from the DC+ and

DC− plugs of the cable connected to the inverter. Since the contacts of the AC plugs were not

accessible, the voltage probes of the power analyzer were connected to test pins soldered to the

contacts of the AC power receptacles below the PCB to measure all phase-to-neutral voltages.

Hence, the measured efficiency considers all losses on the PCB up to (and including) the contact

resistances of the external DC plugs but excluding the AC plugs connected to the converter.

Besides the power electronics, the prototype board includes the DC and AC filters, OVPs, and

relays, so their losses are also included. The AC cables coming from the inverter could be directly

connected to a three-phase power outlet of the infrastructure, and the DC cables can be connected

to the DC/DC converter. Similar to the DC/DC converter, an external auxiliary power supply is

needed to power the controllers, gate drivers, analog and digital circuits, and cooling fans. The

auxiliary power demand must also be considered to determine the overall efficiency.
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5 Vehicle-to-Grid charger prototype

5.4.3 Power hardware-in-the-loop test bench

Finally, both converter systems were used in conjunction on a PHIL test bench to test their

application in a V2G charging system. Two methods were used. In the first example shown

in Figure 5.39a, the test setup already presented in Figure 5.38d was extended by the DC/DC

converter. A bidirectional HV power supply feeds the first ARCPI, which emulates the grid. The
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Figure 5.39: Experimental setup for the PHIL test bench: a) using a bidirectional power supply to emulate the EV battery,

b) using the FlexBat battery system [361] to emulate the EV battery

investigated V2G charger, comprising an ARCPI and a CLLLC converter, is connected between

the emulated grid and another bidirectional HV power supply. The voltage of the latter supply

can be adjusted to the battery voltage of interest.

In the second case, an actual battery system is charged or discharged by the V2G system. For this

purpose, the FlexBat battery system developed in a preceding dissertation at the institute [361]

was used. It is a stand-alone battery system with a battery management system (BMS) and

protection components such as relays. The FlexBat system only requires an auxiliary power

supply for operation and can be controlled via CAN, which the CLLLC converter handles. As an

additional layer of protection during the experiments, the V2G charger was also equipped with

fuses and relays that the DC/DC converter controls. Therefore, the resulting setup is comparable

to an external DC V2G system (see Figure 3.5b in Chapter 3.2.4).

The same measurement equipment as in the previous experiments was used. Since only eight

oscilloscope channels were available, the three AC phase-to-neutral voltages, three AC phase
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currents, one DC voltage, and one DC current were measured. Depending on the type of

measurement, the DC1 or DC2/battery voltage and current were recorded with the oscilloscope.

The efficiencymeasurement always considers the overall efficiency of both theAC/DCandDC/DC

converter.

A photo of the PHIL test bench with the DUTs, the battery system, power supplies, measurement

systems, and the computer from which the test bench is controlled is shown in Figure 5.40.
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Figure 5.40: Photo of the PHIL test bench

5.5 Results and discussion

In this chapter, the measurement results gathered with the V2G charging system hardware are

presented and discussed.

5.5.1 DC/DC converter

First, the transfer gain of the CLLLC converter is analyzed. Then, the optimized switching

behavior of the converter with dynamic dead times and synchronous rectification (SR) is discussed.

Finally, the efficiency of the converter in different operating modes is presented.
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5 Vehicle-to-Grid charger prototype

The switching-frequency-dependent transfer gain of the CLLLC converter, i.e., the ratio between

the output to the input voltage, was measured using fixed input voltages and different output load

resistors. A comparison of the measured and the theoretical gains calculated with the FHA for

the same operating points is shown in Figure 5.41. The G2V transfer gain for other input voltages

and the general switching transition characteristics are presented in [C3] and [354].
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Figure 5.41: Theoretical (FHA) vs. measured gain of the CLLLC converter prototype at different output loads

The measured gain matches the theoretical one well for high output power, i.e., load resistances

below 40 Ω (which is 10 A at 400 V). However, the measured ratio becomes increasingly higher

toward lower output loads, i.e., output resistances of 60 Ω and larger. In an open-circuit operation

with no load, the transfer gain is less consistent and almost twice as high as in the theoretical FHA

model. Possible explanations are the influence of higher harmonics and parasitic capacitances in

the transformer and the PCB, which impact the transfer behavior when the power is very low.

In a practical application, the converter does not operate with a fixed switching frequency but

adjusts the frequency or interrupts switching using a discontinuous burst operation to obtain the

desired output voltage and current. Therefore, the unexpected high transfer gains at low loads are

not an issue. For example, with an input voltage of 600 V and no output load, an output voltage of

50 V, i.e., an overall gain of 0.083, can be reached in the G2V direction using the discontinuous

operating mode. For comparison, the theoretical gain is 0.615 for this operating point at the

maximum switching frequency of 420 kHz. Using an input voltage of 200 V and an output load

resistor of 10 Ω, an output voltage of 10 V, i.e., a transfer gain of 0.05, could be realized in V2G
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with discontinuous operation. However, the voltage ripple is 0.9 V in this example, which is

slightly higher than in continuous operation.

The CLLLC converter prototype initially operated with a fixed dead time of 500 ns (compare [354,

p. 97]). It was later reduced to 350 ns since the dead time was too long to ensure soft switching

transitions in some cases (see Figure 5.8c). However, the shorter dead time caused partially hard

switching transitions for other operating points (compare Figure 5.8d). Therefore, as part of this

thesis, a dynamic dead time generation was implemented, as presented in Chapter 5.1.3. For this

purpose, the switching transition was empirically analyzed for multiple input voltages ranging

from 100 to 800 V, multiple output loads ranging from 10 Ω to open-circuit operation, and the

allowed switching frequency range of up to 75 to 420 kHz for both G2V and V2G operation.

Next, the minimal, optimal, and maximal dead times for soft switching were determined for

the operating points. Examples of different optimal dead times in V2G operation are shown in

Figure 5.42. The first two rows show the digital signals sent to the gate drivers of the primary

side (DC2 in V2G operation). The last row shows the output voltage of the full bridge (vres2,

in cyan), shown in the schematic in Figure 5.9. The blue vertical lines mark the times when

the MOSFETs Q6 and Q7 start to turn off, considering the propagation delay tpd of the isolated

gate drivers. Similarly, the gray vertical lines show where Q5 and Q8 start to turn on with the

dead time selected in the respective example. In addition, the earliest (red), optimal (green),

and — if applicable — the latest (yellow) turn-on times of the complementary MOSFETs Q5

and Q8 are shown. If the FETs are turned on before the earliest turn-on time, the soft switch-

ing transition is interrupted, and thus, switching losses occur. When turning on after the latest

turn-on time (as is the case in Figure 5.42a), the resonant tank current changes its sign before the

complementary FETs turn on, and thus, vres2 starts to reverse a second time during the dead time,

causing switching losses as well. Ideally, the FETs should turn on at the earliest times (red line)
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Figure 5.42: Examples of the optimal dead time determined for different V2G operating points
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to minimize conduction losses. However, the “optimal” turn-on times (green) include a minimal

delay to account for variations in the transition speed, e.g., caused by quickly changing switching

frequencies or temperature and component variations in the resonant tank or MOSFETs.

In the first case (Figure 5.42a), the resulting minimum dead time is approximately 250 ns, the

optimal dead time was determined to be 310 ns, and the maximum dead time is approximately

600 ns. In the example, the actually used dead time of 690 ns was too long, so it had to be

corrected. In the second case (Figure 5.42b), the optimal dead time is about 710 ns. The dead

time used in this example was 990 ns, which is also too long. While the transition from a

negative to a positive voltage vres2 still looks fine, the complementary transition at around 1.5 μs

causes switching losses, as vres2 starts to reverse at 2.15 μs before MOSFETs Q6 and Q7 turn on.

Therefore, the dead time needed to be decreased as well. In the last example (Figure 5.42c), the

optimal dead time is very short since the slew rate of vres2 is very high. The dead time of 320 ns

used in the example is unnecessarily long and was reduced as well.

The optimal dead times determined through the measurements for various output loads and

input voltages are shown in Figure 5.43. The functions that determine the optimal dead time
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Figure 5.43: Optimal dead times measured at various input voltages and output loads
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tdead,G2V (Vin, Rload, fsw) and tdead,V 2G(Vin, Rload, fsw) based on the momentary operating

condition were implemented in the microprocessor using the measured optimal values and con-

straints.

Another relevant improvement of the CLLLC converter’s efficiency is the implementation of

synchronous rectification in this thesis. Instead of passive rectification using the body diodes of

the secondary side MOSFETs or additional anti-parallel Schottky diodes, the FETs are controlled

to rectify the secondary-side resonant tank current actively. The functionality of the realized

switching patterns is illustrated in the measurements in Figure 5.44. For a better understanding

of the switching processes and signals described in the following, Figure 5.9 may be used for

reference. The DC1 voltage is 600 V, and a 20 Ω load resistor is connected to DC2. The converter

is operated in G2V/forward mode, in which the primary side MOSFETs Q1/Q4 and Q2/Q3 are

driven complementarily (shown in the first two rows of Figure 5.44), resulting in the resonant

tank voltage vres1 depicted in the third row of the figure (yellow curve). At the given switching

frequency of 148 kHz, this results in the resonant tank voltage vres2 on the DC2 side (cyan curve

off
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Figure 5.44: G2V operation with synchronous rectification — from top to bottom: gate driver signals to Q1/4 and Q2/3,

resulting resonant tank voltages vres1 and vres2, detected voltage polarity VPOL2 and current sign signals (I2>

for positive and I2< for negative currents ires2), gating signals GC and GD during which FETs Q5/Q8 and

Q6/Q7 turn on if the respective I2</> signal is active
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in the fourth row). The digital signal VPOL2 routed to the microprocessor (shown in the fifth row)

reflects the polarity of vres2 very well.

In the prototype, the secondary-side resonant tank current ires2 cannot be measured readily using

an oscilloscope. However, the digital signals I2> and I2< passed to the microprocessor and the

SR logic circuit indicate the polarity of ires2. Neglecting the hysteresis, I2> is active when ires2 is

larger than 1 A, and I2< is active when the current is below −1 A. The signals are shown in the

sixth and seventh rows.

As explained in Chapter 5.1.4, the VPOL2 signal triggers an ISR in the microprocessor, which

enables the gating signals GC and GD shown in the last two rows until a timeout is reached (here,

after a maximum on-time of 2.08 μs) or the I2</> signals are cleared. GD is activated on a falling

edge of VPOL2 and cleared when the processor detects that I2> becomes inactive. Similarly, GC is

activated by a rising edge of VPOL2 and deactivated when I2< is cleared. The logic gates used for

SR turn on MOSFETs Q6 and Q7 when both I2> and GD are active and turn on MOSFETs Q5

and Q8 when both I2< and GC are active.

In the background of the two resonant tank voltage signals, the colored areas indicate the necessary

minimum dead time (red) and when the high-side or low-side MOSFETs are turned on (green),

already considering the propagation delay of the gate drivers. The FETs are disabled in the blue

areas, but the body diodes conduct a current.

As shown in the background of the third row in Figure 5.44, the primary-side MOSFETs are

turned on most of the time due to the optimized dynamic dead-time generation. In the analyzed

operating point, the necessary dead times (red areas) are very short, and there are only brief

periods during which the diodes conduct the resonant tank current ires1 (blue areas).

When using passive rectification, only the body diodes would conduct the secondary side current

ires2. Thanks to SR, the FETs support the diodes most of the time, as shown in the green areas

in the fourth row of the figure. This reduces the secondary side conduction losses significantly

since the forward voltage drops from around 3 V (body diode) or 1 V (Schottky diode) to less

than 0.6 V (MOSFETs turned on). However, it can be seen that the diodes Q6/Q7 and Q5/Q8 are

still carrying the current for a considerable amount of time (blue areas) since the timing for SR is

not optimal.

This is because the ISRs of the microprocessor add a significant delay to the signal chain. Even

though the ISRs were prioritized and optimized, the overall latency for activating the gating

signals (e.g., the delay between a falling edge of VPOL2 and a rising edge of GD) is around 600

to 850 ns (roughly 10% of the switching period in this operating point). The latency for clearing

the gating signals (e.g., the delay between a falling edge of I2> and a falling edge of GD — if

not already cleared through the expiry of the gating timer) is around 250 to 300 ns. Beside the

instructions inside the ISR needed to start or stop the timer for the gating signal, the latency is

a result of several processor cycles needed for arbitration and interrupt routing, context save and

jump instructions, and signal rise and fall times of the incoming and outgoing signals. The latency
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5.5 Results and discussion

could be significantly improved if the signals were directly routed through a modified logic gate

circuit without the detour via the microcontroller’s ISR. For the newly developed ARCPI, an

FPGA was used as a result of these findings to significantly improve timing while maintaining

flexibility for the logic circuit.

The converter efficiency was investigated with and without synchronous rectification as well as

with and without the use of additional anti-parallel SiC Schottky rectifier diodes. An efficiency

comparison
3
for G2V/forward operation with a constant input voltage of 220 V and a fixed output

load of approximately 10 Ω for a switching-frequency-dependent output power of 0.5 to 3 kW is

shown in Figure 5.45.
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Figure 5.45: CLLLC power electronics efficiency with and without SiC Schottky diodes or SR at VDC1 ≈ 220 V and

Rload,DC2 ≈ 10 Ω, excluding auxiliary power needed for the controller and cooling — based on [C3,

Fig. 16]

As expected, the module without additional Schottky diodes faces the highest losses if SR is dis-

abled (pink curve), resulting in the lowest efficiency of the converter. The module with Schottky

diodes and activated SR (green curve) experiences significantly smaller losses, which improves

efficiency considerably. The modules with Schottky diodes and inactive SR (blue curve) and

without Schottky diodes and active SR (orange curve) have comparable losses at an output power

of 2 and 3 kW. At lower output power, the module with Schottky diodes is more efficient. With

perfect SR timing, the Schottky diodes are expected to make no difference if SR is activated.

However, because of the latency previously described, the additional diodes improve efficiency

by about 1% to 3% in the measurements compared to the modules without diodes that use SR

(orange and green curves).

3
Note: Unlike the other efficiency measurements, the efficiencies in Figure 5.45 were not measured with a power

analyzer since it was not available at the time of investigation. Instead, the efficiency η = Pout/Pin was calculated

using the input power Pin = Vin · Iin, and the output power Pout = V 2
out/Rload, whereby the voltages and

currents were measured by the oscilloscope, and Rload was measured in advance using a precision resistance meter.

Therefore, the efficiency measurements are less accurate.
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The comparison of the graphs with and without SR shows that the efficiency of unidirectional

LLC converters can also be increased if FETs with SR are used on the output side instead of or

in addition to rectifier diodes. If the increased efficiency and the resulting electricity cost savings

alone can justify using FETs and implementing SR on the output side, the additional expense of

transforming the unidirectional to a bidirectional DC/DC converter is no longer substantial.

Thermal images captured during the experiments with 1 kW output power are shown in Fig-

ure 5.46. The ambient temperature, input voltage, output load, and active cooling setup using

fans are similar in all cases to obtain comparable test conditions. In Figure 5.46a, the operation

was stopped before reaching a steady-state temperature to avoid damage due to overheating since

no temperature sensor is present in the CLLLC converter module. In the other cases, the mea-

surement was stopped when no noticeable increase in the power module temperature could be

detected. This was the case after 4 minutes in Figure 5.46b/c and 3 minutes in Figure 5.46d.
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d) Tmax = 33.9°C (≈ steady state)

secondary side primary side

Figure 5.46: Comparison of thermal images of the actively air-cooled cooling ribs of the power module at P ≈ 1 kW
and Tambient ≈ 23°C with and without diodes or SR — based on [Fig. 16 C3]

Even though the output power Pout ≈ 1 kW is equivalent in all cases, the differences in power

losses in the module can be seen impressively. Interestingly, it is also apparent that the heat sinks

on the left-hand side of the module, above the secondary-side MOSFETs, are warmer in all cases.

This confirms that the losses on the output side are higher than on the input side.
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The efficiency of the CLLLC inverter prototype with rectifier diodes and SR was investigated in

more detail. For this purpose, the “overall efficiency” ηoverall calculated by Equation 5.19b is used,

which considers the auxiliary power Paux needed to supply the controller and cooling fans.

ηpower =
Pout

Pin
=

Vout · Iout
Vin · Iin

=

{
VDC2·IDC2

VDC1·IDC1
, in G2V/FWD operation

VDC1·IDC1

VDC2·IDC2
, in V2G/BWD operation

(5.19a)

ηoverall =
Pout

Pin + Paux
(5.19b)

The power electronics efficiency ηpower was measured by the power analyzer, and ηoverall was

calculated afterward, considering the auxiliary power demand. The converter’s standby power

consumption is approximately 2.6 W. During active operation, a fan cools the power module, and

the gate drivers are active, which increases the power demand to Paux ≈ 10W .

The efficiency for different operating points is shown in Figure 5.47. All measurements captured

within the specified transfer gain range that the converter was designed for [354, p. 61] were

included, i.e., all measurements for which MG2V is between 0.32 and 1.6, and MV2G lies between

0.625 and 3.125. The two left diagrams show the measurement results collected in G2V opera-

0 5 10 15 20
Output power [kW]

80

85

90

95

100

O
ve

ra
ll 

ef
fic

ie
nc

y 
[%

]

a) Efficiency vs. output power – G2V
color: overall gain

0.4

0.6

0.8

1

1.2

1.4

1.6
Gain M

0 5 10 15 20
Output power [kW]

0.5

1

1.5

O
ve

ra
ll 

ga
in

 M

tank gain K = 1

c) Transfer gain vs. output power – G2V
color: overall efficiency

90
91
92
93
94
95
96
97
98

2overall [%]

0 5 10 15 20
Output power [kW]

80

85

90

95

100

O
ve

ra
ll 

ef
fic

ie
nc

y 
[%

]

b) Efficiency vs. output power – V2G
color: overall gain

0.6

0.8

1

1.2

1.4

1.6

1.8
Gain M

0 5 10 15 20
Output power [kW]

1

1.5

2

2.5

3

O
ve

ra
ll 

ga
in

 M

tank gain K = 1

d) Transfer gain vs. output power – V2G
color: overall efficiency

90
91
92
93
94
95
96
97
98

2overall [%]

Figure 5.47: Overall CLLLC converter efficiency in G2V and V2G operation
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tion, and the right diagrams represent V2G operation. The upper diagrams show the efficiency

as a function of the converter’s output power Pout. Besides the output power, the efficiency

depends on the input and output voltage level and the resulting overall transfer gain M. This gain

is represented by the color of the measurement points in the two upper diagrams to visualize the

gain-dependency of the efficiency. The same measurement points are shown differently in the

lower diagrams (Figure 5.47c/d): M is shown on the y-axis, and the efficiency is displayed as the

color of the measurement points.

The efficiency typically lies in the range of 95% to 98%. The maximum efficiency (Ppower =

98.28% / Poverall = 98.12%) was measured in G2V operation with Vin ≈ 400 V and

Vout ≈ 340 V at 6.1 kW. The efficiency is 97.4% at the highest output power that could be

measured with the test setup (18.8 kW in V2G operation, Vin = Vout ≈ 800 V ). The overall

efficiency is also good in light-load operation. For example, for an output power exceeding 2%

of the maximum rating (i.e., 400 W), Poverall is still above 90%. The efficiency only falls below

85% if the output power is lower than 200 W (1% of the maximum rating). This highlights the

advantage of soft-switching compared to hard-switching topologies since the switching losses of

the latter significantly decrease their efficiency in light-load operation.

In the prototype, the efficiency is generally higher for high output powers and voltages and around

or above the resonant tank gain K ≈ 1. The efficiency is significantly smaller at very low

gains or high switching frequencies, which hints that there are some switching-frequency-related

losses even though the topology uses ZVS and ZCS. Furthermore, the maximum output power is

limited at very low or high gains. For the highest efficiency, it is thus advisable to design CLLLC

converters specifically for the battery and grid voltages occurring in the application.

In some V2X use cases, such as for V2L or if the EV battery is used as a PV home storage

replacement, the converter will frequently have to deliver a low output power in the range of 50W

to 1 kW. In this case, designing the converter for a lower maximum power capability (e.g., 11 kW)

and reducing standby and cooling power demand to improve the efficiency in these light-load

operating points might be beneficial.

As explained in Chapter 5.4.1, no bidirectional power supplies were available during characteri-

zation, so either load resistors were used, or the converter’s input and output sides were connected

to transfer power in a loop. In the latter case, the experiments were inevitably limited to the

transfer gain M = 1. As seen in Figure 5.41, this restricted the G2V operation to compar-

atively low output loads and only allowed high-power tests in V2G operation. The efficiency

remained between 96.8 and 97.5% for these operating conditions above 10 kW. The prototype

could not reach the specified maximum output power of 20 kW since the over-current protection

was triggered due to unexpectedly high currents in the primary side resonant tank. A possible

explanation is that the resonant tank inductors or transformers saturated, possibly also due to

an uneven current distribution between the two parallel-connected transformers of the CLLLC

prototype. Moreover, the reactive current in the resonant tank that is circulating but not used for
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effective power transfer is relatively high in the prototype. On the one hand, this is because the

prototype was not designed with custom-made inductive components but using a very limited set

of readily available and suitable transformers and inductors. On the other hand, the converter was

designed to operate in a broad input and output voltage range at low to high output load (compare

Figure 5.41), which results in a resonant tank design with comparatively high reactive current

components. Thanks to the successfully implemented light-load burst mode, significantly lower

transfer gains can be reached compared to the theoretical FHA transfer gain (also compare [354,

pp. 88, 117]). Therefore, a future revision of the converter could be designed with an optimized

resonant tank for a narrower gain range with reduced reactive current components, for example,

through an increased Lp.

A thermal image of the CLLLC converter prototype in operation using a power module with

Schottky diodes and activated SR at an output load of 6.35 kW is shown in Figure 5.48. The

image also provides insight into the approximate loss distribution. While the resonant tank

capacitors, theDCfilters, and even the transformers stay relatively cool, the resonant tank inductors

and particularly the power module are the warmest components. For permanent operation at

the maximum power output, the cooling concept for the power module needs to be improved.

Moreover, a custom-designed and efficiency-optimized transformer that also includes the primary-

and secondary-side inductances is beneficial to reduce power losses and improve energy density

(compare [354, pp. 62, 127]).
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Figure 5.48: Thermal image of the actively air-cooled CLLLC power electronics with diodes and SR after approximately

7 minutes of operation at P ≈ 6.35 kW, Vin = Vout = 340 V, and Tambient ≈ 23°C
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5.5.2 AC/DC converter

In this chapter, the soft switching procedures of the ARCPI prototype are analyzed in detail. Next,

the performance of the control algorithms is investigated, ranging from active and reactive power

control to asymmetric current injection, grid voltage control, and frequency control. Finally, the

inverter efficiency is presented.

For the soft switching behavior analysis, the drain-source voltage of a low-side main MOSFET is

measured for the three cases presented in Chapter 4.1.4 and simulated in Chapter 5.2.1 — once

for a turn-off and once for a turn-on transition. The results are shown in Figure 5.49 and described

in the following. Figure 5.21 may be used to support locating the signals in the schematic.

The reference PWM timing requested from the microprocessor for half-bridge “A” is shown in

the first row. The four gate driver signals that the FPGA generates from the reference timing for

the low-side (ALS), high-side (AHS), and the outer (AX1) and inner (AX2) auxiliary FETs of

half-bridge A are shown in the second to fifth rows. At a DC link voltage of 300 V (shown in the

sixth row), this results in the switching transition of the low-side main FET ALS, shown in the

seventh row in green. The dead time, i.e., the time during which both main MOSFETs are turned

off, is marked by the light red area.

In the low-to-high transition of case 1 (first column), MOSFET ALS starts to turn off at marker 1.

Its channel is fully turned off after approximately 150 ns, i.e., while the voltage remains near 0 V,

resulting in a ZVS turn-off procedure. Shortly after, at t ≈ −100 ns, the drain-source voltage of

the ALS FET sharply rises due to the auxiliary circuit. The low-to-high transition ends before the

complementary high-side FET AHS is turned on at marker 2. It also turns on with ZVS since its

drain-source voltage (VDS,AHS = VDC − VDS,ALS) was near 0 V at the end of the dead time,

i.e., at t ≈ +100 ns.

Similar ZVS turn-on and turn-off procedures occur in all cases. However, when observed closely,

it can be seen that no perfect ZVS turn-on is obtained in case 1. This is demonstrated in the

high-to-low transition of case 1 in the fourth column. ALS turns on at t ≈ +100 ns (marker

3) when its drain-source voltage is still 11 V, i.e., 3.7% of the DC link voltage is still present.

This is due to the proposed optimized soft-switching procedure, in which a boost current in the

auxiliary circuit is usually not used. It slightly increases switching losses but significantly reduces

the resonant current Ires through the auxiliary circuit. As a result, the conduction losses in the

auxiliary FETs are reduced, compensating for the negligible switching losses in the main FETs.

Since the maximum current through the auxiliary circuit is reduced, the FET rating can be smaller.

A boost current is only used when the DC0 potential is not centered, i.e., |VDC0,top − VDC0,bot| >
∆VDC0,ths = 3 V. In this case, a small additional boost current is built up for balancing. This is

realized by turning on the auxiliary FET 110 ns earlier (increase taux,on,prepone) and turning off the

main FET 35 ns later (decrease tmain,off,prepone) than defined in the optimal timing LUTs. This boost
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current is only used if it supports balancing the DC link. For example, if VDC0,bot > VDC0,top,

the timing of AX1, BX1, and CX1 can be adjusted to increase a positive ires,A/B/C, which discharges

CDC,bot and charges CDC,top and thus balances the split DC link capacitors. Likewise, the timing of

AX2, BX2, and CX2 can be altered to intensify a negative ires,A/B/C, which balances the capacitors

if VDC0,bot < VDC0,top. However, if the output current is large (|Iout| > 25 A), no boost current

is used to limit the maximum auxiliary circuit current. The balancing kept the DC link voltages

stable and symmetrical during the experiment with the specified settings.

Due to ZVS, the over- and undershoot of the drain-source voltage is low. This is confirmed by

Figure A.5 in Appendix A.6, which shows an overlay of all switching transitions captured at a

constant DC voltage of 200 V and an AC voltage of 60 VRMS while the AC output terminals were

connected to three 5 Ω load resistors as shown in Figure 5.38c.

While the drain-source voltages of the main FETs transition smoothly, there is an issue with

oscillations in the auxiliary circuit in the prototype, as already discussed in Chapter 5.2.1. The

oscillations present in the simulations can also be measured in the prototype, which is shown

in Figure 5.50, using power modules with CPM3-0900-0065B auxiliary MOSFETs. The green

curve is a measurement of the drain-source voltage of the low-side MOSFET ALS. The red signal

is vaux,A, measured between point A' (i.e., the drain connection of AX1) and DC−int, as shown in

Figure 5.21.

The soft switching transition of vDS,ALS looks as intended. The turn-on of the auxiliary switches

also works well, as seen in the red signal at t = −0.03 µs and t = 3.77 µs. However, a large

oscillation with a frequency of about 15 MHz is induced when switching off the auxiliary FETs.

As analyzed using the simulations in Chapter 5.2.1, a likely reason is that the reverse recovery

charge of the auxiliary MOSFETs excites the resonant circuit formed by the resonant inductor

and the parasitic capacity of the switched-off auxiliary FETs. The measured oscillation looks

comparable to the one in the simulation using the CPM3-0900-0065B auxiliary FETs at the same

operating condition (see Figure 5.13). However, unlike in the simulation, power modules using

CPM3-1200-0075A auxiliary FETs experienced similar oscillations.

The freewheeling diodes DF+/− (see Figure 5.21) were added to minimize the impact and avoid
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Figure 5.50: Drain-source voltage of FETALS (green), oscillations of vaux,A (red) atVDC = 500V, iL1(t = 0) = −6A
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5.5 Results and discussion

damaging over-voltages across the auxiliary FETs. Apart from short transient overshoots below

the DC− or above the DC+ potential right after the auxiliary FETs turn off, the potential of A'

stays within the DC+/− potentials because of the diodes. Nevertheless, the oscillations cannot be

damped adequately. As mentioned in Chapter 5.2.1, the problem can be solved by swapping the

positions of the resonant inductors and the auxiliary FETs. In this case, the current in the inductor

caused by the reverse recovery charge can decay through the freewheeling diodes between the

resonant inductors and the auxiliary FETs as well as the body diodes of the main MOSFETs even

though the auxiliary FETs are turned off.

In the following, the implemented high-level controllers that determine the active and reactive

power fed into or drawn from the grid will be analyzed (compare Figure 5.26). For this purpose,

two inverters are connected, as shown in Figure 5.38d. The DC voltage of both inverters is 600 V.

One inverter emulates a three-phase grid with an AC voltage of 230 VRMS and a frequency of

50 Hz. It uses a power module with CPM3-1200-0075A auxiliary FETs and additional rectifier

diodes. The other inverter is the DUT, on which the following controller settings are applied. Its

power module contains the same auxiliary FETs but no extra rectifier diodes.

First, the DUT’s active power setpoint (p
set
) is increased from 0 to +15 kW, emulating discharging

an EV battery (V2G, grid feed-in). The reactive power setpoint q
set

stays zero. The resulting DC

and AC voltages and currents measured at the DUT are shown in Figure 5.51a. The new setpoint
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Figure 5.51: ARCPI prototypeDC andAC voltages and currents: a) setpoint step from 0 kW to +15 kW (V2G), b) setpoint

step from +15 kW (V2G) to −15 kW (G2V)
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is applied at t ≈ 0 ms. The power is ramped up with 100 kW/s. Therefore, the final value is

first reached after around 150 ms and remains stable after approximately 200 ms. The primary

reason for ramping up the power comparatively slowly is that in the final V2G charger setup, the

CLLLC converter will be connected to the inverter, so it must ramp up its power synchronously.

However, the CLLLC converter power cannot be adjusted quickly, so the inverter limits the output

power slew rate. Moreover, a slower current ramp rate reduces overshoots caused by the PI current

controller of the ARCPI, as well as oscillations in the measured positive- and negative-sequence

currents caused by the filters in the DDSRF-PLL (compare Chapter 5.2.2).

Next, a setpoint step from +15 kW (V2G) to−15 kW (G2V) is applied, as shown in Figure 5.51b.

The new setpoint is reached after approximately 300 ms and remains stable after about 350 ms.

In Figure 5.52a, the setpoint is set back to 0 kW again. A setpoint ramp is also applied here if

the inverter is not shut off abruptly but continues operation with 0 kW. In this example, the final

value is reached after about 150 ms.
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Figure 5.52: ARCPI prototype DC and AC voltages and currents: a) setpoint step from −15 kW (G2V) to 0 kW,

b) setpoint step from +10 kW, +10 kvar (V2G, inductive load) to−10 kW,−10 kvar (G2V, capacitive load)

The inverterwas also operated at full load (±22 kW) inG2VandV2Gdirection. Themeasurement

results of the power analyzer are summarized in Table A.4 in Appendix A.6. Besides DC, AC

phase, and AC average or sum voltages, currents, and powers, the power factor (P.F.), total

harmonic distortion (THD), the components of the fifth and seventh harmonics of the current, the

efficiency (η), and the DC ripple current (ΔI) are shown.
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In Figure 5.52b, both active and reactive power are used. A setpoint step from +10 kW (V2G)

and +10 kvar (inductive load
4
) to −10 kW (G2V) and −10 kvar (capacitive load) is shown. The

power reverses at 90 ms. The new setpoint is first attained after around 200 ms with a slight

overshoot and stabilizes after approximately 280 ms.

Because of the dual reference frame PLL, the inverter can also draw or feed in asymmetric

currents, which is demonstrated in Figure 5.53. Instead of constant power, constant direct and
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Figure 5.53: DC and AC voltages and currents (left) and vector diagram of the power analyzer (right): setpoint step with

asymmetric currents

quadrature current setpoints are requested for both reference frames. In part A of the diagram

(t < 0 ms), the setpoint currents are id+ = 12 A, iq+ = 0 A, id− = 6 A, and iq− = −10.38 A.

With this configuration, the current iL3 is eliminated, and iL1 is 14.8 ARMS with a phase angle of

30°. A limitation of this three-leg inverter topology is that only the currents in the three phases,

but not the neutral conductor, can be controlled. Therefore, the sum of the three currents iL1/2/3

needs to be zero. Consequently, iL2 is −iL1 in the first example.

A new setpoint is applied at t = 0 ms with id+ = 10.8 A, iq+ = 5.22 A, id− = 9.93 A, and

iq− = 6.75 A. The currents settle after about 65 ms. In part B, the resulting current amplitudes

are similar, but this time, iL2 is eliminated, the phase angle of iL1 is −4.4°, and iL3 is −iL1.
For more degrees of freedom in current control, a fourth half-bridge could be added for the neutral

4
Note: The reactive power sign convention in the ARCPI controller is complementary to that of the power analyzer.

149



5 Vehicle-to-Grid charger prototype

conductor, or three single-phase ARCPI systems could be operated in parallel. This way, all three

currents can be adjusted individually. For example, a three-phase operation in which only one

phase is used or active power is exchanged between phases would be possible.

Next, the grid voltage controller is analyzed by provoking a low-voltage ride-through (LVRT).

In Figure 5.54a, the inverter initially feeds 1.5 kW into the grid. The AC voltage controller is

configured to feed in negative reactive power when the grid voltage drops: At 50% of the nominal

voltage, the reactive power setpoint is−2 kvar. At t ≈ 0ms, the grid-forming inverter reduces its

AC voltage setpoint from 230 V to 115 V with 5 V/ms. As a reaction, the grid-following inverter

(DUT) increases the reactive power setpoint to−2 kvar (capacitive load). However, the controller
needs approximately 210 ms to reach a steady state. Since the direct and quadrature voltages

measured by the DDSRF-PLL are filtered with an LPF, the resulting voltages v̄d+/q+/d−/q− lag the

actual grid voltage (also shown in the simulation in Figure 5.16). As follows from the controller

diagram in Figure 5.29, this causes the inverter to apply a voltage vsetd+ that is significantly higher

than required to reach the current setpoint. As a result, over-currents quickly build up in the first

30 ms. However, they are successfully limited by the over-current control module presented in

Figure 5.30.

Apart from the slow AC and DC current oscillations between 0 and 200 ms, there is a significant

ringing with a frequency of about 2.1 kHz, particularly near t ≈ 10 ms. This is likely caused

by an interaction of the over-current controller with the AC filter, particularly Lfilt,2 and Cfilt,2,

stimulated by the AC voltage drop.
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Figure 5.54: Grid voltage control: a) AC voltage drop from 230 V to 115 V, b) recovery to 230 V
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In Figure 5.54b, the low-voltage fault emulated by the grid-forming inverter is cleared, and the

voltage rises back to 230 V. Consequently, the DUT omits the reactive power fed into the grid and

returns to its purely active power setpoint. The currents are stable after approximately 280 ms.

This time, the voltages vsetd+/d−/q− (see Figure 5.29) are lower than required to reach the current

setpoint due to the voltage LPF of the PLL, so the inverter temporarily even draws power.

The LVRT event was also captured with the power analyzer. The extracted signals are shown in

Figure A.6 in Appendix A.6. During the voltage drop, the DUT supplies a positive reactive power

to the grid-forming inverter. This means that the DUT draws negative reactive power, i.e., it has a

capacitive load behavior, which increases the grid voltage. The active power is maintained during

the event.

If steeper grid voltage slopes are generated or the DUT operates with significantly higher output

power before a low-voltage event, the inverter will disconnect and turn off due to over-currents.

However, the voltage regulation works reliably for slow voltage variations, for example, due to a

variation of grid load during the day. For a more robust ride-through during fast, transient events,

the control algorithms need to be improved. This could be achieved by using a different filter

structure for the voltages generated by the DDSRF-LPF or an entirely different PLL topology

(e.g., the DSOGI-PLL — see Chapter 4.2.2). Moreover, the over-current controller branch could

be optimized, and the AC filter and controller settings could be tuned to reduce ringing.

Nevertheless, the presented LPF and NF configuration for the voltages and currents determined

by the DDSRF-PLL yielded smoother results and was significantly less prone to overshoots or

oscillations in regular grid conditions compared to other configurations tested using only LPFs

or only NFs or substantially faster filter settings. While the output power change rate and the

immunity to transient voltage faults are limited because of the filters, they are sufficient for

charging and most V2G applications that support grid stability.

The inverter can also react to asymmetric grid voltages by purposefully injecting or drawing

asymmetric currents. This can be used to reduce grid asymmetries or minimize oscillations of

the transferred power caused by the voltage imbalance. An example is shown in Figure 5.55, in

which the grid phase voltages were set to 60 V, 120 V, and 90 V by the GFMI. For t < 0 ms

in Figure 5.55a, regular active power control with a setpoint of +2 kW (V2G) is used. The

grid-side inverter currents are symmetric since only the current id+ is utilized, and all other

components are zero. However, due to the voltage imbalance, the transferred power oscillates

between approximately 1.2 and 2.8 kW. At t = 0 ms, the inverter transitions into the CIAP

control presented by Revelo and Silva [331], which was adapted and implemented in the inverter.

The direct and quadrature current components of the positive and negative sequence are adjusted

to transfer a constant active power despite the large voltage imbalance. The output power reaches

a steady state after approximately 30 ms.
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Figure 5.55: Grid voltage control: Asymmetric current injection during voltage imbalance: a) transition from regular to

CIAP control, b) returning to regular control

Figure 5.55b shows the transition from CIAP to regular control. The currents become symmetric

after approximately 25 ms, and the active power begins oscillating again.

Next, the frequency controller is analyzed. A large frequency drop that occurred after a system

split of the Central European electricity grid on July 24, 2021, was emulated on the GFMI.

Frequency data of the Hernani substation in Spain was taken from a report on the incident [344,

pp. 96f.]. The data was modified five seconds after the start of the event, i.e., after the nadir

(minimum frequency), to return to the frequency present before the event faster. The grid-forming

inverter starts with 230 VAC,RMS and a frequency of 49.96 Hz present just before the event. The

DUT’s power setpoint is −5 kW, i.e., the inverter draws 5 kW from the grid.

Three runs were carried out. In Figure 5.56a, only Frequency Containment Reserve (FCR) is

activated in the DUT with kD = 6 kW
Hz . Virtual inertia (VI) is disabled, i.e., kI = 0 kW·s

Hz . In

Figure 5.56b, the FCR is disabled, and only the VI is activated, with kD = 0 kW
Hz and kI = 2 kW·s

Hz .

In Figure 5.56c, both FCR and VI are enabled with kD = 6 kW
Hz and kI = 2 kW·s

Hz .

In all cases, the frequency event starts at t = 0 s. The GFMI follows the programmed frequency

profile (fsetg in the figure) open-loop without responding to the varying power of the DUT,

assuming that the grid frequency is fixed and cannot be changed by the individual inverter. The

actual frequency measured by the power analyzer is displayed as fmeas
g . The frequency profile

obtained from the report contains oscillations three to five seconds after the event starts, which

are reproduced by the GFMI accurately. The oscillations are caused by local transients at the

substation where the measurement originates — potentially voltage oscillations due to significant

load shedding at 49.0 and 48.7 Hz [344, pp. 30-32, 73f.]. The strong oscillations are useful to

check whether the VI controller remains stable even during severe incidents.
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Figure 5.56: Grid frequency drop and inverter reaction with a) frequency control, b) virtual inertia, c) both

In Figure 5.56a, the FCR controller of the DUT adjusts the inverter power adequately. The larger

the frequency deviation from 50 Hz, the more the power drawn from the grid is reduced compared

to the setpoint of −5 kW. Since the frequency already deviates at the start (t < 0 s), the actual

power magnitude is slightly lower than 5 kW before the incident. Between 3.2 and 7.5 s, the DUT

even feeds in power into the grid, with a seamless transition between G2V and V2G operation.

Unlike in the conventional FCR control presented in Chapter 4.2.3, the inverter is configured to

further adjust its power outside the control band of 49.8 to 50.2 Hz as long as a predefined limit

is not exceeded. The ratio between the frequency deviation and the measured power variation is

approximately 6 kW
Hz , i.e., as configured. The power profile is a little smoother than the frequency

profile due to the low-pass filtering of the measured grid frequency. The power lags behind the

frequency by about 0.1 seconds.

In Figure 5.56b, only VI is active, and the inverter adjusts the power according to the frequency

slope. For slow frequency changes, such as between six and fifteen seconds, the factor between

the frequency derivation and the inverter power adjustment is at about 2 kW·s
Hz , as expected. Even

though the oscillation at around t = 4 s is also reflected in the inverter output power, the factor is

only about 1 kW·s
Hz for this oscillation. The significant damping likely comes from the additional

low-pass filters used in the smooth frequency derivative calculation. If no filtering was used in

the frequency estimation and the calculation of its derivative, the output power would be adjusted

very harshly. Since the power adjustment also affects the grid voltages at the inverter output, there

is a risk of negatively influencing the frequency estimation in the PLL and ultimately causing an
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unstable VI control in case of such extreme events. Thus, damping rapid frequency oscillations

with filtering can be beneficial. However, the additional LPFs also increase the delay between the

frequency profile and the resulting power response to approximately 0.25 s, which is higher than

in the FCR control.

Both FCR and VI are enabled in Figure 5.56c. The initial power response at t ≈ 0.5 s is

significantly higher than when only using FCR, and the output power adjustment in the nadir

is also larger. Thus, the combined controller can reduce frequency variations in the grid more

effectively and increase its robustness in case of such extreme events.

However, the effects of a large number of inverters with VI control on grid stability have yet to

be investigated. Ideally, the control parameters can be adapted to the grid conditions at runtime,

e.g., to the capacity of grid-supporting inverters active in the grid or the local grid impedance.

Finally, the efficiency of the ARCPI prototype was investigated. The DUT uses a power module

withCPM3-1200-0075A auxiliary FETs, internal capacitors, and no rectifying diodes. The power

electronics efficiency ηpower (Equation 5.20a) was measured by the power analyzer. The overall

efficiency ηoverall, considering the power demand for the controller and cooling, was calculated

afterward with Equation 5.20b.

ηpower =
Pout

Pin
=

{
PDC

PAC
, in G2V operation

PAC

PDC
, in V2G operation

(5.20a)

ηoverall =
Pout

Pin + Paux
(5.20b)

The standby power consumption of the ARCPI prototype with cooling and relays turned off is

approximately 5.2 W. The power demand increases to 13.2 W during active operation due to the

grid-side relays and two fans mounted onto the power module. An external fan was added for

prolonged operation at higher power, so Paux increases to a maximum of 20.4 W depending on the

required cooling power. The power electronics and overall efficiencies measured at an AC voltage

of 230 VRMS and a DC link voltage of 600 V are shown in Figure 5.57.

The efficiency is typically above 98% and almost identical in G2V and V2G directions. For

typical charging powers of 7 to 22 kW, the overall efficiency is almost constant at around 99%.

The maximum power electronics efficiency is 99.26% at 12 kW in V2G operation, which results

in a 99.09% overall efficiency. At maximum load, ηpower is 98.96%, and ηoverall is 98.97% in either

direction. The efficiency at light load is also good. The overall efficiency only falls below 97%

for an output power of less than 2 kW. At 200 W (less than 1% of the nominal power), ηoverall is

still approximately 77% in G2V and 80% in V2G mode.

The inverter was also operated with high output power for extended periods to inspect the

temperature development of its components over time. An example is shown in Figure 5.58,
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Figure 5.57: G2V and V2G efficiency of the ARCPI prototype over the entire power range (top) and at low load (bottom)

where the GFMI and the DUT are operated with a constant power of 15 kW. The original thermal

image is shown on the left side, and an overlay with a photo to facilitate identifying components

is displayed on the right side. After 11 minutes of operation, the hottest component, one of the

grid-side relays, reaches a temperature of 60°C. At that time, the cooling fins of the power module

only have about 44°C.
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Figure 5.58: Thermal image of the ARCPI prototypes (GFMI + DUT) after 11 minutes of operation at P = +15 kW
(V2G), VAC = 230 V, VDC = 600 V, and Tambient ≈ 23°C (left: original, right: overlay of a photo)
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5.5.3 Power hardware-in-the-loop test bench

After the functionality of theAC/DC andDC/DC converters have been validated individually, they

are connected to be operated as a V2G charger to inspect the combined controller performance

and efficiency. The AC side of the ARCPI DUT is connected to a grid-following inverter again,

and its DC side is linked to the DC1 port of the CLLLC DUT. Initially, the CLLLC converter’s

DC2 port is connected to the FlexBat battery system, as shown in Figure 5.39b. This setup is

comparable to its use as a stationary DC V2G charger.

The inverter’s DC link needs to be pre-charged from the AC grid for power-up, as described at the

end of Chapter 5.3.6. This is demonstrated in Figure 5.59. The steps of the start-up procedure

mentioned in the figure are also indicated by the purple numbers in Figure 5.60. In the first phase,

between t = 0 s and t ≈ 0.5 s, the DC link is charged passively via the pre-charge resistors

shown in the “grid-side relays” block of Figure 5.60. The MOSFETs are turned off, but a current

that is limited through the pre-charge resistors is rectified by the body diodes of the FETs or

external rectifier diodes, if available. In the second phase, between t ≈ 0.5 s and t ≈ 1.0 s,

the MOSFETs are controlled to charge the DC link to its setpoint value through the pre-charge

circuit. Afterward, the main relays are turned on so the inverter is properly connected to the grid.

When the main relays are safely turned on, the pre-charge relays open again. Moreover, the supply

voltage of the main relays is lowered to save energy. The inverter is now ready for operation so

that the battery can be connected.
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Figure 5.59: Pre-charging of the inverter-side DC link (DC1) from the grid

156



5.5 Results and discussion

UART UART

Ibat

PDC1PDC1
ARCPI CLLLC

DC

DC

DC

DC

VDC1

DC1+

IDC1

DC1–

VDC2

DC2+

IDC2

DC2–

PDC2PDC2

DC/DC 

relays

Vbat

PbatPbat

Bat+

Bat–

L1

grid-side 

relays

L2

L3

vL1/2/3

N

grid

iL1

iL2

iL3

PACPAC

1

Controller

2

AC

filter

3

4

5

FlexBat 

battery

BMS

battery 
modules 
with cells

  

7

6

CAN
SPI (optional)

Charging controller (PC)

Figure 5.60: Overview of the steps and components involved in the pre-charging procedure

The CLLLC converter communicates to the FlexBat battery system via CAN and signals that

the inverter is ready. Once the FlexBat system is ready, the converter is expected to apply a test

voltage of 50 V to confirm that the communication and voltage measurement of the BMS work.

The DC/DC relays are closed, and the test voltage is applied at t = 0 s in Figure 5.61. The FlexBat
system confirms the test voltage and requests the CLLLC converter to apply the battery voltage,

which is about 390 V in this example. The CLLLC converter applies the voltage at t = 4 s.

Since no load is connected, the converter operates in the light-load burst mode, which produces

slight periodic overshoots. At t = 14.4 s, the BMS acknowledges the voltage and connects its

own pre-charge relays. At t = 19.6 s, the main relays of the battery are connected, so the battery

is ready to be charged or discharged by the V2G charging system.
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Figure 5.61: Pre-charging of the battery-side DC link (DC2) with connection to the FlexBat battery system

In Figure 5.62a, the inverter starts to draw 2 kW from the grid at t = 0ms to charge the FlexBat
battery. The AC power first reaches the setpoint after 35 ms and stabilizes after approximately

130 ms. In this and the following examples, the inverter and converter did not communicate with

each other via SPI (as shown in Figure 5.60) to smoothly synchronize the transmitted power. The

DC/DC converter adjusted its power independent of the inverter with the objective of keeping

VDC1 constant. Because this relatively slow control causes oscillations in the DC1 link, the battery

power Pbat increases irregularly in the first 30 ms before stabilizing (see Figure 5.62a). In the new

operating point, the combined power electronics efficiency of the AC/DC and DC/DC converter
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Figure 5.62: V2G charger connected to the FlexBat system: a) setpoint step from 0 to−2 kW (charge battery), b) addition

of−2 kvar reactive power (capacitive load)— from top to bottom: DC2/battery voltage, current, and power,

AC voltages, currents, and active power

measured by the power analyzer is 94.69%.

In Figure 5.62b, a reactive power of −2 kvar (capacitive load) is added at t = 0 ms. The

inverter power is stable after 50 ms. The CLLLC converter operates near the maximum switching

frequency at the given voltage ratio since the output power is only 2 kW. Triggered by the load

change, it temporarily transitions into the discontinuous operation mode (light-load burst mode)

at t ≈ 85ms. This introduces a harmless ripple to the battery current, which increases efficiency

compared to operating at an otherwise higher necessary switching frequency. Even though the

AC current amplitudes are higher due to the additional reactive power, the efficiency rises to

94.93%. However, the converter returns to the continuous mode after several seconds, as shown

in Figure 5.63a.

In Figure 5.63b, the active and reactive power setpoint is reset to zero. While the AC power is

reduced, the CLLLC converter stabilizes the common DC1 voltage, which is not shown due to

a lack of oscilloscope channels. Due to the reduced AC power, VDC1 decreased. Therefore, the

converter temporarily even discharges the battery again between 60 and 105 ms to increase VDC1

to its nominal setpoint again. The AC and DC powers stabilize after about 150 ms.
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Figure 5.63: V2G charger connected to the FlexBat system: a) stable operation in continuous switching mode at−2 kW

(charge battery) and −2 kvar (capacitive load), b) setpoint step to 0 kW and 0 kvar

The CLLLC converter was designed for a higher battery voltage. Its transfer gain is not ideal for

use with the FlexBat battery system. For stable operation at 230 V grid voltage, a nominal DC1

voltage of at least 600 V is required. The maximum battery voltage of the FlexBat system is

approximately 400 V. This results in a minimum transfer gainM of 1.5 for the CLLLC converter in

V2G operation. As shown in Figure 5.41, this requires a very low switching frequency below the

resonant frequency fres2. In the current implementation of the CLLLC controller, the converter

starts at the highest switching frequency and reduces it gradually until the voltage or current

setpoint is reached. This limits the controller speed for operating points with low switching

frequencies. More importantly, the maximum output power is limited at fsw < fres1/2 due to the

risk of hard switching transitions in the capacitive region. Therefore, the following experiments

were carried out with a bidirectional power supply with a higher voltage setting at output DC2

instead of the battery (compare Figure 5.39a).

Figure 5.64a shows a setpoint step from +2 kW/+2 kvar (discharge battery, inductive load) to

−2 kW/−2 kvar (charge battery, capacitive load). Unlike in the previous figures, the internal

DC1 voltage is measured instead of VDC2 since the bidirectional power supply at DC2 keeps VDC2

at a stable voltage of 440 V. The CLLLC converter is configured to control VDC1 to 600 V. The

inverter only adjusts its AC power when the voltage is lower than 590 or above 610 V.
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Figure 5.64: V2G charger connected to a bidirectional power supply: a) setpoint step from+2 kW/+2 kvar (V2G, inductive

load) to −2 kW/−2 kvar (G2V, capacitive load), b) transition from symmetric to asymmetric operation —

from top to bottom: “battery” current, DC1 voltage, AC voltages, currents, and active power

The AC power transitions from −2 kW to +2 kW in 70 ms and stabilizes after approximately

340 ms. Due to the power reversal, the DC1 voltage rises. As a reaction, the DC/DC converter

changes the power transfer direction within 50 ms and increases the output current to reach the

desired DC1 voltage. Since the converter’s controller is comparatively slow and VDC1 increases

above the maximum tolerated limit, the inverter temporarily reduces the AC power near t ≈
130ms. The nominal DC1 voltage range is reached again after 400 ms.

In the following, VDC2 is set to 460 V. In Figure 5.64b, the inverter transitions from a symmetric

current of id+ = 3 A to an asymmetric setpoint current with id+ = 3 A, iq+ = 0 A, id− = 1 A,

and iq− = −2.595 A, which minimizes iL3. Since the average AC power is similar, the new

setpoint is reached after less than 20 ms. Due to the asymmetric AC currents, the injected active

power oscillates. The capacitors in the DC1 link absorb part of it. Since the CLLLC converter

reacts to the DC1 voltage level, it also adjusts the transferred current, but a ripple of±3 V remains.

For a significantly higher asymmetric output power or unfavorable load conditions, the converter’s

DC link control is not fast enough, and VDC1 oscillates stronger. As a result, the inverter cannot

apply the desired currents since its DC link control intervenes by adjusting id+ to keep VDC1 in

the tolerated range.
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In Figure 5.65a, a new setpoint is applied at t = 0 ms using id+ = 2.7 A, iq+ = 1.3 A,

id− = 2.5A, iq− = 1.7A. Again, the AC currents reach their new setting within 20 ms since the

average power remains similar. The CLLLC converter corrects the slightly increased VDC1 using

three short switching interruptions and proceeds in continuous operation after around 80 ms.
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Figure 5.65: V2G charger connected to a bidirectional power supply: a) asymmetric current setpoint step, b) setpoint

step to 0 A

In Figure 5.65b, a setpoint in which all currents id+/q+/d-/q- are zero is applied. The AC power fully

stabilizes after around 100 ms. Since the inverter’s MOSFETs are still active afterward, there are

small but non-negligible conduction and switching losses that would slowly drain the DC link.

The power to cover these losses and keep the DC link voltage near the target value is delivered

by the DC/DC converter because the AC power setpoint is zero. The CLLLC converter operates

in light-load mode and only transfers power occasionally using its maximum switching frequency

because the power demand is extremely low. An example is shown between 205 ms and 235 ms.

Since no AC power is transferred, the switching operation could be turned off, but as a result, the

grid-side LCL filter would draw reactive power from the grid. For sustained operation without

power transfer, both the FETs and the grid-side relays can be turned off, which significantly reduces

standby losses. In this case, the inverter needs to pre-charge the DC link again to reconnect to the

grid, which takes one to two seconds before the regular operation can be continued. However, for

many V2G use cases, this increased reaction time is sufficient.
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In Figure 5.66, the FCR and VI control is activated in the V2G charger, using kD = 2 kW
Hz and

kI = 1 kW·s
Hz . The inverter’s AC power is set to −2 kW (G2V). At t = 0 s, the frequency

event described in the previous chapter is applied by the GFMI. The AC power applied by the
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Figure 5.66: Grid frequency drop and V2G charger reaction with activated FCR and VI

inverter looks as expected. Similar to the stand-alone operation of the inverter, the controller

delay between the frequency curve and the power reaction is between 0.1 and 0.2 seconds due to

the frequency filters. Generally, the CLLLC converter’s DC link control works well. However,

during the transition from G2V to V2G power transfer direction at t ≈ 3.2 s and t ≈ 4.1 s, the

DC link voltage transiently drops by about 19 V below the target range of 610 to 630 V. In the

latter case, the inverter reduces its power by approximately 0.6 kW for about 20 ms to prevent

a further decline of VDC1. This can be seen by the tiny downward spike in PAC at t ≈ 4.1 s.

Nevertheless, the V2G charger can support grid frequency stabilization well.

In the previous experiments, the CLLLC converter only adjusted its output power based on the

VDC1 and VDC2 measurements. The communication between the two devices for feedforward

control of the inverter’s setpoint power to the DC/DC converter was not implemented at that time,

i.e., kff,P = 0 in Figure 5.7 of Chapter 5.1.2. However, the results presented so far have shown

that this feedforward control would be beneficial in supporting the VDC1 voltage regulation of the
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otherwise relatively slow CLLLC converter controller. Based on these findings, the communica-

tion between the converters and the feedforward control was implemented.

First, various factors kff,P were analyzed, starting at lower DC1 voltages, as shown in Figure 5.67.

The desired VDC1 range is set to 90 V to 110 V in the ARCPI (highlighted in green) and to 100 V

in the CLLLC converter. The DC2 voltage is set to 80 V by the bidirectional power supply,

and an AC voltage of 25 VRMS is supplied by the GFMI. The controller performance without

feedforward control (kff,P = 0, shown in Figure 5.67a) is compared to the performance with

enabled feedforward control using kff,P = 0.1 V
W (Figure 5.67b). For this purpose, a setpoint

jump from 0 to +150 W (V2G) is applied, i.e., the inverter shall feed power into the grid.

Even before the setpoint is applied, the DC/DC converter occasionally transfers power to keep

VDC1 near its setpoint of 100 V. Without feedforward control, the converter starts power transfer

11 ms after the setpoint step is applied. Due to the leading ramp-up of the AC power, the DC link

voltage falls to 82 V, i.e., about 8.9% below the lower target value. Consequently, the inverter’s

DC link controller reduces power transfer near t ≈ 70 ms until VDC1 returns to the target range.

The AC and DC power synchronize after approximately 80 ms and reach their target value about

160 ms after the setpoint step.

With feedforward control, the CLLLC converter restarts power transfer within less than a mil-

lisecond after the inverter receives the new setpoint, even before VDC1 falls below 100 V. Because
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Figure 5.67: DC1 voltage control: a) without and b) with feedforward of the AC power setpoint to the CLLLC converter
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the converter was prepared to the expected DC link drop, VDC1 only falls to 88 V, i.e., about 2.2%

below the lower threshold of the target range. The AC and DC power synchronize between 50 to

80 ms after the setpoint step is applied and settle after approximately 120 ms.

This clearly shows that the feedforward control of the inverter’s power setpoint improves the DC

link voltage stability and controller performance. Unfortunately, no further measurements with

activated feedforward control could be conducted because the CLLLC converter’s power module

broke with a bridge short circuit during a test with a higher DC link voltage. The breakdown

voltage of the semiconductors was impaired due to solder residues in the power module prototype,

and the CLLLC converter prototype does not feature a quick over-current detection for the power

module. Due to time constraints, further modules could not be assembled.

The estimated overall efficiency of the V2G charging system, including the power losses in

the ARCPI and the CLLLC converter prototypes, as well as the auxiliary power demand for

the controllers and cooling fans, is shown in Figure 5.68. The overall system efficiency was
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Figure 5.68: Estimated overall V2G charging system efficiency (ARCPI + CLLLC converter) in G2V and V2G operation

calculated for each CLLLC converter efficiency measurement i (see Figure 5.47), using PDC1[i],

PDC2[i], and ηpower,CLLLC[i] of the measurements as well as the constant Paux,CLLLC. Moreover, an

LUT for each ARCPI efficiency measurement k (compare Figure 5.57) was created, containing

ηpower,ARCPI(PDC1[k]) and Paux,ARCPI(PDC1[k]). The resulting overall efficiency is calculated by

Equation 5.21, using linear interpolation for ηpower,ARCPI(PDC1[i]) and Paux,ARCPI(PDC1[i]).

ηoverall,G2V [i] =
|PDC2[i]|

|PDC1[i]|
ηpower,G2V,ARCPI(PDC1[i])

+ Paux,ARCPI(PDC1[i]) + Paux,CLLLC

(5.21a)

ηoverall,V 2G[i] =
|PDC1[i]| · ηpower,G2V,ARCPI(PDC1[i])

|PDC2[i]|+ Paux,ARCPI(PDC1[i]) + Paux,CLLLC
(5.21b)
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The estimated overall system efficiency, including auxiliary power demand, is above 94% for most

operating points. It only falls below 85% for an output power of less than 0.6 kW. The highest

overall efficiency is 97.06% at 9.7 kW in G2V and 97.04% at 8.25 kW in V2G direction. At the

highest V2G output power of 18.6 kW, the overall efficiency is 96.4%.

5.6 Summary

Affordable bidirectional chargers are essential for the successful adoption of V2G. In Chapter 5,

the design and characterization of highly efficient bidirectional power electronics for use in

stationary and onboard V2G chargers were presented. By using SiC MOSFETs in the presented

soft-switching topologies, both the efficiency and switching frequency can be increased, reducing

the necessary filtering and cooling efforts and saving cost, weight, and space.

An existing CLLLC converter prototype was significantly improved by enhancing its efficiency

to more than 98% through dynamic dead time adjustment and synchronous rectification. A

newly developed ARCPI prototype with optimized switching patterns for SiC MOSFETs reached

excellent efficiencies beyond 99%. In a PHIL test bench, different operation modes and ancillary

services that can improve the robustness of electricity grids powered by a high share of renewable

energy sources and experiencing increased demand from new consumers, such as EVs and heat

pumps, were investigated. Several control algorithms could successfully be validated with the

prototype, including active and reactive power, frequency, virtual inertia, and grid voltage control.

The typical reaction time of the system is below 0.2 seconds. The combined operation of the

converters was also validated by charging and discharging a real HV Li-ion battery system. The

estimated overall efficiency of the V2G charging system, including auxiliary power demand, is

between 95% and 97% for most operating points. It remains satisfactory even for a light load

operation, which is crucial for its use in V2L or V2H applications.

While V2G charging hardware tends to be more expensive and complex, the results indicate that if

bidirectional charging systems replace unidirectional OBCs, they can enhance efficiency and thus

reduce electricity costs while offering a wide range of opportunities to create additional revenue

and benefits for grid stability and the energy transition.
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Part III

Battery degradation
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6 Fundamentals: lithium-ion batteries

Although lithium-ion batteries have evolved rapidly in recent decades, many users are still con-

cerned about battery aging. This raises skepticism about V2G and EVs in general. In this thesis, a

battery aging study was conducted to reduce uncertainties related to battery degradation caused by

V2G. This chapter provides the theoretical background on Li-ion batteries and their degradation

and comprehensively reviews aging data and models.

Batteries are electrochemical energy storage devices that have become indispensable to our lives.

In addition to proven applications in smartphones, cameras, laptops, power tools, toys, or medical

products, the focus has shifted increasingly to applications in electromobility and stationary energy

storage. In these cases, no single-use battery cells (“primary cells”) are used, only rechargeable

ones (“secondary cells”), which are considered exclusively in the following.

A simplified example of the structure of an EV battery system is shown in Figure 6.1 (also

compare [362, pp. 180f., 311], [363, pp. 25-27, 238f.], [364, pp. 167f.], and [365]). The battery

(or “battery system” / “battery pack”) typically consists of several serially connected battery

modules. Each module consists of multiple cells connected in series, in some EVs also in

parallel. A BMS monitors, protects, balances, and controls the battery. It is often divided into a

battery (pack)

module
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motor 
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Figure 6.1: Simplified structure of an EV battery (example)
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BMS master and multiple BMS slaves. While the BMS slaves are typically responsible for cell

voltage and temperature measurement and cell balancing, the BMS master collects and processes

all information from the battery and communicates with other controllers in the EV. Among

others, the master is responsible for the control of the main and pre-charge relays, the battery

voltage and current measurement, SoC, State of Health (SoH), remaining useful life (RUL),

and State of Power (SoP) estimation of the battery pack, isolation monitoring, and the thermal

management of the battery (i.e., cooling and heating of the cells). In addition to the relays, the

battery output is protected with fuses. It is connected to the motor inverter and other HV loads,

as well as to the OBC (for AC charging) and the charging interface (for DC charging).

6.1 Battery types and chemistries

While in the past, lead-acid (PbA), nickel-metal hydride (NiMH), and lithium-ion batteries (LIBs)

have been used, current EVs almost exclusively use various types of Li-ion cells [366, p. 7].

Sodium-ion batteries (SIBs) are a promising “post-lithium” alternative, which could soon be used

for low to medium-range EVs. They use less critical raw materials that are abundantly available

and thus cheaper [367, 368] but are not covered in this thesis.

Rechargeable LIBs are available in three major form factors, which are shown in Figure 6.2:

cylindrical, prismatic, and pouch cells [364, pp. 105f.], [369, p. 20]. Inside the housing, they

Figure 6.2: Typical form factors of rechargeable Li-ion battery cells: cylindrical (left), prismatic (top), pouch (right)
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consist of one rolled or multiple stacked layers, each comprising pairs of positive and negative

electrodes with separators in between [370, p. 927-929], as seen in Figure 6.3. The positive

electrode — connected to the positive contact terminal of the cell — serves as a cathode when

discharging and as an anode when charging the cell. However, it is commonly just named

“cathode”. Similarly, the negative electrode is called “anode” [364, pp. 22f.].

cell case

current collector (Al)

current collector (Cu)

separator

cathode material

anode material

 

cathode /
positive electrode

anode /
negative electrode

Figure 6.3: Simplified structure of a cylindrical Li-ion cell

The electrodes consist of current collectors that are coated with different materials. In LIBs,

the anode is a thin copper foil typically coated with graphite. Alternative materials are, for

example, lithium titanium oxide (LTO), structures doped with or based on silicon, or metallic

lithium (Li) [364, pp. 22f., 44, 54f.], [369, p. 16]. The cathode is an aluminum foil that can

be coated with different lithium compounds. Examples are lithium cobalt oxide (LCO), nickel

manganese cobalt (NMC), nickel cobalt aluminum (NCA), lithium manganese oxide (LMO), and

lithium iron phosphate (LFP) [364, pp. 22f.], [369, p. 17].

The cell is filled with an electrolyte that can transport the Li-ions when the cell charges or

discharges. While in conventional LIBs, the electrolyte is fluid, in lithium-polymer batteries, the

electrolyte is solid or in the form of a gel [371]. Gel-like electrolytes can be found in the batteries

of many mobile devices. Solid-state batteries (SSBs) with a solid electrolyte are promising for

EVs due to their safety, higher energy density, and fast charging capability [372]. However, the

technology is still relatively immature. The separator isolates the positive and negative electrodes

but is permeable for Li-ions [364, p. 14], [369, pp. 19f.].

When graphite-based anodes are used, a solid electrolyte interphase (SEI) is formed between the

anode material and the electrolyte. The growth of the SEI layer is strongest in the first cycles of

the battery cell’s life but continues throughout the lifetime of the cell. The SEI is also permeable

for Li-ions but blocks electrons. It consumes Li-ions and decomposes the electrolyte, and thus

significantly contributes to cell aging [373, 374]. On the cathode side, a cathode-electrolyte

interphase (CEI) / solid permeable interphase (SPI) can be formed, especially for cells with

higher voltage levels above around 4 V [375] (also compare Figure 6.4). The CEI may even

improve the safety and stability of the cell [376].

Different LIB chemistries are compared in Table 6.1. LCO and LMO were among the first
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6 Fundamentals: lithium-ion batteries

Table 6.1: Comparison of Li-ion cell chemistries according to [364, 368, 370, 377–385] — from good (++) to bad (−−)

cathode

material

LCO

LiCoO2

LMO

LiMn2O4

LFP

LiFePO4

NCA

LiNixCoyAl1-x-yO2

NMC/NCM

LiNixMnyCo1-x-yO2

LMO,

NMC, ...

anode

material

graphite

C

LTO

Li4Ti5O12

gravim.

energy

density

+ +/◦ ◦/− ++ ++/+ −−

volum.

energy

density

◦ ◦ − ++ ++/+ −−

power

density
◦ ++/+ ++/+ ++/+ + +/o

fast

charging
+ ◦ + + + ++

nominal

voltage

+

(3.6 V)

++

(3.7–3.8 V)

◦
(3.2–3.3 V)

+

(3.6–3.7 V)

+

(3.6–3.7 V)

−−
(2.2–2.4 V)

lifespan ◦ − ++/+ +/◦ + ++

thermal

stability
−− − + − ◦ ++

safety − +/◦ ++ ◦ +/◦ ++

afford-

ability
− ◦ + ◦ ◦ −−

commercialized LIBs at the beginning of the 1990s. LCO cells are often used in portable devices

such as smartphones, cameras, and laptops. LMO batteries are used in power tools and some EVs,

often blended with NCA or NMC. NCA and NMC batteries are particularly successful in EVs

because of their high energy density [371]. LFP cells are very safe and thus often used in home

storage systems. Due to their high safety and because their energy density has improved in recent

years, they have increasingly become a viable solution for many EVs as well. In recent years,

they have become a cheaper alternative to NCA and NMC cells and also feature a higher cycle

life [368, 371, 386]. Cells with LTO anode materials have a significantly lower energy density

and are more expensive. However, they are very safe, can be operated in a wide temperature range

and charged quickly, and have an exceptionally long cycle life. Possible applications are electric

buses and medical devices [380].
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6.2 Operation of lithium-ion batteries

It should be noted that the assessment in Table 6.1 is subject to change since the development of

LIBs is very dynamic. New materials, compositions, and production processes are developed and

then improved. The characteristics of the cells, such as lifetime, charging rate, and energy density,

are enhanced. While improved production processes and the economy of scale reduce cost, global

supply chain issues and increased demand for particular materials significantly impact the cost

of different chemistries. The cost of batteries declined by more than 97% since the beginning of

the 1990s, with a decrease of about 19% per doubling of the cumulative battery capacity [34].

Although recent temporary shortages of raw materials and inflation increased battery prices, in

the long term, the price of batteries is expected to fall further, below 100 USD/kWh on a battery

pack level [386, 387].

6.2 Operation of lithium-ion batteries

The operation of an LIB is explained using Figure 6.4: When discharging, positively charged

lithium ions deintercalate from the graphite structure at the negative electrode (anode). An

electron is released into the copper current collector of the negative electrode. The Li-ion flows

through the electrolyte and passes the separator membrane. It is then intercalated into the metal

oxide (or metal phosphate) compound at the positive electrode (cathode) using an electron from

the aluminum current collector. Electrons cannot pass the electrically isolating separator —

instead, they pass the external load, which results in an electrical current flow.

The procedure is reversed when charging the battery: Electrons flow from the positive electrode to

the negative electrode. At the same time, lithium ions deintercalate from the cathode compound,

pass the separator in the electrolyte, and intercalate into the graphite structure [364, pp. 14f., 61].

a) b)

+

vcell

–

load

idischarge

electron 
flow

+

vcell

–

power
supply

icharge

electron 
flow

anode current
collector (Cu)

graphite
electrolyte

cathode current 
collector (Al)

separator

metal oxide (e.g., NMC)
lithium ions (Li+)

SEI

CEI/SPI

Figure 6.4: Principle of operation of a Li-ion cell: a) discharging, b) charging (based on [364, Fig. 2.1] and [388, Figure 2])

Particularly for automotive batteries, there are high safety requirements to avoid hazards such as

fires and explosions [362, pp. 183f., 303-321]. Nevertheless, the safe operating area (SOA) of the
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6 Fundamentals: lithium-ion batteries

battery cells needs to be respected at all times to contain safety risks and avoid excessive battery

degradation. This includes maintaining a safe voltage, current, and temperature range.

Li-ion cells are often charged using the “CC/CV” method shown in Figure 6.5a. In this example,

the cell is almost empty with a State of Charge (SoC) near 0% before charging. It is charged

with a constant current (CC) between t1 and t2 (see numbered gray lines). As the SoC increases,

the voltage at the cell terminals rises to the maximum end-of-charge (EOC) voltage at t2. From

there on, the current needs to be decreased to respect the maximum voltage of the battery cell.

The cell is therefore charged with a constant voltage (CV). The current decreases approximately

exponentially. For practical reasons, the charging process is ended once the cell current declines

below a cut-off current at t3. The cell reached an SoC of about 100%.
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Figure 6.5: Cell current, terminal and open-circuit voltage (OCV), power, and SoC of a Li-ion NMC cell — a) CC/CV

charging, b) CC/CV discharging, c) discharging in the WLTP driving cycle

The Li-ion cell in the example is an NMC cell with a nominal capacity of 3 Ah. It is charged

with a C-rate of 1 C, i.e., the charging current is 3 A (see Equation 6.1).

C-rate =
cell current [A]

nominal cell capacity [Ah]
in [C] =

[
1

h

]
(6.1)
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6.2 Operation of lithium-ion batteries

If the cell were charged with 1 C from an SoC of 0 to 100%, the charging process would take

an hour; for 2 C, it would take half an hour, and so on. However, due to the CV phase, the last

phase of the charging process takes significantly longer if the cell is to be fully charged (see SoC

curve at the bottom of Figure 6.5a). A fast charging curve for EV batteries can look different. For

example, the charging current could be dynamically adjusted based on the temperature and SoC

of the battery cells to avoid overheating and lithium plating.

In Figure 6.5b, the cell is discharged using a CC/CV profile. Between t4 and t5, the current is

constant at a discharge rate of 1 C. Between t5 and t6, the discharge current is reduced to respect

the cell’s minimum end-of-discharge (EOD) voltage. Here, the current decreases significantly

faster in the CV phase than in the charging process. After discharging is stopped (Icell = 0 at

t > t6), the terminal voltage of the cell relaxes and increases to the open-circuit voltage (OCV).

In most applications, the discharging current is not constant. For example, in Figure 6.5c, a

cell is discharged using simulated driving conditions of an EV. For this purpose, a power is

applied to the cell that it would experience in an EV battery using a Worldwide Light-duty Test

Cycle (WLTC) of the Worldwide harmonized Light vehicles Test Procedure (WLTP) [389]. The

simulated EV starts driving at t7 and stops at t8 at the end of the WLTC.

Unlike the cell current or terminal voltage, the SoC cannot be measured directly. Instead, it has to

be estimated. Simple approaches are “coulomb counting” and using OCV measurements with an

LUT. For the coulomb counting method, the cell current is integrated to calculate the electrical

charge (measured in Ah) discharged from or charged into the cell. With the help of the nominal

capacity, the remaining discharge or charge can be estimated. However, an initial estimation of

the SoC is needed. Moreover, current sensor inaccuracy or an offset can deteriorate the estimation

over time. The available discharge varies with temperature and age of the cell, which is difficult to

factor in if only the current is used as a measured variable. As an alternative or complement, the

OCV of the cell can be measured when the cell is relaxed or estimated during operation. Using

an OCV curve over the SoC of the cell stored in advance in an LUT, the SoC can be estimated

with minimal deterioration over time. However, the OCV is hard to estimate in a dynamic cell

operation, and coulomb counting offers more accurate results. Alternative approaches are Kalman

filters, impedance monitoring, and machine learning. While they are more complex to implement,

they can offer significantly improved accuracy [390, 391], [363, pp. 67-86].

In many applications, the relevant indicator for the “battery level” is not the SoC but the State of

Energy (SoE). While the SoC is the ratio of the estimated remaining charge (in Ah) to the usable

capacity of the cell, the SoE is the ratio of the estimated remaining energy (in Wh) to the overall

usable energy. Similar to the SoC, the SoE of a fully charged battery is 100%, and that of a fully

discharged battery is 0%. The SoE is useful in applications such as EV batteries or BESS since

the energy (Wh) delivered, not the charge (Ah), is relevant.
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6 Fundamentals: lithium-ion batteries

The difference between the SoC at the start and the end of the discharging process is typically

referred to as the Depth of Discharge (DoD) [220, 392–396]. If the cell is discharged from an

SoC of 80% to 60%, then DoD = ∆SoC = SoCstart − SoCend = 20%. This convention will

also be used in the following. However, some authors also define the DoD as the “complement”

to the SoC, i.e., DoD = 1− SoC [380, 397, 398].

Another important metric for the operation is the State of Power (SoP), which can be “defined

as the ratio of peak power to nominal power” [363, p. 24]. In EVs, it estimates the maximum

available power that can be drawn from or fed into the battery, e.g., for acceleration or fast

charging. The maximum discharge power for acceleration might be limited at low SoCs, and

the maximum charging power (e.g., for regenerative braking) is limited at very high SoCs. The

maximum available power might be reduced due to cold temperatures or an aged battery.

6.3 Battery aging

The performance of battery cells deteriorates over time. This degradation is revealed by a

reduction in the usable capacity and an increase in the impedance or internal resistance of the cell.

This occurs when charging or discharging the battery (“cyclic aging”) but also over time, even

when the battery is not in use (“calendar aging”). Both aging types can take place simultaneously,

but their causes differ [399].

Calendar aging is often expressed as a function of time. On the other hand, cyclic aging depends

on charge transfer in the cells. While cyclic aging is sometimes also indicated as a function of

time, it is mostly described as a function of charge throughput (Ah) or cycles (N). However, a

“cycle” may have different meanings and is sometimes not defined unambiguously. For example,

if a 3 Ah cell is operated in an SoC window of 25 to 75% with a DoD of 50%, a cycle may refer to

the “operating cycle” (25%→75%→25%), in which — using an idealized, new cell — a charge

of 1.5 Ah is charged and then discharged. Alternatively, a cycle may refer to an equivalent full

cycle (EFC), i.e., the charge and discharge of the nominal cell capacity (3 Ah). In the example,

it is equivalent to two operating cycles of a new cell. However, if the cell loses usable capacity,

more and more operating cycles are needed to obtain one EFC. Therefore, the use of the charge

throughput (Ah-throughput) and the derived EFCs are less ambiguous than the use of operating

cycles. Ah-throughput and EFCs can be measured by integrating the current through the cell,

even under realistic operating conditions with variable currents and arbitrary SoC profiles. The

charge throughput may refer to the charge charged into (Ahc) or discharged from the cell (Ahd) or

the sum of both.

The State of Health (SoH) is an indicator of the aging of the battery. It is typically defined as

the ratio of the aged, usable battery capacity to its original, nominal capacity. For a new cell,
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6.3 Battery aging

the SoH is 100%. Theoretically, if no more charge could be drawn from a completely destroyed

cell regardless of its SoC, the SoH would be 0%. However, for practical applications, the end of

life (EOL) of the battery is reached long before, for example, at an SoH of 80% [363, pp. 23f., 95].

If using this criterion, a 3 Ah / 10 Wh cell would reach its EOL if the usable discharge under the

reference conditions is less than 2.4 Ah or 8 Wh for a fully charged cell, depending on if the SoH

is calculated charge- or energy-based.

A typical development of the SoH over the number of EFCs is shown in Figure 6.6. At the

beginning of life (BOL), the SoH is 100%. The decline is relatively steep in the first few hundred

cycles and then relaxes. In the “knee region”, the SoH begins to decrease steeper again [394,

p. 699]— in this example, after about 1100 cycles. The 80% EOL criterion is reached after about

1260 cycles, and after less than 300 additional cycles, another 20% capacity loss occurs.
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Figure 6.6: Typical development of the SoH of a Li-ion cell — here: NMC cell cycled at 25°C, 1 C charging, 1 C

discharging, SoC from 10% to 100%, CC/CV charging and discharging with 1/10 C cut-off current

Modern NMC cells achieve about 2000 full cycles under regular conditions before their SoH

reaches 80%. In an EV with a usable range of 400 km, this roughly represents 800,000 km. LFP

cells can even exceed 5000 cycles, corresponding to a driven distance of 2million kilometers [368].

With this lifetime, the battery could clearly outlive the life of a private passenger EV, making the

use for additional applications such as V2G or a second life as stationary storage more interesting.

Another indicator of battery aging is the cell impedance. For example, an internal resistance

increase by a factor of two can be defined as an EOL criterion for use in an EV [363, p. 95].

The higher resistance can limit fast charging or cause derating while driving the EV because of

increased heat generation in the battery.

The cell impedance is dependent not only on age but also on excitation frequency, temperature, and

SoC. It can be measured using electrochemical impedance spectroscopy (EIS) in galvanostatic or

potentiostatic mode. When using a galvanostatic EIS (GEIS), the cell is excited by a sinusoidal

current of a fixed frequency. At the same time, the amplitude and phase shift of the resulting

sinusoidal voltage that is superimposed on the OCV of the cell is measured. With a potentiostatic
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6 Fundamentals: lithium-ion batteries

EIS (PEIS), the cell is excited with a sinusoidal voltage (with a DC offset equal to the OCV),

and the resulting sinusoidal current amplitude and phase shift are measured. The measurement

is repeated for other frequencies, for example, in the range of 10 mHz to 10 kHz. GEIS is

more suitable for characterizing electrochemical storage devices with low impedances, such as

Li-ion cells [400, 401]. Figure 6.7 illustrates the principle of a GEIS and shows an example of a

measurement for a Li-ion cell. A four-point measurement ensures that only the impedance of the

cell and not that of the cable is measured.
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Figure 6.7: Principle of a galvanostatic EIS measurement (left), measurement results in a Bode (center) and Nyquist

diagram (right)

6.3.1 Degradation mechanisms and dependencies

A good overview of different causes for various aging mechanisms, their degradation modes,

and consequences is given by Lin et al. [388, Figure 3] and in [374, 394, 402–405]. Aging

mechanisms are also discussed in detail in [399, 406–409]. Three different modes of aging can

be observed: loss of lithium inventory (LLI), loss of active material (LAM), and conductivity

loss (CL) [403, 405].

LLI refers to the loss of Li-ions that are available for the charging and discharging process.

Li-ions may be consumed by side reactions, such as SEI growth or lithium plating and dendrite

formation. Thus, they can no longer be used in the intended reactions and effectively reduce the

battery capacity. LAM is the loss of “active” material, i.e., other compounds that take place in

the chemical reactions required for the operation of the battery cell. This concerns the active

material in the cathode (e.g., the NMC compounds) and the anode (e.g., graphite). If active
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6.3 Battery aging

material is not available for lithium intercalation or the electrolyte is degraded, this reduces

the effective cell capacity and increases the impedance. Some authors also include structural

changes or defects of inactive material to LAM [405]. Examples of such non-active components

are the current collectors, binders, conductive additives, the separator, and the electrolyte [370,

pp. 904f., 918]. Other authors also explicitly list the “loss of electrolyte” as a dedicated degradation

mode [388, 404]. CL refers to the degradation of components that reduce the conductivity, e.g.,

binder decomposition or the corrosion of current collectors [405, p. 139].
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Figure 6.8: a) Relationship between degradation modes and their consequences, b) simplified dual tank model to illustrate

the degradation modes (extended version based on [404, Fig. 4])

Figure 6.8a illustrates the relation between the LLI, LAM, and CL degradation modes and their

consequences (capacity and power fade). Figure 6.8b shows a simple “dual-tank model” to

demonstrate the consequences of different aging modes. Anode and cathode materials can be

modeled as tanks that can store lithium. The cell capacity is determined by the amount of available

lithium and the size of the anode and cathode tanks. LAM on the anode and cathode side and

LLI consume the material through side reactions and thus reduce the capacity. Side reactions can

also consume materials responsible for conductivity. This impedes lithium and electron transport

and thus increases resistance and available power [404].

The underlyingmechanisms of degradation aremanifold and depend on the operating conditions of

the cell, particularly the temperature, the SoC and DoD, and the charging and discharging current.

The relationship between degradation causes, mechanisms, and modes is shown in Figure 6.9.

Degradation occurs even under ideal conditions, i.e., low charging and discharging rates and

moderate temperatures and SoCs. Among the most common aging mechanisms in these cases is

SEI growth. Other examples are electrode particle fracture and reduced electrode porosity through

mechanical wear due to cycling. Beyond ideal conditions, degradation is sped up — for example,

because of side reactions (e.g., the dissolution of electrolyte and binder) or increased mechanical

wear caused by chemical reactions. An operation outside the SOA can drastically reduce lifetime

or even permanently destroy the battery cell, as described in [374, 388, 405, 408, 411].
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6.3 Battery aging

For example, if the cell temperature is too high, the cell ages significantly faster. At some points,

unwanted chemical reactions can destroy the cell (e.g., electrolyte/binder decomposition, separator

melting) or even cause a thermal runaway.

When cycling at low temperatures, the cell also ages faster. If a cold cell is charged too fast,

lithium plating in the cell can reduce usable capacity and ultimately cause internal short circuits

because of dendrite formation. Charging with high current rates can also cause lithium plating at

moderate temperatures, particularly if the cell already aged significantly [412–415].

Over-currents, in general, can grow or decompose the SEI, crack electrode particles, corrode the

current collectors, disorder the cathode structure, or cause graphite exfoliation and contact loss.

Over-charging the cell or applying sustained over-voltages can generate heat and decompose the

electrolyte or the cathode, producing gases inside the cell and even bursting its housing. It can also

destroy the SEI or cause graphite exfoliation. Over-discharging (“deep discharging”) or sustained

under-voltages can corrode and dissolve the anode, which can cause copper plating and dendrite

formation.

External short circuits or mechanical stress, such as deformation or penetration of the cell, must

be avoided since they can quickly destroy the cell.

Thus, for the safe operation of the battery, it has to be protected against inadmissible operation.

The lifetime of the battery can be extended if the cells are operatedwithin conditions thatminimize

aging processes. This implies that the degradation mechanisms need to be understood, modeled,

and considered in the operating strategy.

6.3.2 Battery degradation caused by V2G

Since the battery is a significant cost factor in EVs, its lifetime is often explicitly considered

in the context of V2G, e.g., in studies covering its economic aspects or optimal scheduling.

As mentioned in Chapter 3.3.2, low battery degradation, adequate compensation for it, and

transparency about the degradation caused by V2G are essential factors for user acceptance.

In addition to developing longer-lasting cells, reducing the hurdle of battery aging due to V2G

involves two key requirements. The first is quantifying battery degradation in the development of

business cases and operational strategies, e.g., during simulation, comparison, and optimization

of different variants. This reduces battery degradation and, thus, the cost of V2G in the first

place. Second, the actual deterioration or improvement of the SoH attributed to V2G compared

to a conventional operation over the lifetime of the battery should be estimated. This improves

transparency for V2G users and allows for suitable compensation.

Thompson [394], Leippi et al. [220], and Bui et al. [395] give an overview of how V2G affects

battery degradation, which dependencies and aging mechanisms exist, and which methods and
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modeling approaches are used in research and industry to analyze the effects of V1G and V2G on

cell lifetime.

In literature focusing on battery degradation of smart and bidirectional charging and its associated

cost, typically, very simple battery wear models are used:

In many instances (e.g., [186, 202, 204, 416–420]), it is assumed that a fixed amount of energy

(Wh) or charge (Ah) can be extracted from the battery or a corresponding fixed number of cycles

can be attained before the battery reaches its EOL, independent of temperature, time, SoC, DoD,

and charge and discharge rates. The replacement cost of the battery is usually proportionally

attributed to any energy drawn from the battery, resulting in a fixed price per energy or charge

unit taken from the battery.

In addition, a higher charging or discharging current or power is penalized in some studies [421,

422], V2G operation is factored in with a fixed, smaller penalty compared to driving [423, 424],

or temperature is added as a dependency in addition to the (dis)charging current [425].

Some authors only penalize charging power (e.g., a term proportional to the square of the power)

independent of the overall energy throughput or other conditions [426, 427]. Others only use the

DoD as a dependency for degradation [398].

In most of these models, V2G — by definition of the aging model used — causes higher battery

degradation because of increased cycling. The positive effect of a lower SoC on calendar aging

is neglected. It is not surprising that studies using those simplified models conclude that the

higher energy throughput of V2G causes (often much) more degradation if the underlying aging

model prescribes precisely that. If the battery replacement cost was assumed to be high, which is

particularly the case in older studies, many authors found that V2G is not profitable — or only

under specific circumstances.

Lunz et al. [428] argue that because EVs are not in use themajority of the time, the cells experience

pure calendar aging more often than cyclic aging. Based on a small set of experimental aging

measurements, they derive a relatively simple model considering calendar aging effects, e.g., its

SoC dependency. Because of its low calendar aging, the V2G use case had a lower battery

degradation cost than all other uncontrolled or smart unidirectional charging methods analyzed

in the study, even before considering additional electricity cost benefits.

On the other hand, some authors use more advanced models [178, 244, 392, 393, 396, 429–433].

Petit et al. [430] calibrate their model to existing measurement results of two cell chemistries:

NCA and LFP. They note that V2G has different effects on the battery life depending on the

chemistry: In contrast to LFP cells, NCA cells are more susceptible to cyclic rather than calendar

aging. Uddin et al. [180, 187] conducted aging tests with NCA cells and derived a model from

them. Their smart charging algorithm only allows V2G utilization if it prolongs battery lifetime.

As a result, not all EVs make use of V2G, but those that do experience a capacity fade reduction

of up to 9.1% in the first year of the simulation.
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Dubarry et al. [434] and Bui et al. [395] perform a relatively large number of calendar and

cycling aging tests. In the first study [434], temperature and SoC were varied for calendar aging

tests. Accelerated driving and V2G profiles were applied to the cells at room temperature to

investigate the effects of cyclic aging. The authors conclude that V2G significantly decreases cell

life. The second study [395] considers different temperatures and SoC levels for calendar and

different temperatures and discharge current rates for cyclic aging to generate a semi-empirical cell

degradation model. The derived model is then applied to different charging and V2G strategies.

V2G could even extend cell lifetime significantly in some scenarios as opposed to conventional

charging. Charging with a combined V1G/V2G strategy extended lifetime in all scenarios.

To summarize, V2G can lead to less battery aging compared to uncontrolled charging according

to some studies — e.g., Uddin et al. [180] and [178, 395, 428, 432] — and more aging according

to most others— e.g., Dubarry et al. [434]. In a collaborative publication [187], the authors of the

aforementioned publications [180, 434] discuss why their studies lead to seemingly contradictory

results. In short, “unintelligent” V2G that maximizes energy profits alone can lead to significantly

higher aging. However, if battery degradation is considered in the V2G algorithm, both battery

aging can be reduced and energy profit optimized reasonably. However, this requires detailed

prognostic/marginal battery degradation models that allow the algorithm to consider aging in the

decision-making process (also compare [4, p. 27]).

6.3.3 Battery aging models

As mentioned, battery degradation is often modeled very simply in the literature outside of the

electrochemistry domain. Presumably, the same applies to most (especially small) companies that

focus on battery applications rather than cell development and production. This may be due to

the lack of publicly available, comprehensive, yet easily reusable battery aging models. Literature

on cell degradation mechanisms is widely available. However, understanding and applying the

findings typically requires expert knowledge in the field of electrochemistry. Publications on

degradation models exist in great numbers as well. Unfortunately, other researchers or companies

often cannot easily reuse the model to analyze or optimize battery aging in their own applications.

For example, in many instances, the model or its parameter values are not shared in the studies or

only in three-dimensional plots, which makes reading the values painful and error-prone. Other

studies only analyze specific dependencies, e.g., only cyclic or calendar aging, or there are signif-

icant differences in the cell chemistry of the publication and the one of interest. Moreover, many

results are not part of open-access publications, which hinders using results outside academia.

In order to find models that researchers and developers can reuse in areas that focus on battery

applications, this section takes a step back and gives an overview of general battery aging models,

i.e., not specifically tailored to V2G.
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The classification of battery degradationmodels is ambiguous in the literature since the boundaries

are sometimes blurred, models are used in conjunction with each other, or they can be classified

using different criteria. One could distinguish between electrochemical/physics-based, equivalent

circuit, (semi-)empirical, and machine learning models [396, 435–439]:

• Electrochemical or physics-based models describe the fundamental aging mechanisms

considering the chemical reactions inside the cell, e.g., SEI layer growth or lithium plating.

The methods often require a profound understanding of the underlying processes and range

from models on the atomic/molecular scale to single particle models that significantly

reduce complexity [435–437, 440].

• Equivalent circuit models (ECMs) replicate the cell in the form of an ECD, for example,

using voltage sources, resistors, capacitors, and Warburg elements. The degradation of the

cell, particularly the impedance increase and power fade, can be tracked by estimating the

ECD values, e.g., with the help of EIS, pulse patterns, or Kalman filters with parameter es-

timation [396, 437, 438, 441, 442]. While ECMs help estimate the SoH using measurement

data of aged cells, they can typically not be used to simulate the aging effect of different

operational strategies without actual data measurements under this condition.

• Empirical models, also known as performance-based models, treat the cell as a black

box. Typically, mathematical equations are fitted to experimental results of accelerated cell

aging tests. While purely empirical models use arbitrary functions, semi-empirical models
consider electrochemical or physics-based theory as guidance, e.g., by using Arrhenius,

Tafel, or Wöhler equations to find suitable fitting functions [396, 437, 438, 443].

• Machine-learning-based aging models are often considered as a separate class, although
they overlap with empirical ones. They range from statistical approaches, such as Gaussian

process regressions or support vector machines, to deep learning models, such as various

forms of neural networks. They can predict the SoH, RUL, or other aging-related parame-

ters [435, 438, 444, 445]. Like ECMs, they are usually used with real-world measurement

data, e.g., measurements of the first hundred operating cycles.

Battery degradation models are reviewed in [220, 374, 394, 439, 446]. Further studies are listed

in [447]. Physics-based / electrochemical models are discussed in [443] and [448, pp. 35f.]. SoH

and RUL estimation methods are reviewed in [449, 450]. However, most of the SoH and RUL

estimation models also rely on actual measurements of a cell to estimate its current or future

degradation. This means that the models cannot be used to simulate cell aging before data for this

specific operating condition was collected.

Tools that support battery degradation modeling are the open-source package PyBAMM [451],

which includes electrochemical models, and NREL’s BLAST software [452] (only the BLAST-lite
version is open-source), which uses the NREL model described further below.
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Battery aging models often quantify the degradation through the reduction of usable capacity

(Q) or an increase of capacity losses (QL). This can be expressed as an absolute value (Ah)

or a percentage (%) of the nominal capacity, the initial capacity under a reference condition, or

the initial capacity under the operating condition. The power fade, or a resistance or impedance

increase, can be modeled as an alternative or in addition. Other models return the lifetime of

the cell (L) — e.g., in years — or the number of achievable cycles (N) — operating cycles or

equivalent full cycles (EFCs) — until a certain EOL criterion is reached.

A comparison of empirical Li-ion battery degradation models is presented in Table 6.2. It is

indicated if the publication is published under open-access conditions (✓) or at least available

online (•), e.g., as a preprint. The next column shows if example values for the model equations

are shown to easily reuse the model (✓), or if only part of the values are provided or they can

at least be reconstructed with additional effort (•). It is also indicated if the authors provide an

impedance/resistance/power fade model in addition to a capacity aging model, which is the focus

of this review. Moreover, the number and type of calendar and cyclic capacity loss dependencies

are stated. Common stress factors (herein called “parameters”) for calendar aging are:

• time (t),

• temperature (T),

• State of Charge (SoC), State of Energy (SoE), or voltage (V).

Common cyclic parameters are:

• number of cycles (N, under the operating condition or as EFCs), or charge (Ah) or energy

(Wh) throughput (general, or only for charging or discharging: Ahc/d),

• time-dependent, minimum, mid/average, or maximum SoC or voltage during cycling

(SoC/Vt/min/mid/max),

• Depth of Discharge (DoD, typically defined asDoD = SoCmax−SoCmin) or the energy-

related DoDE (defined as DoDE = SoEmax − SoEmin),

• general/charging/discharging current or C-rate (C/Cc/Cd).

The table does not include simple models that only consider time or the number of cycles.

The relationship between calendar and cyclic capacity aging is also shown. Often, all terms

representing the individual calendar aging dependencies of each parameter i are multiplied:

Q
L,cal

=
∏

ft,i(·). The same applies to all cyclic aging dependencies: QL,cyc =
∏

fN,i(·). The
overall calendar and capacity losses are typically added to determine the overall capacity losses:

QL = QL,cal +QL,cyc.
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Table 6.2: Review of (semi-)empirical Li-ion battery degradation models
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[453, 454] – – – 0 – 2 Ah, DoD QL=
∏

fN,i(·)
[455] – ✓ – 0 – 2 N, T QL=

∏
fN,i(·)

[456, 457] – ✓ – 0 – 2 N, T QL=fN,1(T, N)+fN,2(T, N)

[458] – – – 0 – 3 N, T, Cd QL=fN,1(T)·fN,2(T, C)·fN,3(N)
[459] – ✓ – 0 – 3 N, SoCmid, DoD QL=

∏
fN,i(·)

[425] – ✓ – 0 – 3 Whc, T, Cd QL=fN,1(Cd)·fN,2(T, Cd)·fN,3(Ah)
[460] • ✓ – 0 – 3 Ah, T, Cd QL=fN,1(T, Cd)·fN,2(Ah)
[461] – • – 0 – 4 t, T, C, DoD QL=fN(t, T, C, DoD) L

[397] – ✓ – 0 – 4 N, SoCt, DoD, C QL=
∏

fN,i(·)
[462] – ✓ – 0 – 4 Ahc, T, SoCmid, C QL=fN,1(T, C)·fN,2·(SoC)·fN,3(Ah)
[463] – ✓ ✓ 0 – 4 Ahc, T, SoCmid,

DoD

QL=fN,1(T, SoCmid, DoD)·fN,2(Ahc)

[464] • ✓ – 0 – 4 t, V, Cc, Cd QL=

∫∑
fN,i(·) dt

[465] ✓ ✓ ✓ 0 – 4 T, DoD, Cc, Cd N=
∏

fN,i(·)
[466] – ✓ – 0 – 5 N, T, Vmax, DoD,

C

QL=fN,1(DoD, C, Vmax)·fN,2(T, C)·fN,3(N)

[467] – ✓ – 0 – 5 T, SoCmid, DoD,

Cc, Cd

N=fN,1(T)·fN,2(Cd)·fN,3(Cc)·fN,4(SoCmid,

DoD)

[468] • ✓ – 0 – 5 N, T, SoCt, SoH,

tcyc

L=fN,1(N, T, SoCt, tcyc)·fN,2(SoCt)·fN,3(SoH) X

[469] ✓ • – 0 – 6 Ahd, T, Cd, Cc,co,

Cd, DoD

QL=fN(Ahd, T, DoD, Cc, Cc,co, Cd)

[470] – ✓ – 0 – 6 N, T, Vmax, Vmin,

Cd, Cc

QL=N·
∑

fN,i(·)

[471] – ✓ – 0 – 6 N, T, SoCmid,

DoD, Cd, Cc

QL=fN,1(T, DoD, Cc, Cd)·fN,2(SoCmid)·fN,3(N)

[472] – – – 3 t, T, SoC 0 – QL=
∏

ft,i(·)
[473] – ✓ – 3 t, T, SoC 0 – dQL/dt=ft,1(T, SoC)·ft,2(QL, T) L

[474] – ✓ ✓ 3 t, T, SoC 0 – QL=ft,1(T, SoC)·ft,2(t, T)
[475] – ✓ – 3 t, T, SoC 0 – QL=ft(t, T, SoC) L

[434] • ✓ – 3 t, T, SoC 0 – QL=ft(t, T, SoC)

[476] • ✓ ✓ 3 t, T, V 0 – QL=ft(t, T, V) — 6 different models compared ⋆

[477] ✓ ✓ ✓ 3 t, T, SoC 0 - QL=ft(t, T, SoC)

[478] ✓ • – 4 t, SoC, SoCt, C (differential equation system — see paper) M

[479] – ✓ – 4 t, T, SoC, C QL=f(t, T, SoC, C) M

[480] – ✓ ✓ 4 t, T, SoC, C QL=f(t, T, SoC, C) M

[481] – ✓ – 5 t, T, SoC, Cc, Cd QL=f(t, T, SoC, Cc, Cd) M

(continued on next page)
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Table 6.2 (continued)
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[482] – ✓ ✓ 2 t, T 2 N, T QL=
∏

CL,cal+
∏

CL,cyc

[433] ✓ – – 3 t, T, SoE 1 Wh QL=ft(t, T, SoE)+fN(Wh)

[483] – ✓ ✓ 3 t, T, V 1 N QL=
∏

ft,i(·)+fN(N)
[484] – ✓ ✓ 2 t, SoC 3 N, SoCmid, DoD QL=

∏
ft,i(·)+

∏
fN,i(·)

[485] – ✓ – 2 t, T 3 Ahd, T, C QL=
∏

ft,i(·)+fN(T, C)·Ahd ⋆

[486] – – – 3 t, T, SoE 2 N, DoDE QL=
∏

i ft,i(·)+
∑

k fN(DoDE)

[395] ✓ • – 3 t, T, SoC 2 Ah, Cd QL=
∏

ft,i(·)+
∏

fN,i(·) L

[487] – – – 3 t, T, SoC 3 Ah, T, C QL=ft(t, T, SoC)+fN(Ah, T, C)

[488] • • – 3 t, T, SoC 3 Ah, T, Cd QL=
∏

ft,i(·)+fN,1(T, Cd)·Ah
[489] – ✓ ✓ 3 t, T, SoC 3 t, DoD, C QL=

∏
ft,i(·)+

∏
fN,i(·)

[490, 491] – ✓ ✓ 3 t, T, V 3 Ah, Vt, DoD QL=
∏

ft,i(·)+fN,1(Vt, DoD)·fN,2(Ah)

[430] • ✓ – 3 t, T, SoC 3 Ah, T, C dQL/dt=

{
d⁄

dt
{fN(Ah, T, C)} if cell in use

d/dt{ft(t, T, SoC)} else

L,

⋆

[492] ✓ ✓ – 3 t, T, V 3 N, T, DoD QL=
∏

ft,i(·)+
∏

fN,i(·)
[493] – • – 3 t, T, SoC 4 N, T, SoCmid, DoD (see paper)
[432, 494] – ✓ – 3 t, T, SoC 4 N, DoD, SoC, T QL=

∏
ft,i(·)+

∑
k

∏
i fN,i(·)

[439] ✓ ✓ – 3 t, T, V− 4 N, SoCt, DoD, C QL=ft(t, T, V−)+fN(N, SoCt, DoD, C) V

[495, 496] ✓ ✓ ✓ 3 t, T, SoC 4 N, T, SoCmid, DoD QL=
∏

ft,i(·)+
∏

fN,i(·)
[396] ✓ • – 3 t, T, SoC 5 N, T, SoCmid,

DoD, C

QL=ft(t, T, SoC)+fN(N, T, SoCmid, DoD, C) L

[497] ✓ ✓ – 3 t, T, SoC 5 N, T, SoCmid,

DoD, Cc

(see paper)

[498] ✓ ✓ – 3 t, T, V− 5 Ah, Ahc, T, SoCt,

Cc

QL=ft(t, T, V−)+fN(Ah, Ahc, T, SoCt, Cc) V

[499, 500] ✓ – ✓ 4 t, T, V,

DoD

4 N, T, Vt, DoD Q=min(
∏

ft/Li,i(·),
∏

fN/sites,i(·)) ⋆,

Y

[501] • ✓ ✓ 5 t, T, V, V−,

DoDmax

4 N, Ahd, T, DoD Q=min(QLi(. . . ), Qneg(. . . ), Qpos(. . . )) V,

Y

This work ✓ ✓ – 3 t, T, V 6 Ah, T, Vt, V−, Cc,

Cd

(described in Chapter 7.2 of this thesis) V

i index for each aging parameter dependency

k index for each charge/discharge cycle

L some or all dependencies are not modeled by a continuous function but by a discrete LUT

M combined model or no differentiation between calendar and cyclic aging

V V− is the SoC- or OCV-dependent potential of the negative electrode

X tcyc is the duration of a charge-discharge cycle

Y the “Li” term corresponds to LLI, “neg” and “pos” to LAM in the negative or positive electrode, “sites” to the

dominant LAM in one of the electrodes

⋆ often used in the literature, explained below
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These models differ significantly in some cases. They vary in complexity and accuracy and were

derived using different cell types and test conditions. However, there are commonly used building

blocks that model temperature, voltage, or DoD dependency (compare [498, 499]):

Arrhenius dependency: exp

(−Ea

Rg
·
(
1

T
− 1

Tref

))
→ a · exp

(
b

T

)
(6.2a)

Tafel dependency: exp

(
e · F
Rg
·
(
OCV

T
− Vref

Tref

))
→ c · exp

(
d · V

T

)
(6.2b)

Wöhler dependency:

(
DoD

DoDref

)f

(6.2c)

T is the temperature (in K), OCV is the open-circuit voltage (in V), and DoD is the Depth of

Discharge (in Ah or %) to which the battery cell is exposed. They are time- or cycle-dependent in

real applications but are often kept constant in the experiments used to derive degradation models.

Rg is the universal gas constant, and F is the Faraday constant. The activation energy Ea, Tref,

Vref, DoDref, and a–f are constants to be fitted.

In literature using battery degradation models, often one of the following is used:

• Smith et al. [499, 500] (sometimes called “NREL model”):

Q = min(QLi, Qsites) (6.3a)

QLi = b0 + b1 · t0.5 (6.3b)

Qsites = c0 + c1 ·N (6.3c)

The factors b1 and c1 depend on temperature, OCV, and DoD. Both are obtained by

multiplying Arrhenius, Tafel, and Wöhler functions. The decrease of QLi models the LLI,

for example, because of SEI growth. Qsites reflects the lack of sites/locations for Li-ions to

intercalate into, e.g., because parts of the metal oxide or graphite are not available anymore.

In another model variant [501], the site losses for both electrodes are modeled separately.

• Wang et al. [485]:

QL = QL,cyc +QL,cal (6.4a)

QL,cyc = (a · T 2 + b · T + c) · exp ((d · T + e) · C) ·Ahd (6.4b)

QL,cal = f · exp
( −Ea

Rg · T

)
· t0.5 (6.4c)

Cyclic losses are represented by multiplying a second-order temperature polynomial, an

exponential term considering the temperature and C-rate, and the discharging throughput.

Calendar losses are modeled with the Arrhenius equation and a

√
t-dependency.
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• Ecker et al. [476]: Different calendar aging models are compared using experimental data,

each containing variants of the base voltage and temperature dependency:

fcal(T, V ) = a

(
V −Vref

∆V

)
· b

(
T−Tref

∆T

)
(6.5)

Vref, ΔV, Tref, and ΔT are arbitrarily chosen, and a and b are fitting constants. The function

fcal(T, V) is multiplied with t,

√
t, log(t), or a combination of them to obtain the capacity

loss QL,cal.

• Petit et al. [430]: The time derivatives of the following base models allow the model to

be applied under varying conditions. Only one of the two aging modes is used at a time,

depending on the current magnitude through the cell.

QL,cyc = Bcyc [C] · exp
(−Ea,cyc + a · |C|

Rg · T

)
·Ahzcyc (6.6a)

QL,cal = Bcal [SoC] · exp
(−Ea,cal [SoC]

Rg · T

)
· tzcal[SoC]

(6.6b)

Lookup tables are used for Bcyc, Bcal, Ea,cal, and zcal, i.e., the factors are different depending

on the C-rate or SoC and were fit using experimental data. For C-rates and SoCs other than

the ones investigated, interpolation can be used to obtain these factors.

Most models do not consider the knee region, where the SoH declines rapidly, often after around

80%, as already shown in Figure 6.6. Under regular operating conditions, the LLI aging mode

dominates initially, e.g., because of SEI growth, which can be modeled relatively well. Toward

the knee region, other aging modes prevail, such as LAM through graphite site losses in the

anode [394, p. 699] or lithium plating, even in moderate conditions [412].

The effects depend on different stress factors and thus need to be modeled differently, as in the

NREL model. Accurate modeling of all of these aging modes is beneficial for model accuracy

toward the EOL and supports estimating the value of an EV battery for second-life applications.

The empirical models are based on accelerated aging experiments using real battery cells. Mod-

eling the influence of a wide range of different parameters is cost-intensive since an extensive set

of cells must be aged under different conditions, requiring test equipment with many measure-

ment channels. Unsurprisingly, many empirical models only focus on specific aspects of aging,

collected with a limited amount of parameter sets.

However, a degradation model that considers both calendar and cyclic aging is required to accu-

rately estimate the influence of EV driving cycles and different charging and V2G strategies on

battery aging. The calendar agingmodel should consider the SoC or voltage since it is impacted by

V2G. The temperature should also be considered to model the effects of charging and V2G during
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different seasons and times of the day or to identify the requirements for thermal management

during V2G operation. A cyclic battery agingmodel for EVs should consider the number of cycles

or the Ah-throughput, temperature, SoC or voltage and/or DoD, and the charging and discharging

rates. Charging and discharging rates have different effects on battery lifetime. Charging with

high currents significantly impacts battery lifetime, particularly at cold temperatures and high

SoCs. However, no reusable model was found that considers all of these parameters (calendar

aging: t, SoC or V, T; cyclic aging: Ah or N, T, Cc, Cd, DoD or V or SoC).

It is conceivable to merge several models, e.g., a calendar aging model of one study and a detailed

cyclic model of another study. However, it is unlikely that the resulting model accurately reflects

the aging behavior, e.g., because a different cell model or even chemistry was used to derive the

model. Even if the same cell was selected in both experimental setups, the test conditions in the

experiment might differ, e.g., the reference performance tests in which the remaining capacity

was determined. Moreover, cyclic aging tests that last several months also include calendar aging

effects, which might not be accurately represented in studies focusing on cyclic aging. Similarly,

the reference performance tests of calendar aging experiments also introduce cyclic aging to cells,

which is not considered in pure calendar aging models.

6.3.4 Battery aging datasets

A comprehensive battery aging dataset is required to generate battery degradation models that

consider all of the mentioned aspects. Datasets on battery aging certainly exist from research

facilities and cell and EV manufacturers. However, comprehensive datasets that would allow

the derivation of reusable models are rarely published. Commercial manufacturers typically

have no interest in making the data available to the public, particularly not for free, since the

data collection is expensive and time-consuming, and the results may be confidential. Most

experiments found in academic literature only contain a small number of cells and parameter

variations. Moreover, published experimental results are often not available under open-access

conditions, hindering their use outside academia. Authors describe and visually present selected

results of aging experiments, but the result data (e.g., capacity fade over time and cycle life) or raw

data (e.g., voltage, current, and temperature curves captured in the experiment with a temporal

resolution in the order of seconds) to derive or validate custom models is usually not available.

Reconstructing the data from figures is painful and error-prone, and requests to various authors

to obtain the result data were unsuccessful.

To provide readers a basis for finding suitable data for their own applications, Table 6.3 gives

an overview of datasets and experimental results from Li-ion battery aging tests found in the

literature and data repositories (also compare [502–506]). The table has been carefully compiled

at the end of 2023 to ensure accuracy and completeness. However, the possibility of oversights
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or inaccuracies cannot be entirely ruled out despite careful examination. Several studies were

excluded from the review because only one parameter was varied, less than five different parameter

sets were tested, or only second-life batteries previously aged under unknown parameters were

investigated. Question marks in the table indicate that the study could not be accessed or the

information was not identifiable. The first row behind the sources indicates if the publication

describing the data is available under open-access conditions (✓) or at least available online (•),

e.g., as a preprint. The following row states if all (✓) or only selected (•) capacity aging results of

the test matrix were presented in the publication. If a dataset is published (i.e., data can be copied

and reused), the open-access availability is shown in the next column. Here, a bullet (•) may also

indicate that the authors state that the data will be made available on request. It is indicated if

result data (e.g., remaining capacity over time or cycles during check-ups) can be downloaded (✓)

or at least copied manually (•), e.g., from a table or interactive chart. The “raw data” availability

refers to cycling data (e.g., voltage and current over time in high temporal resolution).

The next section in the table shows the number of cells in the experiment, the number of parameter

sets, the approximate maximum duration and cycle number that the cells were aged, and if the

impedance increase or power fade was also investigated and presented in the study.

In the following, the number of parameter sets, the number and type of varied parameters, and

the type of the test matrix are stated for both calendar and cyclic aging experiments.

A parameter set refers to a composition of parameters that define the aging condition, for example,

{Tcal = 40°C, Vcal = 3.7 V } for a calendar aging cell. If a study investigates the effect of n = 3

different temperatures (Tcal = {10°C, 25°C, 40°C}) andm = 2 voltages (Vcal = {3.7V, 4.2V })
on calendar life, there are several ways to set up a test matrix. The combinations of all temperatures

and all voltages could be analyzed, resulting in a completely populated test matrix (indicated by

○ in the table), i.e., n ·m = 6 parameter sets in the example. Alternatively, a reference parameter

set can be defined, e.g., {Tcal,ref = 25°C, Vcal,ref = 3.7 V }. The effect of parameter variations

is only explored by varying one parameter based on the reference parameter set (indicated by

○), resulting in n +m − 1 = 4 parameter sets. If more parameter sets are defined than using a

reference test but fewer than in a full test matrix, this is marked with è. If fewer parameter sets

than using a reference test are defined, i.e., multiple parameters are varied, it is indicated by �.

Parameters investigated in calendar aging studies are temperature (T) and State of Charge (SoC)

or voltage (V). Parameters varied in cyclic aging studies are temperature, State of Charge (SoC)

limits (SoC/Vmin and SoC/Vmax), and, with them, the Depth of Discharge (DoD). Many studies

define an average/center SoC (SoCmid), i.e., the cycle ranges from SoCmin = SoCmid − DoD
2 to

SoCmax = SoCmid + DoD

2
. Some studies introduce additional micro-cycles (DoDμ), whereby

very small charge and discharge cycles are superimposed to larger cycles, emulating EV driving

patterns. Further parameters are the charge (Cc) and discharge (Cd) current or C-rate, or a

symmetric (or not clearly specified) current or C-rate (C). The CC charging phase may also have
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multiple stages with different currents (e.g., Cc,1-4). Some authors vary the cut-off current in the

CV phase of charging (Cc,co), the duration of the CV phase at charging or discharging (tc/d,CV),

or the rest duration after charging and discharging tc/d,rest. In other studies, AC currents (CAC)

are superimposed with different frequencies (fAC), or rectangular pulse patterns are applied using

varying duty cycles (dutyd) or frequencies (fpulse). Cyclic aging may also be interrupted with

longer phases of calendar aging (duty). Different charge protocols (CP) may be analyzed, e.g.,

CC, CC/CV, and boost charging. Other studies investigate the charging strategy (CS) in specific

applications, e.g., immediate, delayed, or V2G charging in EVs. Non-uniform current profiles

(PRF) are sometimes applied to a cell, emulating real applications (e.g., EV driving cycles or

energy trading). Many parameters, such as the current, SoC limits, DoD, or even temperature,

are varied in these cases. This is useful for validation but complicates the attribution of aging

to specific parameters if only arbitrary profiles are used for model generation. Single studies

investigate the effect of different formation protocols in manufacturing (frm), mechanical pressure

applied to the cells while cycling (p), and different check-up intervals (CU).

Table 6.3: Review of datasets and literature on experimental battery aging
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[507] ✓ ✓ ✓ • – various 6300 – 2500 – – – – – – – – – –

[506] – ✓ ✓ ✓ • various 137 50+ – – – – – – – – – – –

[508] – – ✓ ✓ ✓ various 200+ – – – ✓ – – – – – – – –

[509] ✓ ✓ – – – NMC (5x) 20 2 ? 100 ✓ 0 0 – – 2 1 DoD ○

[510, 511] ✓ – ✓ – ✓ various 18 3 ? ? – 0 0 – – 3 1 T ○

[512] • ✓ – – – LFP/C 13 5 365 2400 – 0 0 – – 5 1 Cd ○

[513] ✓ ✓ ✓ • – NCA/C 15 5 100 1200 ✓ 0 0 – – 5 1 fAC ○

[514] ✓ ✓ – – – LFP/C 6 6 ? 3200 – 0 0 – – 6 1 Cd ○

[515] – ✓ – – – NMC/C ? 7 70 638 – 0 0 – – 7 1 T ○

[458, 516] – ✓ – – – ? (2x) 66 8 ? 450 – 0 0 – – 8 1 Cd ○

[517, 518] – ? ✓ – ✓ ? 20 – 870 ? – 0 0 – – 20 1 PRF –

[519, 520] • ✓ ✓ ✓ ✓ LFP/C 124 72 ? 2300 ✓ 0 0 – – 72 1 Cc è

[521, 522] ✓ ✓ ✓ ✓ ✓ LFP/C 77 77 ? 2700 – 0 0 – – 77 1 Cd ○

[523, 524] • • ✓ ✓ ✓ LFP/C 237 224 16+ 1200 – 0 0 – – 224 1 Cc è

[525, 526] • ✓ ✓ ✓ ✓ NMC/C 6 3 347 1400 – 0 0 – – 3 2 DoD, PRF ○

[527, 528] ✓ ✓ ✓ ✓ ✓ NMC/C-Si 10 4 690 ? ✓ 0 0 – – 4 2 Cc, Cd ○

[529–531] ✓ ✓ ✓ ✓ ✓ NCA/C 12 4 1100 500+ ✓ 0 0 – – 4 2 Cc/d, duty ○

[506, 532,

533]

✓ ✓ ✓ ✓ ✓ NMC/C 40 4 120 620 ✓ 0 0 – – 4 2 T, frm ○

[534] – ✓ – – – NMC/C ? 6 ? 3200 ✓ 0 0 – – 6 2 SoCmid, DoD ○

(continued on next page)
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Table 6.3 (continued)
Pub. Data Experiment Calendar aging Cyclic aging
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[535, 536] ✓ ✓ ✓ ✓ • NMC/C-Si 17 6 ? 2000 ✓ 0 0 – – 6 2 T, SoCmax/DoD ○

[407] ✓ ✓ – – – LFP/C 14 7 540 10500 ✓ 0 0 – – 7 2 T, PRF è

[537] – ✓ – – – NMC, NCA ? 8 ? 3000 ✓ 0 0 – – 8 2 T, Cc è

[538] – ✓ – – – NCA/C 18 9 150+ 900 – 0 0 – – 9 2 SoCmid, DoD ○

[442, 539,

540]

✓ ✓ – – – NCA-LCO/C 24+ 12 ? 4500 ✓ 0 0 – – 12 2 T(t), T(x) è

[541] – ✓ – – – NMC-NCA 45 18 ? 1000 • 0 0 – – 18 2 SoCmid, DoD è

[542] ✓ ✓ • • ? NCA-LNO/C-

Si, NMC/C

? 23+ ? 662 – 0 0 – – 23+ 2 T, Cc è

[543–545] ✓ • ✓ – ✓ LCO-NMC/C 77 8+ ? ? – 0 0 – – 8+ 2 Cc, Cd è

[546] – ✓ – – – LFP 6 6 180 12500 – 0 0 – – 6 3 SoCmax/DoD, Cc, Cd ○

[459, 508] – ✓ ✓ ✓ ✓ LCO/C 16 8 500 850 – 0 0 – – 8 3 SoCmid, DoD, Cd è

[461] – ✓ – – – LMO ? 10 ? 425 – 0 0 – – 10 3 T, DoD, Cc ○

[547, 548] ✓ ✓ ✓ ✓ ✓ various 130 11 ? 1300 ✓ 0 0 – – 11 3 T, Cc, Cd è

[549] – ✓ – – – LMO 36 12 ? 420 – 0 0 – – 12 3 T, DoD, Cd ○

[506, 550] ✓ ✓ ✓ ✓ • various 66+ 12 ? 4000 – 0 0 – – 12 3 T, DoD, Cd è

[464] • – – – – LFP 14 14 ? ? – 0 0 – – 14 3 Vmin, Vmax/DoD, Cc/d �

[456, 457,

551–553]

✓ ✓ ✓ ✓ ✓ LCO/C 192 24 150 800 ✓ 0 0 – – 24 3 T, Cc,co, Cd ○

[554, 555] • • ✓ ✓ ✓ NMC/C 256 64 426 ? – 0 0 – – 64 3 DoD, Cc, Cd è

[556, 557] ✓ – ✓ – ✓ ? 88 ? ? 120 ✓ 0 0 – – ? 3 T, Cc, Cd ?

[465] ✓ ✓ ✓ – – LFP, NMC 10 5 ? 3500+ – 0 0 – – 5 4 T, DoD, Cc, Cd �

[558] ✓ ✓ – – – LMO/C ? 11 190 2500 – 0 0 – – 11 4 T, DoD, DoDμ, Cd è

[559] – ✓ – – – various ? 14 ? 1100 ✓ 0 0 – – 14 4 Vmax/DoD, Cc, CP, CPsetting è

[560] – ✓ – – – LFP/C ? 19 ? 4831 ✓ 0 0 – – 19 4 T, DoD, Cc, Cd è

[445, 561] – • ✓ ✓ – NMC/C 30 30 ? 1100? – 0 0 – – 30 4 T, DoD, Cc, Cd è

[460] • • – – – LFP/C 107 54 190 5500 – 0 0 – – 54 4 T, DoD, Cc, Cd è

[485] – • – – – LMO-NMC/C 120 58 550 2500 • 0 0 – 58 4 T, DoD, Cc, Cd è

[562, 563] – – – ✓ ✓ ? 38 ? ? ? ✓ 0 0 – – ? 4 T, Vmin/DoD, Cd, dutyd è

[466] – • – – – LCO/C ? ? ? 3900 – 0 0 – – 20? 4 T, Vmax, Vmin/DoD, Cc/d è

[564] – ✓ – – – NMC/C 39 13 ? 1900 ✓ 0 0 – – 13 5 T, DoD, Cc, Cd, CP è

[470] – ✓ – – – LFP/C 15+ 15 ? 200 ✓ 0 0 – – 15 5 T, Vmin, Vmax/DoD, Cc, Cd ○

[469] ✓ • – – – LCO (2x) 96 16 ? 300 – 0 0 – – 16 5 T, DoD, Cc, Cc,co, Cd è

[506, 565,

566]

✓ ✓ ✓ ✓ ✓ NMC/C 31 27 ? 750 ✓ 0 0 – – 27 5 T, Vmax/DoD, Cc, Cd, p ○

[563, 567–

569]

✓ ✓ • ✓ ✓ LCO/C 28 4 90 900 ✓ 0 0 – – 28 5 T, Vmin, Vmax/DoD, Cc, Cd è

[570] ✓ • – – – LFP/C (3x) ? 20+ ? 11000 – 0 0 – – 20+ 6 T, SoCmid, DoD, Cc, Cd, tCV è

[571] – ✓ – – – NCA/C 36 18 ? 950 – 0 0 – – 18 7 T, Vmin, Vmax/DoD, Cc, Cd,

tc,CV, td,CV

è

[463, 572] – – ✓ – ✓ NCA 116 37 730 2000+ – 0 0 – – 37 7 T, SoCmid, DoD, Cc, Cd, dutyd,

fpulse

è

(continued on next page)
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Table 6.3 (continued)

Pub. Data Experiment Calendar aging Cyclic aging
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[573, 574] ✓ ✓ ✓ • – various 429 7 150 – – 7 2 T, SoC è 0 0 – –

[575] – ✓ – – – LFP/C 27 9 250 – ✓ 9 2 T, SoC ○ 0 0 – –

[475] – ✓ – – – LFP/C 27 9 800 – – 9 2 T, SoC ○ 0 0 – –

[576, 577] – ✓ – – – various 108 9 1050 – ✓ 9 2 T, SoC ○ 0 0 – –

[578] – ✓ – – – LFP/C ? 9 300 – – 9 2 T, SoC ○ 0 0 – –

[579] • • – – – NMC 30 10 490 – ✓ 10 2 T, SoC è 0 0 – –

[473, 580] ✓ ✓ – – – LFP/C 33 11 480 – ✓ 11 2 T, SoC è 0 0 – –

[581] • ✓ – – – NCA ? 12 250 – ✓ 12 2 T, SoC ○ 0 0 – –

[582] ✓ ✓ – – – NMC/C 25? 12 630 – – 12 2 T, SoC ○ 0 0 – –

[477] ✓ ✓ – – – LCO-NCA/C 40 17 720 – ✓ 17 2 T, SoC è 0 0 – –

[583] – • – – – LCO/C,

LNMO/C

? 19 450 – • 19 2 T, V è 0 0 – –

[508] – – ✓ ✓ ✓ ? 144 36 220 – ✓ 36 2 T, SoC ○ 0 0 – –

[584] ✓ • – – – NCA/C ? 48 290 – – 48 2 T, V è 0 0 – –

[585] ✓ ✓ – – – various ? 48 300 – ✓ 48 2 T, SoC ○ 0 0 – –

[478, 586] • ✓ – – – NMC/C 36 12 120 120+ – 5 1 SoC ○ 7 2 SoCmid, DoD ○

[587] – • – – – NCA/C ? 15+ ? 560 – 4 1 T ○ 18 3 T, Cc, CP è

[476] • • – – – NMC/C ? 13 490 ? ✓ 10 2 T, V è 3 1 SoCmid ○

[428] – • – – – NMC/C 45 15 365+ – 11 2 T, SoC è 4 1 SoCmid ○

[588] ✓ ✓ – – – LFP/C 8 8 365 4500 ✓ 4 2 T, SoC ○ 4 2 T, PRF ○

[483] – • – – – LFP, NMC 87 15 500 5000 ✓ 6 2 T, SoC ○ 9 2 DoD, Cc/d ○

[589, 590] ✓ • ✓ ✓ ✓ NMC/C 36+ 13 ? 5400 – 6 2 T, SoC è 12? 2 CAC, fAC è

[591] – ✓ – – – LTO 24 12 730 >95k ✓ 7 2 T, SoC ○ 5 2 T, Cc/d è

[592] • ✓ – – – LFP/C 50 14 850 8000 ✓ 8 2 T, SoC è 6 2 DoD, Cc/d ○

[434] • ✓ – – – NCA/C 52 20 455 380 ✓ 8 2 T, SoC ○ 12 2 CShome, CSwork ○

[593] • • – – – LFP/C ? 21 330 1500+ – 9 2 T, SoC ○ 12 2 T, Cc/d ○

[453, 472,

489]

– ✓ – – – LFP/C 23+ 23 630 5500 ✓ 10 2 T, SoC è 13 2 DoD, Cc/d è

[490, 491,

594]

– • – – – NMC/C 108 36 520 4200 ✓ 14 2 T, SoC ○ 22 2 SoCmid, DoD è

[396, 487] ✓ ✓ – – – NMC (2x) ? 60 450 2300 – 40 2 T, SoC ○ 20 2 T, Cc/d ○

[395] ✓ ✓ – – – NMC/C 201 67 434 2800 – 58 2 T, SoC ○ 9 2 T, Cd ○

[482, 484,

495, 496]

✓ ✓ – – – LFP/C 39 13 720 7000 ✓ 5 2 T, SoC ○ 9 3 T, SoCmid, DoD è

[595] – ✓ – – – LFP/C (2x) ? 11 90 2300 – 6 2 T, SoC ○ 7 3 T, SoCmax, SoCmin/DoD ○

[479] – • – – – NMC/C ? 27 95 ? – 9 2 T, SoC ○ 18 3 T, SoCmid, Cc/d ○

[596] – • – – – NMC 72 34 690 2900 – 9 2 T, SoC ○ 25 3 T, DoD, Cd è

[597–603] ✓ ✓ – – – NC 148 36 147 ? ✓ 12 2 T, SoC ○ 24 3 T, SoCmid, DoD ○

[604] – • – – – NMC/C 40+ 20 480 4800 ✓ 13 2 T, V è 7 3 T, Socmin, SoCmax/DoD ○

[501] • • – – – NMC/C 11 9 300 ? ✓ 4 2 T, SoC ○ 5 4 T, DoD, Cc, duty �

[605] ✓ • – – – LTO 45 20 730 11000 – 6 2 T, SoC ○ 14 4 T, DoD, Cc, Cd è

[606] ✓ • – – – NMC/C (?x) ? ? 1020 5500 • 6 2 T, V ○ ? 4 T, Vmax/DoD, Cc, Cd è

(continued on next page)
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Table 6.3 (continued)
Pub. Data Experiment Calendar aging Cyclic aging
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[607, 608] – ✓ – – – NMC/C 93 31 408 1300 ✓ 8 2 T, SoC è 23 4 T, SoCmid, DoD, Cd è

[480] – ✓ – – – NMC-LMO/C,

NCA/C

78 13 1200 ? ✓ 9 2 T, SoC ○ 4 4 T, DoD, DoDμ, Cc/d ○

[609, 610] ✓ ✓ ✓ – ✓ NMC/C-Si 70 35 420 3500 – 12 2 T, SoC ○ 23 4 T, DoD, Cc, Cd è

[498] ✓ • – – – LFP/C 111 90 240 2800 – 54 2 T, SoC ○ 36 4 T, Cc/d, CP, PRF è

[611] ✓ • – – – NCA ? ? 700 1000 ✓ 96 2 T, V ○ ? 4 Vmin, Vmax/DoD, Cc, Cc,boost è

[612] – ✓ – – – LMO-NMC/C 107 19 640 ? ✓ 6 2 T, SoC ○ 13 5 T, SoCmid, DoD, PRF, tc,rest �

[180] ✓ ✓ – – – NCA/C 63 21 380 1400 ✓ 9 2 T, SoC ○ 12 5 T, SoCmax, SoCmin/DoD, Cc, Cd è

[492, 493,
613–616]

✓ ✓ – – – NMC/C 158 46 1100 7000 • 10 2 T, SoC è 36 5 T, SoCmid, DoD, Cc, Cd è

[497] ✓ ✓ ✓ ✓ – NMC/C 32 32 325 1000+ – 11 2 T, SoC è 19 5 T, SoCmid, DoD, Cc, duty è

[617] – • – – – NMC/LTO 33 27 320 18000 – 12 2 T, SoC è 15 5 T, DoD, DoDμ, Cc/d, PRF è

[481, 618–
620]

✓ • – – – NMC-LMO/C,

NMC/C

258 40+ 500 350+ ✓ 16 2 T, SoC è 25 5 T, SoCmid, Cc, Cd, duty è

[439, 621–
624]

– • ✓ • – LFP/C 114 38 885 13500 ✓ 17 2 T, SoC è 21 6 T, SoCmid, DoD, Cc, Cd, CP è

[625, 626] – ✓ ✓ ? ✓ NCA/C-Si 196 196 697 1500 ✓ 75 3 T,

SoC,

CU

è 121 7 T, SoCmid, DoD, Cc, Cd, PRF,

CU

è

This work:

Chapter 7

✓ ✓ ✓ ✓ ✓ NMC/C-Si 228 76 449+ 3700+ ✓ 16 2 T, V ○ 60 6 T, Vmin, Vmax/DoD, Cc, Cd, PRF è

To summarize, most experimental results focus on just a few different parameters, e.g., temperature

and SoC-dependent calendar aging or different charging protocols. While this is very helpful to

analyze certain aspects of aging, it is less suitable for generating a universal degradation model.

In some studies, many parameters are varied with a very small number of cells, so semi-empirical

modeling is only possible by making many assumptions about the model. Even more extensive

campaigns rarely publish result or raw data and often just present selected results in figures in the

publications. Among the most promising experiments that investigate calendar and cyclic aging

and are potentially suitable for generating an EV battery aging model are:

• EVERLASTING project [609, 610]: Calendar aging is tested at four temperatures (0, 10,

25, 45°C) and three SoCs (10, 70, 90%). Two different charging (0.5, 1 C) and discharging

rates (0.5 to 3 C) are tested with a fixed SoC range of 10–90% at three to four temperatures.

In another test, three different driving profiles with two DoD windows were applied to cells

at one to four temperatures. Raw cycling data of the cells is openly available.

• Uddin et al. [180] investigate calendar aging at three temperatures (10, 25, 45°C) and SoCs

(20, 50, 90%). Cyclic testing is performed at room temperature with two DoDs (30 and
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80%) and two to three different discharge rates (0.4, 0.8, 1.2 C). The charge rate is fixed

to 0.3 C. The derived model is validated with six different operating profiles with different

temperatures, SoCs windows, charging, and discharging currents. Although no result data

is available for download, plots for capacity decrease and resistance increase are shown.

• Batteries2020 project [492, 493, 613], also used in [614–616]: No open data is available

for this relatively comprehensive dataset. However, it could be extracted from the published

result plots, which are given for most cells, except for temperatures below 25°C. DoDs from

10 to 100% with various SoCmid settings are tested with a fixed charge (
1
3C) and discharge

(1 C) current at three different temperatures (25, 35, 45°C). Different charge (
1
3 , 0.5, 1, 2 C)

and discharge rates (
1
3 , 1, 2 C) are investigated at a fixed SoC range of 10% to 90%.

• MOBICUS project [481, 618–620]: In this large project, many cells were tested under

different conditions, but no data is available for download, and only a few results are

presented in the publications. However, several results of one of the cell chemistries are

presented in [620]: Calendar aging was performed at four different temperatures (0, 25, 45,

60°C) and up to five SoCs (0, 30, 65, 80, 100). Cyclic aging with two charging (1, 3 C)

and discharging rates (1, 3 C) is presented at 0, 25, and 45°C for up to four SoCmid values

(30, 65, 80, and 90%). The DoD is not clearly identifiable, but the application in PHEVs

indicates that only shallow cycling was performed (likely 10%, as used in [618, 619]).

• Data from Naumann et al. [621–624], also discussed in [439]: Three different SoCmid

values (25, 50, 75%) and seven DoDs were tested at 40°C. Other cells were cycled with

three different charging rates (0.2, 0.5, 1.0 C) and four discharging rates (0.2, 0.5, 1.0,

2.0 C) at the same temperature. Three additional parameter sets with different DoDs were

also tested at 25°C. The result data of most of the experiments is available for download.

• Data recently published byWildfeuer et al. [626] (open access), described in [625]: Almost

200 NCA/C-Si cells are tested for nearly two years. Calendar aging tests are conducted at

20, 35, 50, 60°C, and random temperatures. Fifteen fixed, as well as alternating and random

SoCs, are chosen. Cyclic aging is performed with seven DoDs using ten different SoCmid,

seven charging, and seven discharging rates. Moreover, alternating conditions, dynamic

driving profiles, and the effect of different check-up intervals are investigated.

With the exception of the newest comprehensive dataset published byWildfeuer et al. in 2023 [625,

626], the presented studies either are not well reusable, do not consider all desired parameters

of calendar aging (SoC or V, T) and cyclic aging (T, Cc, Cd, DoD or V/SoC range), or do not

cover conditions typically found in EVs (broad temperature range, fast charging, cell chemistries).

Although the testing conditions between the experiments vary significantly, it is conceivable to

merge data from different studies or at least use it to validate existing models. However, to develop

a plausible EV battery aging model for investigating different V2G use cases, a new dataset was

generated in this thesis, which is described in the following chapter.
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7 Battery aging investigation

The objective of the investigation presented in this chapter is to compare different V2G use cases

and strategies to provide insights into the effect of bidirectional charging on battery degradation

and derive recommendations for the operation of V2G and EVs in general to prolong battery

lifetime. Employing V2G use case simulations with an accurate battery aging model enables

comparing a wide range of scenarios with different conditions without the use of actual batteries.

This allows testing more applications and reduces the required time, cost, and other resources.

For this purpose, a battery aging simulation model is needed that can attribute degradation to

specific causes and quantify battery aging under different conditions, even if no data from a

battery operated under these conditions is available. A conceivable structure of such a model

is shown in Figure 7.1. Internally, it consists of a set of equations or algorithms calculating

degradation metrics such as remaining usable capacity and internal resistance or the frequency-

dependent impedance based on input variables such as cell voltage, current, and temperature over

the lifetime of the cell. This model could be used not only in simulations but also during the life

of the battery (e.g., in V2G and EMS optimization algorithms) or in the BMS of the EV.

Zinternal (t)
Cell aging 

model
Tsurface (t)

Crem,usable (t)Icell (t)
Vcell (t)

t …
…

Figure 7.1: Objective: An easy-to-reuse cell aging model that can be used in simulations and during cell operation

The battery degradationmodels presented in Chapter 6.3.3 typically only focus on specific aspects.

For example, some of them model cyclic aging but neglect calendar aging, or they assume that the

cells are operated under the same condition over the lifetime of the battery. However, to simulate

the aging of EV batteries, it is essential to consider varying operating conditions and account

for calendar aging since the battery remains unused most of the time. Therefore, a new battery

degradation model was derived as part of this thesis.

However, as discussed in the previous chapter, there is also a lack of publicly available data to

generate such an aging model. Therefore, the accelerated battery aging experiment described in

Chapter 7.1 was conducted to acquire a comprehensive battery aging dataset as a basis for the

model. In the aging study, many parameters, such as temperatures, charging and discharging
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7.1 Data collection

7.1.1 Cell and parameter selection 7.1.2 Experimental setup 7.1.3 Test procedure 7.1.4 Results and discussion

7.2 Aging model

7.2.1 Concepts and methods 7.2.2 Results and discussion

7.4  Summary

7.3 Impact of Vehicle-to-Grid on battery aging

7.3.1 Battery model 7.3.2 Use case models 7.3.3  Results and discussion

Figure 7.2: Graphical abstract of the battery aging investigation

rates, and SoC limits, were varied, and multiple cells were operated for each condition to improve

statistical significance. Consequently, battery test equipment with hundreds of test channels was

needed for the experiment. Commercial battery test equipment is costly, and no test environment

was available that could have been reserved for several months to years. Therefore, a custom

battery cell cycling and measurement data acquisition system presented in Chapter 7.1.2 was

developed for this thesis. Next, the battery aging model described in Chapter 7.2 was derived

from the data collected. Finally, the cell aging model was used to analyze battery degradation in

different V2G use cases, as discussed in Chapter 7.3.

The battery aging result and raw log data, the aging model, and the V1G and V2G use case models

summarized in Table 7.1 were made publicly available for free under FAIR (findable, accessible,

interoperable, and reusable) conditions.

Table 7.1: Open-access publications, data, models, and software on battery aging generated within this thesis

Ref. Description Repository/Journal

[R1] Battery aging data set RADAR4KIT
[J1] Description of the battery aging data set Nature Scientific Data
[R2] Python scripts for visualizing and analyzing the battery aging data GitHub
[R3] Python scripts used for the optimization of the battery agingmodel GitHub
[R4] Battery aging and V1G/V2G use case models GitHub
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7.1 Data collection

7.1 Data collection

An extensive cycling experiment was conducted over a period of more than 600 days to obtain a

comprehensive battery aging dataset. The cycling experiment and the results of the first 449 days

of measurement data will be described in the following. Further technical details on how the

openly available aging data [R1] was collected and processed and how it can be used are provided

in [J1]. Scripts assisting in data analysis are published on GitHub [R2].

7.1.1 Cell and parameter selection

As the degradation model shall be used to determine aging in EV batteries, a battery cell similar

to the cells typically used in modern EVs was selected for the experiment. Many different cell

chemistries, form factors, and capacity ratings are used in the hundreds of EV models that are

available at present. As mentioned in Chapter 6.1, commonly used chemistries in EVs are NMC,

NCA, and LFP Li-ion cells. State-of-the-art LFP cells can reach very high cycle numbers (see

Chapter 6.3), so the additional use of LFP batteries for V2G applications is uncritical and, thus,

less relevant to be modeled. A comprehensive aging dataset using NCA cells was published

recently by Wildfeuer et al. [625, 626]. On the other hand, a nickel-rich NMC cell was selected

in the experiment described below. NMC cells are used in medium- to high-range EVs, where a

high fraction of the battery capacity could potentially be used for V2G.

Although many EV batteries consist of individual cells with a relatively high capacity (e.g., in

the range of 10–100 Ah), smaller cells were chosen for this investigation to limit the cycling and

cooling hardware cost in the battery cycling test bench. Important aspects of the cell selection were

a high energy density and charging power capability, a wide operating and charging temperature

range, and high safety. Based on these considerations and a comparison of more than 150 cells

from eight manufacturers available in 2021, the LG INR18650HG2 was selected as a suitable

test candidate. The specifications of this NMC/C+SiO cell (nickel manganese cobalt cathode,

graphite silicon oxide anode) are summarized in Table 7.2.

The batch of 250 cells used in the experiment arrived on August 30, 2022. The presumed pro-

duction date is November 26, 2020
1
. One of the cells was characterized in the following days, as

summarized in Table 7.3. Themeasurements suggest that the cells are genuine. After cell prepara-

tion, the OCVs of all cells used in the experiment were measured at a temperature of 17.6-18.6°C

(steady state) on September 19, 2022. The mean value was 3.5558 V (+0.0140 V/−0.0065 V)

1
The codes lasered onto the cells are “DT331K262A_”, where “_” is one of 1-9, B, C, or D. The “T” indicates the

production year of 2020, and the “331” reflects the day of the year.
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Table 7.2: Properties of the selected battery cell LG INR18650HG2 [627, 628] — adapted from [J1]

Form factor 18650 (cylindrical) Nominal capacity 3000 mAh

Cathode material LiNixMnyCo1-x-yO2

(“H-NMC” [628])
Voltage range 2.0–4.2 V (allowed)

2.5–4.2 V (used)

Anode material Graphite with SiO Nominal voltage 3.60 V

Weight ca. 46 g Usable energy max. 11.0 Wh

Diameter ca. 18.3 mm Maximal current* 6.0 A (charging)

Height ca. 65.0 mm 20.0A (discharging)

Energy density 240 Wh/kg

640 Wh/l

Temperature range* −20 to +75°C (operation)

−5 to +50°C (charging)

*Important: Please refer to the product specification provided by the manufacturer for details [627].

with a standard deviation of 0.0020 V. Considering the voltage range of 2.5 V (SoC = 0%)

to 4.2 V (SoC = 100%) used in the experiment, this corresponds to an SoC of about 26.8%

(+0.6%/−1.15%), using the OCV-SoC LUT shown in Table A.8 and Figure A.8.

Table 7.3: Measurement results of one of the cells shortly after arrival

Test (condition) Specification [628] Actual Test result (deviation)
Color, appearance brown brown pass (no anomalies detected)

Weight 44-45 g 45.75 g pass

Impedance (1 kHz) 14-16 mΩ 14.2 mΩ pass

Impedance (DC) 24-26 mΩ (“DC”) 22.7 mΩ (0.05 Hz) pass

Discharge capacity/energy (Ichg = 4.0 A to 4.2 V, Ichg,cut-off = 100 mA, discharge to 2.5 V):

Idischg = 0.6 A 2.998 Ah / 11.0 Wh 2.925 Ah / 10.7 Wh pass* (−2.42% / −2.64%)

Idischg = 3.0 A 2.886 Ah / 10.3 Wh 2.889 Ah / 10.3 Wh pass (+0.09% / +0.25%)

Idischg = 5.0 A 2.884 Ah / 10.1 Wh 2.834 Ah / 9.7 Wh pass* (−1.75% / −3.97%)

*Plausible with regard to previous calendar aging (ca. 1.75 years).

The cells were split into three groups to analyze three different modes of operation. One group

of cells is charged and discharged continuously (“cyclic aging”), using different charging and

discharging rates and voltage ranges. The second group rests at a defined voltage (“calendar

aging”). The third group of cells is operated under different driving profiles typically found in

EVs (“profile aging”). All tests are carried out at four different temperatures. An overview of

all test conditions (“parameter sets”) is shown in Figure 7.3. Three cells were used for each

test condition to obtain a higher statistical relevance of the aging data and model. In total, 76

parameter sets and 228 cells were used in the main experiment.
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Figure 7.3: Test matrix for the aging investigation (three cells were used for each parameter set) — adapted from [J1]

Several other aging studies conduct measurements under a reference test condition (e.g., 25°C,

0–100%, +1 C/−1 C) and then only vary individual parameters (e.g., either temperature or charg-

ing rate). This allows for reducing the number of cells in the experiment. However, in this study,

each temperature value was combined with each SoC value or range, and several charging and

discharging currents were tested with the resulting combinations. This allows a more detailed

examination of the interdependence of the parameters, for example, to observe the dependence

of lithium plating on temperature, charging rate, and maximum SoC.

The selected parameter sets were a trade-off between a broad coverage of typical EV battery

conditions and the cost and complexity of the experiment. For example, while additional cells

could have also been discharged at −20°C, this would have required a dynamic adjustment of

the cell temperature for charging since it is only allowed at higher temperatures. Selecting higher

temperatures for cycling, such as +50°C, would pose a higher risk of thermal runaways, particu-

larly when fast-charging severely aged cells, and thus require a suitable test environment capable

of handling potentially destructive tests.

Besides the parameters tested, additional idle SoCs for the calendar aging cells and different

DoD ranges for the cyclic aging cells would have been interesting. However, they would have

significantly increased the cost and complexity of the experiment. For a more comprehensive

selection of SoC ranges, other studies summarized in Table 6.3 can be considered.

Higher discharge rates were not used since they do not occur in the driving cycles under the
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7 Battery aging investigation

assumptions made for the EV battery capacity
2
.

The driving profiles are based on the WLTC for Class 3b vehicles (i.e., typical passenger cars)

of the WLTP [389]. The battery cell power was calculated using the JRC Python Gearshift
Calculation Tool [629] and assumptions about the EV and battery characteristics. They are

summarized in Table A.5 in Appendix A.7. The derived cell power profile is published in the

WLTP_Class_3b_cycle_power_profile.xlsx spreadsheet along with the aging dataset [R1].

7.1.2 Experimental setup

A custom battery aging test bench was developed as part of this thesis. This allowed testing a large

number of cells at a significantly lower investment cost than with a commercial cycling system.

The test bench is shown in Figure 7.4, and a sketch showing all relevant components is provided

in Figure A.9.

cycler boards

pools with cells
thermal
control

circulating 
chiller

thermal power 
supply

mini computers 
+ switches

pool 
circulation 

power supply

auxiliary 
power 
supply main power supply

Figure 7.4: Test bench for the battery aging experiment — adapted from [J1]

2
Higher discharge rates would be needed, e.g., when using small EV batteries, towing large trailers, driving uphill, or

at significantly higher speeds than in the WLTP profile. This was not considered to reduce the number of cells in the

experiment. Increased aging is unlikely since the battery is specified for much higher discharge rates.
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The cycler boards are the core of the test bench. As seen in Figure 7.5, they control the charging

and discharging of the cells using a DC/DC converter for each cell. The cycler boards measure

the cell voltage, current, and temperature and derive other variables such as the estimated SoC,

OCV, and the charge ΔQ since the charging or discharging began. The data is stored locally

on an SD card and forwarded to Raspberry Pi mini computers. The Raspberry Pi receives the
data, stores it on an SSD, and sends it to a web server via the MQTT protocol using a Python

script. On the server, the data is converted and stored in an InfluxDB database. The data can

be visualized online using a Grafana interface with a latency of around 1-2 seconds. While

the cycling controller on the cycler board maintains a stable cell current or voltage, the cycling

scheduler coordinates the transitions between charging, discharging, and dynamic operation. A

master scheduler on a Raspberry Pi is responsible for the high-level control of the experiment.

For example, it synchronizes all components during check-ups, in which the capacity of all cells

is checked, or coordinates the restart of the test bench in the event of a power outage.
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cycler board (19x)
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Figure 7.5: Battery data acquisition, transfer, and visualization — adapted from [C4] and [J1]

The cycler board is shown in detail in Figure 7.6. It can control up to 12 battery cells. The

DC/DC converters that charge and discharge the cells are half bridges operating at a switching

frequency of 500 kHz with two LC-filter stages at the output. This configuration allows a very

smooth output voltage and current while maintaining a dynamic behavior, i.e., the cell current

can be adjusted quickly. When charging the cell, the converters operate as buck-converters, and

when discharging, they boost the cell voltage back to the main input voltage. The converter can

also operate in dynamic modes, e.g., controlling the cell power according to a driving profile or

injecting sinusoidal currents into the cell during EIS measurements.

The PWM signal for the DC/DC converters is generated by the high resolution timer (HRTIM)

module of an STMicroelectronics STM32G474 microcontroller. Thanks to the high temporal
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Figure 7.6: Battery cycler board responsible for cell charging and discharging as well as cell voltage, current, temperature,

and impedance measurement — adapted from [J1]

resolution of the HRTIM, the desired duty cycle can be set with an accuracy of less than 184 ps

or 0.01% of the switching period. While the auxiliary STM32 microcontroller is responsible

for PWM generation, most other tasks are coordinated by an Infineon AURIX TriCore TC375AA
main microprocessor. For example, the main processor schedules the charging and discharging,

controls the cell currents and voltages, acquires all measurements from external ADCs, stores the

measurements and states on an SD card, and communicates with the mini computers via Ethernet.

The cell voltages and currents are measured with 16-bit resolution (∆VLSB ≈ 69 µV,∆ILSB ≈
343 µA). At typical operating conditions, the voltage can be measured with an accuracy of better

than 0.05% and the current with better than 0.1% [C4]. The temperature is measured using

negative temperature coefficient (NTC) thermistors connected to 12-bit ADCs. The temperature

resolution is nonlinear but within ∆TLSB < 0.05K in the relevant temperature range of −5°C
to +45°C. The estimated accuracy is roughly within 1 K.

The 15 V main input voltage for cycling was provided by up to two paralleled bidirectional Delta
Elektronika SM 500-CP-90 power supplies, capable of supplying up to 180 A. The main power

supply can be disconnected using a relay on the PCB, e.g., when the emergency stop switch is

activated. A 12 V auxiliary power supply is used to power all circuits on the PCB, independent

of the main power supply.

The predecessor of the cycler board, which has largely similar specifications, is presented in [C4]

along with more details.
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The cells are operated at four different temperatures. When battery cells are charged or discharged,

their temperature rises due to power dissipation. The cells are stored in pools filled with liquid

silicone oil to maintain a stable cell temperature. A cross-section of one of the pools is shown in

Figure 7.7. Two NTC temperature sensors are fixed at opposing sides of the pool to measure the

oil temperature. A circulating blade swirls the silicone oil to achieve a homogeneous temperature

in the pool. The cells with the highest C-rates are placed right next to the circulating blade, and

calendar aging cells are placed on the opposite side of the pool. A measurement electrode is

placed in the pool to monitor the isolation resistance of the pool.

oil circulation 
motor

2x pool NTCs on opposing sides

battery cells

plate 
NTC

coolant inlet

liquid cold plate
Peltier elements
(cooling/heating)

cell 
holder

2x NTC for each battery cell
(1x side, 1x bottom)

coolant outlet

inlet 
NTC

pool housing

isolation resistance 
measurement electrodes 

silicone oil (electrically iso-
lating, thermally conductive)

outlet NTC
coolant: water-
glycol mixture

circulation
blade

Figure 7.7: Illustration of one of the thermally controlled pools, including battery cells — adapted from [J1]

The cells are mounted on a 3D-printed structure. Their negative poles are at the bottom side. The

positive pole is placed outside of the oil to avoid contamination of the cells’ safety vents with oil.

The cell temperature is measured using two temperature sensors per cell, as shown in Figure 7.8.

One is fixed at the negative pole, and the other is placed at the side of the cell, approximately in

a)
NTC 2

thermally conductive adhesive

polyimide adhesive tape

NTC 1 (under tape and tube)

heat-shrink tubing

6-wire ribbon cable

(TA–/TA+/TA–/TB–/TB+/TB–)

4-wire current/voltage cable

(I+/V+/V–/I–)

d)

gap

cell

3D-printed 

cell holder

b)

separate 

spot-welded 

connector 

tabs

c)

I+

I–
V–

V+

to cycler 

board

Figure 7.8: a) Assembly of the battery cell, b) cell mounted in an individual cell holder, c) spot-welded connector tabs for

the four-wire measurement, d) sketch of cells mounted in the combined cell holder inside a pool — adapted

from [J1]
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the center. The cycler measures both temperatures and uses the average value, or the hottest of

the two, in case the difference is larger than 3 K.

The pool temperature is regulated using Peltier elements that are placed below the pool with

thermal grease. They allow a heat transfer in both directions so the pool can be heated or cooled.

The other sides of the Peltier elements are mounted to a cold plate, through which a water-glycol

mixture is circulated. The cold plates of the three coldest pools (0 to 25°C) are connected in a row

and cooled by a circulating chiller, as shown in Figure 7.9. In regular operation, the coolant enters

the cold plate of the coldest pool with a temperature of about−1°C and exits the cold plate of the

warmest pool at approximately 6°C. Since the warm pool (40°C) only needs to be heated in regular

operation, it is connected to a separate circuit mainly consisting of a pump, temperature sensors,

and radiator fans that can exchange heat with the environment (usually 22-28°C) if necessary.

temperature 

sensors

hoses with water-

glycol mixture

circulating 

chiller

pool with 

cells and 

silicone oil

25°C 10°C40°C 0°C

pump + reservoir radiator

Figure 7.9: Overview of the components in the cooling circuits with coolant flows — adapted from [J1]

The thermal management controller board is shown in Figure A.10. It controls all Peltier elements

using H-bridge DC/DC converters, the pumps and the fans using MOSFETs as power switches,

and the circulating chiller using RS-232. Similar to the cycler board, the thermal management

board stores its measurements and states on an SD card and sends them to a Raspberry Pi, where
the data is also stored and forwarded to the web server.

7.1.3 Test procedure

Figure 7.10 provides an overview of the experimental test procedure. Most of the time, the cells

remain in their operating condition, as defined in Figure 7.3. However, all cells are regularly
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Figure 7.10: Test procedure and detailed view of a check-up routine — adapted from [J1]

benchmarked under comparable operating conditions with a check-up (CU), sometimes called a

Reference Performance Test (RPT) in the literature.

When a CU starts, all cells complete their current cycling activity, ending with a discharge. When

finished, the temperature for all cells is changed from their operating temperature (OT) to 25°C,

referred to as room temperature (RT). The cells are charged or discharged to 2.6 V using their

operational discharge and cut-off rate, shown in Figure 7.3. Next, they are discharged to 2.5 V

using the check-up current rate of 1/3 C and the check-up cut-off current rate of 1/20 C.

The cells are then charged and discharged at RT using the check-up current and cut-off rates to

determine their remaining usable capacities. Afterward, electrochemical impedance spectroscopy

(EIS) is conducted at multiple SoCs (10/30/50/70/90%) to measure the frequency-dependent

complex impedance of the cells at RT. The SoCs are reached by CC-CV charging to the OCV

corresponding to the SoC of a new cell using Table A.8 in the Appendix. After each EIS, a current

pulse pattern is applied to the cell to measure the voltage response in the time domain. The test

conditions for the EIS and pulse pattern are summarized in Appendix A.7.

When all cells are finished, the temperature returns to their OT. The EIS and pulse measurements

are repeated to obtain the impedance characteristics of the cell at their OT as well. Afterward,

the cells are charged or discharged to their individual idle or lower operating SoC. The cyclic

and profile aging cells continue with a charging process, and the calendar aging cells rest at their

respective SoC. They are only recharged occasionally
3
if the voltage deviates by more than 5 mV.

3
Note: Li-ion cells have an exceptionally low self-discharge rate. A voltage of 3.544 V± 7 mVwas measured at about

18°C for 16 unconnected cells on February 5, 2024, i.e., 504 days after the voltages were initially measured. The

mean voltage is only less than 12 mV smaller than the mean voltage of the first measurement, so the self-discharge

rate is significantly smaller than 1%/year. However, the cycling board introduces a leakage current in the order of

200 μA that gradually discharges the cells at roughly 50%/year. The leakage current is presumably mainly caused by

the input bias currents of the current-sense amplifiers used in the cycler board. A conceivable solution to prevent this

would be to separate the cells from the cycling circuit with relays if the cell is resting or reached its EOL.
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The main experiment started on October 12, 2022, with the first CU. The second CU followed

a week later, all others at intervals of 3 weeks until the last regular CU 28 starting on April 17,

2024. Due to a failure on the thermal management board, cycling was stopped on May 27, 2024.

A manual check-up (CU 29) at room temperature was carried out between May 29 and June 1,

2024, marking the end of the experiment.

All cells are typically operated under the specified operating conditions until an end-of-life (EOL)

condition of the cell is met. The operating temperature, C-rate, or SoC range is not altered over

time. The capacity-based EOLcap is reached if the estimated remaining usable capacity based on

Equation 7.1 is smaller than 40% of the nominal capacity Cn of the cell in regular operation or

less than 50% of Cn when measured in check-ups.

Crem,usable,est =

∣∣∣∣ ∆Q

SoCend − SoCstart

∣∣∣∣ = ∣∣∣∣ ∆Q

∆SoC

∣∣∣∣ (7.1)

ΔQ is the charge processed in the last charging or discharging procedure. Using the cell terminal

voltage and the LUT in Table A.8, SoCstart is determined just before the charging or discharging

process starts, and SoCend at the end, after a rest time of five minutes. Hence, the minimum rest

period between charging and discharging operations or consecutive discharging profiles during

regular operation and check-ups is five minutes.

The EOLimp is reached if, for more than half of the EIS measurements (either at room or at

operating temperature), the reference impedance Zref defined by Equation 7.2 is larger than three

times the initial reference impedance Zref,init measured in the first check-up. It is calculated using

the average amplitude of the complex impedance z at four predefined, relatively arbitrary chosen

frequencies.

Zref =
|z(10 Hz)|+ |z(2.083 Hz)|+ |z(0.5 Hz)|+ |z(0.2083 Hz)|

4
(7.2)

All measurements, derived variables, and states are logged every two seconds, forming the “LOG”

dataset. After every charging or discharging procedure in regular operation, a check-up, or in other

modes, an end-of-charge “EOC” data packet is stored. The “EIS” dataset includes the results of

all EIS measurements, and the pulse pattern curves are stored in the “PULSE” dataset. In addition

to the datasets collected during the experiment, configuration files (“CFG”) are defined before

the experiment, which inform about the operating conditions. After the experiment, extended

log files (“LOGEXT”) and post-processed log files (“LOG_AGE”) are derived. The latter can

be used for modeling since they only include the most relevant variables with a lower temporal

resolution, and data gaps are filled.
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7.1.4 Results and discussion

Data collected by the test bench during the first 449 days of the experiment, i.e., until January 4,

2024, is presented in this chapter. The data is publicly available online [R1] and explained in a

paper published in Nature Scientific Data [J1].

Before the experiment was started, the OCV of the cells used in the experiment (and one extra

cell for test purposes) was measured at a temperature of around 18°C to find indications of

production tolerances. As depicted in Figure 7.11a, the OCV ranged from 3.5418 to 3.5623 V

(mean: 3.5558 V, standard deviation: 2.0 mV).
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Figure 7.11: a) Initial OCV measured before the start of the experiment with steady-state temperature during the mea-

surement, b) remaining usable discharge capacity measured in the first CU (i.e., before regular cycling) at

25°C — adapted from [J1]

As mentioned, the degradation of battery cells becomes apparent in a loss of usable capacity

and an increase in impedance. However, the cell’s usable capacity and effective impedance also

depend on its operating condition (e.g., the temperature or current rate). Therefore, the test results

collected during the CUs, in which all cells are characterized under comparable conditions, are

used to analyze how different operating conditions affect aging. The initial remaining usable

capacity of all cells measured at the beginning of the experiment is shown in Figure 7.11b. It was

measured at 25°C in the first CU and ranged from 2.9263 to 2.9706 Ah (mean: 2.9495, standard

deviation: 8.586 mAh, maximum deviation from mean: +0.72/−0.79%).
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Figure 7.12: Development of the remaining usable capacity of all calendar aging cells as a function of time, relative to

the first measurement of each cell, measured at room temperature in the check-ups — gray trajectories in

the background: all calendar aging cells, i.e., overlay of cells aging at all SoCs and temperatures

The development of the remaining capacity for all calendar aging cells is shown in Figure 7.12.

The x-axis represents the time since the start of the experiment in days. The y-axis depicts the

relative remaining discharge capacity compared to the value collected in the first check-up, i.e.,

the capacity fade over time. The cells are divided into four graphs based on the SoC at which

they rest during regular operation, from the lowest (10%) to the highest SoC (100%). Each

trajectory represents one cell. The color of the trajectories indicates the operating temperature of

the cells. Dark blue lines show the capacity fade of cells that rested at 0°C at the respective SoC.

Turquoise lines represent cells at 10°C. Orange lines stand for 25°C, and red lines represent 40°C.

In addition, the capacity fade of all other SoCs and temperatures is shown in the background of

each graph in semi-transparent gray to assist the comparison of all calendar aging cells. It can be

clearly seen that higher temperatures cause faster capacity fade. In general, higher SoCs cause

more capacity losses as well. The fade is relatively high in the beginning and gradually slows

down. For cells aging at 40°C and an SoC of 90% or 100% and the cell resting at 25°C and

100%, the capacity fade is significantly accelerated again after the remaining capacity falls below

approximately 90% of the initial capacity.

In the literature, it is widely reported that the dominant aging mechanism for calendar aging cells

is SEI layer growth, which is stronger at higher cell temperatures and voltages [374, p. 2212], [394,

p. 696]. This behavior is also largely supported by the measurement data. However, it should be

considered that the cells not only face calendar aging but also experience unavoidable cyclic aging

due to the CUs. After 449 days, the cells aging at an SoC of 10% experienced about 43 equivalent

full cycles (EFCs), while the cells at 100% passed 60 EFCs.

A rather unexpected result is that the capacity fade at an SoC of 90% tends to be noticeably higher

than at 50 or 100% for cells resting at 40°C. Similar to this observation, multiple other aging

studies also reported higher capacity fades at an SoC of 70 to 90% compared to smaller SoCs and
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100% [611, p. 58], [625, p. 9], [630]. The exact reason for and characteristic of this effect in the

experiment is uncertain. It might depend on the exact composition of the anode, cathode, and

electrolyte material and the geometry of the cell and its electrode layers, particularly the size of the

overhang causing a passive electrode effect [625, 630]. Keil [611, p. 58] even reported differences

between cells of different production lots. Another uncertainty is which fraction of the capacity

losses is reversible (as typical for the passive electrode effect) and could thus be recovered by

suitable operating strategies, for example, applying a slow charge and discharge cycle or keeping

the cells at another SoC for extended periods (compare [570]). In this context, the design of the

experiment, particularly the check-ups, also influences the measured capacity, and the capacity

loss in a real operation could be lower.

The capacity fade for all cyclic aging cells is presented in Figure 7.13. The relative remaining

discharge capacity measured in the CUs, i.e., the capacity fade, is shown on the y-axis as a

function of equivalent full cycles (EFCs) on the x-axis. It is calculated by dividing the average of

0 1000 2000 3000

0.5

0.6

0.7

0.8

0.9

1.0

So
C 

ra
ng

e:
 0

10
0

%
re

l. 
re

m
ai

ni
ng

 c
ap

ac
ity

Aging at charge rate: 1/3C,
discharge rate: 1/3C

0 1000 2000 3000

0.5

0.6

0.7

0.8

0.9

1.0
Aging at charge rate: 1/3C,

discharge rate: 1C

0 1000 2000 3000

0.5

0.6

0.7

0.8

0.9

1.0
Aging at charge rate: 1C,

discharge rate: 1C

0 1000 2000 3000

0.5

0.6

0.7

0.8

0.9

1.0
Aging at charge rate: 5/3C,

discharge rate: 1C

0 1000 2000 3000

0.5

0.6

0.7

0.8

0.9

1.0

So
C 

ra
ng

e:
 1

0
10

0
%

re
l. 

re
m

ai
ni

ng
 c

ap
ac

ity

0 1000 2000 3000

0.5

0.6

0.7

0.8

0.9

1.0

0 1000 2000 3000

0.5

0.6

0.7

0.8

0.9

1.0

0 1000 2000 3000

0.5

0.6

0.7

0.8

0.9

1.0

0 1000 2000 3000
number of equivalent full cycles  

0.5

0.6

0.7

0.8

0.9

1.0

So
C 

ra
ng

e:
 1

0
90

%
re

l. 
re

m
ai

ni
ng

 c
ap

ac
ity

Aging at
40 °C
25 °C
10 °C
0 °C

0 1000 2000 3000
number of equivalent full cycles  

0.5

0.6

0.7

0.8

0.9

1.0

0 1000 2000 3000
number of equivalent full cycles  

0.5

0.6

0.7

0.8

0.9

1.0

0 1000 2000 3000
number of equivalent full cycles  

0.5

0.6

0.7

0.8

0.9

1.0

Figure 7.13: Development of the remaining usable capacity of all cyclic aging cells as a function of equivalent full

cycles (EFCs), relative to the first measurement of each cell, measured while discharging at room temperature

in the check-ups — data of all cyclic aging cells in gray in the background
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the charged and discharged charge throughput by the nominal capacity Cn of the cell (3.0 Ah).

Similar to the previous figure, the colors of the trajectories indicate the operating temperature of

the cells (blue: 0°C, turquoise: 10°C, orange: 25°C, red: 40°C). The capacity fade of all other

cyclic aging cells as a function of EFCs is shown in the background in gray. The parameter sets

are subdivided according to the charge and discharge rate combinations (left: lowest charging and

discharging rate, right: highest rates) and SoC ranges in which the cells are cycled during regular

operation (from 0–100% in the top row to 10–90% in the bottom row). Data for all CUs collected

in the first 449 days of the experiment is included. Most cells reached their EOL because the

estimated remaining usable capacity was lower than 40% of the nominal capacity during cycling

(compare Equation 7.1), or the BMS disabled the cell due to an overcharge event. This event

typically occurs in the first regular operation charge procedure after a CU. In this case, the charge

charged into the cell is either 5% larger than Cn or the estimated SoC reaches 125%, i.e., 25%

more charge than expected could be charged into the cell. The reason for reaching the EOL, e.g.,

due to capacity fade, an overcharge, or repeated overtemperatures, is documented in the “Cycling

Experiment Cell Overview” spreadsheet in the published dataset [R1] for each cell.

In contrast to the calendar aging cells, cycling at low temperatures causes the highest capacity

losses, particularly at high C-rates and wide SoC ranges. Charging with high C-rates at low

cell temperatures (e.g., 5/3 C at 0°C) has a devastating effect on the lifetime of the cell. In the

most severe cases, when charging to 100% with the maximum charging rate (5/3 C) at 0°C,

the remaining capacity was less than 70% of the nominal capacity after only 60 EFCs. When

reducing the charging rate to 1/3 C and the SoC range to 10–90%, the cells at 0°C maintain an

SoH of 70% for more than 800 EFCs.

The two groups of cells charging with the lowest charging rate of 1/3 C from 10 to 90% at a

moderate temperature of 25°C maintain the highest capacity of all cyclic aging cells. After 449

days and over 1560 EFCs, the SoH of the cells also discharging with 1/3 C under this condition

remains between 82.8 and 84.3%. The cells using the higher discharge rate of 1 C preserve 81.3

to 81.8% of their capacity in the more than 2220 EFCs completed during the same period.

High charging rates only resulted in a large number of EFCs if the temperature of the cell was

sufficiently high (e.g., 40°C) and the end-of-charge voltage was limited below 4.2 V (100% SoC),

i.e., 4.092 V (90% SoC) in the experiment. For cells cyclic between 10 and 90% with the highest

charging rate and temperature, the SoH falls below 70% after 1200 to 2400 EFCs.

The remaining capacities for all cells agingwith theWLTP driving profile are shown in Figure 7.14

as a function of EFCs and driving distance in the corresponding driving cycle. Similar to the

cyclic aging cells, high charging rates significantly accelerate capacity fade if the cell is not warm

enough. Slow charging to 100% also decreases lifetime, particularly for extreme temperatures.

The leading cause of the fast capacity fade at 40°C with an SoC limit of 100% is likely SEI layer

growth. Lithium plating might dominate for low temperatures, even with moderate charging rates
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Figure 7.14: Development of the remaining usable capacity of all cells aging with the WLTP driving profile as a function

of EFCs and driving distance, relative to the first measurement of each cell, measured while discharging at

room temperature in the check-ups — data of all profile aging cells in gray in the background

(1/3 C at 0°C and 5/3 C at 0 to 25°C). At 40°C, a high charging rate has almost no detrimental

impact on capacity fade compared to charging with 1/3 C, at least up to 1000 EFCs, or an SoH of

around 80%. This highlights the importance of preheating the EV battery before fast charging.

The emulated EV battery maintains 70% of the nominal capacity for at least 600 EFCs for all

operating conditions except for cells fast-charging at temperatures below 25°C. This corresponds

to a driving distance of more than 240,000 km in the complete WLTP profile or 180,000 km in

the extra highWLTP profile. For less extreme conditions, e.g., a maximum charging limit of 90%

or temperatures from 10 to 25°C, the battery even maintains 70% of Cn for more than 1000 EFCs

or an equivalent of 400,000 km. The highest number of cycles is achieved if the cell rests at 25°C

and cycles from 10–90% or 10–100%, or if it rests at 40°C and cycles from 10–90%. In this case,

after 449 days and 1000 EFCs or 400,000 km, all cells still maintain approximately 80% of Cn.

However, in real conditions, the cell experiences an additional capacity fade due to calendar aging,

which is smaller under the accelerated test conditions of the experiments. On the other hand, the

cell model and its chemistry is already approximately ten years old, as indicated by the data sheet

and the technical specification of the cell [627, 628]. Even though newer, more powerful, and

durable cells could not be acquired for this aging investigation, modern EV batteries will likely

have a noticeably longer lifetime due to the rapid developments in battery research and production

(compare [368, 606]).

The battery degradation is also apparent in an increase in impedance. Besides aging, the complex

impedance of Li-ion battery cells strongly depends on the excitation frequency, temperature, and

SoC. More than 35,000 EIS measurements were captured in the experiment. Selected results are

presented in Figure 7.15. These and many other plots can also be inspected interactively in more
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detail by opening the result plot examples in the published dataset [R1].

The impedance curves for all CUs are superimposed in the diagrams. As typical for EIS plots

in the literature, the imaginary axis is inverted. For points above the real axis (negative Im{z}),

the cell shows a capacitive behavior, and below the real axis (positive Im{z}), the impedance

is inductive. In Figure 7.15a/b, the color of the curve indicates the time of the experiment,

and in Figure 7.15c/d, it indicates the number of equivalent full cycles the cell completed. In

Figure 7.15e, the color indicates the operating and measurement temperature during the EIS.

In Figure 7.15f, it represents the SoC during the measurement. In all plots, the impedance is

shown for a frequency of 10 kHz (lower left) to 50 mHz (upper right, highest impedance). The

intersection of the real axis was measured at around 1 kHz independent of the temperature, age,

and SoC. The local minimum (atRe{z} ≈ 18mΩ in Figure 7.15a) is at approximately 0.5–5 Hz.

The impedance measurements at very high and very low frequencies (particularly above 2 kHz

and below 0.5 Hz) are subject to larger measurement errors, as evident from several outliers.

Figure 7.15a shows the frequency-dependent impedance of the three calendar aging cells resting

b) calendar aging at SoC = 100%, T = 40°C
(measured at SoC = 50%, T = 25°C)

c) cycling at +1C/–1C, 10-90%, 25°C
(measured at SoC = 50%, T = 25°C)

a) calendar aging at SoC = 10%, T = 10°C
(measured at SoC = 50%, T = 25°C)

d) cycling at +5/3C/–1C, 10-100%, 10°C
(measured at SoC = 50%, T = 25°C)

f) calendar aging at SoC = 50%, T = 10°C
(measured at SoC = 10/30/50/70/90%,
T = 10°C)

e) calendar aging at SoC = 50%,
T = 0/10/25/40°C
(measured at SoC = 50%,
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Figure 7.15: Selected electrochemical impedance spectroscopy (EIS) measurements: Color-coded aging dependency

of the impedance (measured in the CUs at RT and 50% SoC) for parameter sets with different supposed

dominant agingmechanisms: a) little impedance increase (but a considerable variation of initial impedance),

b) significant SEI layer growth, c) intense cyclic aging, d) severe lithium plating. Color-coded dependency

of e) cell temperature and f) SoC during the EIS measurement for calendar aging cells resting at 50% SoC

and resting and measured at different operating temperatures (e) or 10°C (f).

212



7.1 Data collection

at 10% and 10°C during regular operation. The impedances are measured in the CUs — in this

example, at 25°C and an SoC of 50%. The calendar aging cell experiences minimal capacity fade,

which is also reflected by the negligible impedance increase. However, it can be seen that the

impedance of the cells in the experiment slightly differed even at the beginning of the experiment,

by about 5.5% at 1 kHz.

The calendar aging cells resting at 100% and 40°C not only show a significant capacity fade but

also a remarkable impedance increase, as seen in Figure 7.15b. At frequencies above 1 kHz, the

complex impedance curves seem to be stretched along the real axis. The impedance magnitude |z|

at 1 kHz increases from 14.4 mΩ to 23.0 mΩ, i.e., by 60%, in the first 449 days of the experiment.

As for the capacity fade, the increase in impedance is likely mainly caused by SEI layer growth.

It is expected that cells cycling with +/−1 C from 10–90% at 25°Cmainly experience cyclic aging,

and calendar aging due to SEI layer growth is comparatively small. As shown in Figure 7.15c,

the impedance also increases over the whole frequency range during the 3400 EFCs that the cell

cycled in 449 days. Unlike the calendar aging cells, the capacitive part at lower frequencies around

the local minimum at 1 Hz increases noticeably.

Among the cells for which severe lithium plating is expected to be the dominant aging mechanism

are those charging with 5/3 C from 10–100% and discharging with 1 C at 10°C. The cells only

survived three CUs, and their impedance increased significantly after only 108–126 EFCs at CU 3,

as depicted in Figure 7.15d.

Figure 7.15e shows the temperature-dependency of the impedance during the measurement for all

calendar aging cells resting at 50%. The temperature and SoC during the EIS measurement are

similar to what the cells experience during regular operation, i.e., outside the check-up. The cells

do not face a large capacity fade or impedance increase. However, the measurement temperature

greatly influences the impedance: the colder the cell, the higher the impedance.

The dependency of SoC during the measurement is shown in Figure 7.15f for all calendar aging

cells resting at 50% at 10°C. Again, the cells face little capacity or impedance increase over time,

but the SoC significantly impacts the impedance. However, unlike the dependency ofmeasurement

temperature, the SoC-dependency of the impedance is only noticeable for frequencies below

1 kHz. The impedance amplitudes in the local minima at around 1 Hz are almost similar for the

SoCs of 30, 50, and 70% but significantly higher for 90% and particularly 10%.

Since the EIS plots are relatively complex to analyze, the reference impedance Zref was calculated

for each EIS measurement to reduce the result to one simple value (compare Equation 7.2 in

Chapter 7.1.3). The development of the impedance over time or the EFCs is shown in Figure 7.16

to Figure 7.18. Individual outliers with significantly lower Zref values are caused by measurement

errors in the EIS, for example, if one of the data points used for Zref has a lower or invalid value.

When comparing the development of Zref with the capacity trajectories of Figure 7.12 to Fig-

ure 7.14, it can be seen that these two symptoms of aging relate closely. For parameter sets and
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Figure 7.16: Development of the reference impedance of all calendar aging cells measured at 25°C

Figure 7.17: Development of the reference impedance of all cyclic aging cells measured at 25°C

Figure 7.18: Development of the reference impedance of all cells aging with driving profiles measured at 25°C

times in the experiment, in which the capacity decreases faster, the impedance typically also

increases faster. However, while the capacity decrease is often faster in the beginning and then

slows down before rapidly accelerating again, the impedance generally increases relatively linearly

most of the time. Nevertheless, just before the EOL, it also steeply increases. This can be seen

when comparing the cells cycling with +1/3 C/−1 C from 0–100% at 40°C (red curves in the

second column of the top row in Figure 7.13 and Figure 7.17). The capacity decreases strongly

in the first 200 cycles, moderately up to around 800 EFCs, and then steeply again afterward.
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However, impedance increases almost linearly from 0 to 800 EFCs and faster afterward.

Interestingly, the unexpected intense capacity loss for the calendar aging cell resting at 90%

and 40°C compared to the cells at 50 and 100% (Figure 7.12) cannot be seen in the impedance

development in Figure 7.16. Instead, the aging of impedance progresses as expected for calendar

aging: the higher the temperature and SoC, the more severe the cell degradation. According to

the literature, this can be attributed primarily to the higher growth rate of the SEI layer under

these conditions.

The three cells cycling with +1/3 C/−1 C from 10–90% at 0°C experience by far the highest

reference impedance increase (from 19 to about 80 mΩ), even though their capacity fade was not

the highest measured of all cells.

The development of the impedance of the cells over time can also be analyzed using the pulse

pattern measurements. The results for selected parameter sets are shown in Figure 7.19. Further,

interactive plots are included in the published dataset [R1].

a)calendar aging at 10%, 10°C

(measured at 50%, 25°C)

b)calendar aging at 100%, 40°C

(measured at 50%, 25°C)

CU 1

CU 23

c) cycling at +1C/–1C, 10-90%, 25°C

(measured at 50%, 25°C)

CU 1

CU 23

d)cycling at +5/3C/–1C, 10-100%, 10°C

(measured at 50%, 25°C)

CU 1

CU 2

CU 3

CU 1

CU 23

Figure 7.19: Cell voltage versus time during the pulse pattern measurement (current excitation shown in Figure A.7) at

50% SoC and 25°C — overlay of the measurements of all CUs and all cells of the presented parameter set

The dataset [R1] also includes raw log data (“LOGEXT”) with a two-second resolution during

the complete test period of each cell for various measurements, such as the cell voltage, current,

temperature, charge, and energy, the estimated SoC and OCV, as well as operational states. A

two-day extract of the log dataset for a cell during a check-up
4
is shown in Figure 7.20.

Many interesting phenomena can be analyzed in the log dataset that cannot be seen in the result

datasets. For example, unusual current and voltage patterns were measured during some charging

processes in which lithium plating is expected. Usually, a CC-CV charging process consists of a

phase with a constant current until the maximum voltage is reached. Then, the constant voltage

phase begins while the current declines (also compare Figure 6.5a). However, the currents and

voltages look different in the two instances shown in Figure 7.21. In the first case, the current

rises again during the CV phase (see arrows in Figure 7.21a). According to Ringler et al. [414],

4
P063-1; S16:C05; CU 5 — i.e., parameter 063, cell number 1; slave 16, software channel 05 = hardware channel 6

of 12; December 21 to 23, 2022 — cyclic aging with +1 C/−1 C from 10–90% at 40°C
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Figure 7.20: Selected raw log data variables during a complete check-up procedure—screenshot of theGrafana dashboard,

annotated with scheduler state variables — adapted from [J1]
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this behavior is an indication of lithium stripping, i.e., a reversal of the Li plating reaction. In

the second case, the current increase in the initial CV phase is so intense that there is a second

CC phase, followed by a second CV phase (see arrows in Figure 7.21b). In both cases, the cell

temperature rises significantly — up to 17 K, even though the cells are liquid-cooled. In addition,

the charge charged into the cells is larger than expected. Based on the charge added, the BMS

of the cycler estimates an SoC of 125% before the charging process is stopped and the cell is

permanently disabled for safety reasons.
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Figure 7.21: Unusual current and voltage patterns in the CC-CV charging process of cells for which lithium plating

is expected (last cycles of two cyclic aging cells before the cells were permanently disabled) — a) 10°C,

+1 C/−1 C, 10–100%, b) 10°C, +1 C/−1 C, 0–100%

Another event can be observed for a cell
5
charging with +1/3 C and discharging with −1 C

between 10 and 100% at 10°C. On August 10, 2023, the measured cell voltage suddenly dropped

from 4.04 V to approximately 0.4 V. This indicates that the cell was disconnected from the

cell measurement electronics. However, a manual measurement revealed that it was properly

connected to the cycler, but the cell itself became high-impedance, suggesting an internal open

circuit. A comparison of the faulty cell with a new, almost unused cell (see Figure 7.22) indicates

that the current interrupt device (CID) was activated. A CID and its interruption mechanism

5
P034-3 (S09:C06), i.e., the third cell tested at parameter set 34, mounted to slave 9, SW channel 6 (= HW channel 7)
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new cell defective cell

Figure 7.22: Comparison of the positive pole of a new, almost unused cell (left) with a faulty, high-impedance cell for

which a CID interruption is suspected (right)

are visualized and described by Li et al. [631]. The device protects the cell by interrupting the

current flow when the pressure inside the cell housing is too high. This can occur during a thermal

runaway or when significant amounts of gas have been generated inside the cell, for example, due

to over-currents (compare Figure 6.9).

The event occurred during a CU after the last EIS measurement at RT and an SoC of 90%. The

cell was not used during and in the last 1 1/2 hours before the event, i.e., the cell current and

power were zero. No temperature change was observed before, during, or after the event. The

cell was not misused according to the BMS since the cell would have been disabled in this case.

Therefore, an overcharge, an undercharge, or a thermal runaway can be excluded. However, small

amounts of gas can also be generated during the regular operation of Li-ion cells [410]. The

cell’s estimated remaining usable discharge capacity during the CU was only 1.5762 Ah (SoH =

52.5%), i.e., the cell experienced severe aging during the 1260 EFCs that it cycled. Therefore,

regular gas generation was likely the cause of this event.

Another cell, charging with +1/3 C and discharging with−1 C using an SoC range of 10 and 90%

at 10°C, also experienced an open-circuit fault
6
. The cell was disabled due to severe capacity

fade 40 days before the incident but still remained in the temperature-controlled pool. The event

occurred during a temperature change from 10 to 25°C at the beginning of a CU. An activation

of the CID due to thermal expansion of previously generated gas could explain this open-circuit

fault. However, in contrast to the defective cell in Figure 7.22, the metal plate beneath the positive

pole of the cell is barely deformed.

6
P038-3 (S10:C03) on November 22, 2023 — SoH of 60% in the last CU, approximate SoH of 40% in the last regular

cycle, after 1648 EFCs
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7.2 Aging model

A semi-empiric battery degradation model for the capacity fade of Li-ion cells was derived using

the data collected in the battery aging investigation. The model aims to address several limitations

of many existing models (compare [394, p. 701]):

• Dynamic operation: For many (semi-)empirical battery aging models, equations or LUTs

were fit tomeasurement results using the nominal, constant test parameters defined in the test

matrix (see Figure 7.3) as an input, for example, I = 3A and T = 25°C. Instead, themodel

developed in this thesis shall account for a dynamic operation with varying conditions —

e.g., I(t), T(t) — by aiming to reconstruct the underlying aging mechanisms. This increases

the chances for accurate modeling under realistic, dynamic operating conditions. Using log

data with high temporal resolution instead of the constant nominal operating conditions as

input also accounts for variations of the temperature in the test bench, e.g., caused by the

self-heating due to power losses or local temperature variations in the pool, and by varying

current rates, e.g., in the CV phase of the charging and discharging procedures.

• Diversity: The model uses aging data of 76 different test conditions collected from 228

cells as an input. Three different aging modes (calendar aging, cyclic aging, and EV driv-

ing profiles) were investigated, with varying temperatures, SoCs, DoDs, and independent

charging and discharging rates. Because this dataset is one of the most comprehensive and

diverse in the literature (compare Table 6.3), it has the potential to be accurate in a broader

range of operating conditions than existing models (compare Table 6.2).

• SoH limit: While many models focus on the capacity fade until only 70 or 80% of the

nominal capacity is left, this model uses aging data up to a minimum SoH of 40% and

aims to model the capacity fade regardless of the SoH. This is particularly important for

second-life applications.

• Path dependency: Although a capacity measurement of an aged battery gives information

about the remaining capacity, it does not provide insight into how the capacity will develop

during subsequent operation. Therefore, two aged cells with the same remaining usable

capacity can have completely different remaining useful lives (RULs), even if operated

under similar conditions. This can be considered if the aging model attributes degradation

to the different underlying aging mechanisms instead of solely focusing on the remaining

capacity as a state variable. If such a model is operated as a digital twin during the life of

the EV, various second-life operating strategies could be simulated with it to estimate the

RUL in a second-life application or how the operation could be adapted for optimal use.

Information on the degradation model and its state variables reflecting past wear could also
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be used in a digital product passport to provide valuable insight into the degradation of the

battery or individual cells for their subsequent application.

• Transferability: The model is intended to facilitate transferability to other cells, among

others, by explaining the function and meaning of individual fitting parameters. They could

be fitted to similar cell chemistries using amuch smaller number of referencemeasurements.

However, the feasibility of a precise adaptation to other cells cannot be proven without

further extensive investigations.

7.2.1 Concepts and methods

The fundamental concept of the proposed battery aging model is the calculation of an incremental

capacity fade ΔQL for each time step Δt. ΔQL depends on the cell terminal voltage Vcell, the

cell current Icell, and the cell temperature. As previously discussed, the surface temperature of

the cell was measured in the data used to parameterize the model (see Figure 7.8). Therefore,

the temperature used to calculate ΔQL should also be the surface temperature Tsurface. If the

aging model is used in a simulation, a thermal model of the cell can be implemented in the

application model to calculate the surface temperature of the cell from its operating conditions

and the ambient or coolant temperature.

Different aging mechanisms are modeled: SEI layer growth, cyclic wearout, and lithium plating.

The cyclic wearout is divided into two terms: a general term (I) and one that is only effective at low

voltages (II). An individual capacity fade increment qL,k [i] is calculated for each agingmechanism

k in every modeling step i. All losses are added to obtain the total loss (see Equation 7.3a). The

model uses values relative to the nominal capacity Cn to facilitate adaptation to other cells (see

Equation 7.3b). The remaining usable capacity is calculated by subtracting the total losses from

the initial capacity Cinit, which might be higher than the nominal capacity (see Equation 7.3c).

qL,tot [i] = qL,SEI [i] + qL,cyc,I [i] + qL,cyc,II [i] + qL,pl [i] (7.3a)

QL,tot [i] = Cn · qL,tot [i] (7.3b)

Crem,usable [i] = Cinit −QL,tot [i] (7.3c)

In battery modeling literature, SEI layer growth is typically purely attributed to calendar aging.

The growth rate is high initially and then gradually slows down over time. Often, it is modeled

with a

√
t, or more generally, a t

z
dependency and a voltage- and temperature-dependent stress

factor function f:

QL,SEI/cal = f(T, V ) · tz (7.4)
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However, this prevents modeling SEI layer growth under varying conditions. In this simplified

model, the capacity losses would be reversed when the cell is first exposed to a large stress

factor (e.g., high temperature) and then to a lower stress factor (e.g., a lower temperature). Some

authors overcome this limitation by forming the derivative of Equation 7.4 with respect to time

and applying the resulting ΔQL for each time step, using the respective operating conditions of

this step [430].

Instead of a time-dependent SEI layer growth, the proposed model is time-invariant and instead

uses prior SEI layer growth as a means to reduce the SEI loss growth rate over time. The

underlying idea is that the potential to build up the SEI layer for a given operating condition is

approximately identical at any point in time, but the actual growth rate depends on the existing

SEI layer thickness. This results in the following equations:

fSEI(T, V ) = s0 · exp
(
s1 ·

(
1

T
− 1

Tref,SEI

))
· exp (s2 · (V − Vref,SEI)) (7.5a)

gSEI(T, V, qL,SEI) = fSEI(T, V )− s3 · qL,SEI (7.5b)

∆qL,SEI [i] =

{
gSEI [i] ·∆t [i] , if gSEI [i] > 0

0, otherwise

(7.5c)

qL,SEI [i+ 1] = qL,SEI [i] + ∆qL,SEI [i] (7.5d)

Here, fSEI is the “force” or potential to form the SEI, using an Arrhenius temperature dependency

and an exponential voltage dependency. The growth rate gSEI depends on fSEI and the overall

SEI losses accumulated to this point. Furthermore, ΔqL,SEI[i] is the capacity loss increment for

the discrete model step i. SEI decomposition and cracking are not modeled. Therefore, ΔqL,SEI

can only be positive. For a constant temperature and voltage, qL,SEI is an exponential function in

the form qL,SEI = a (1− exp(−b · t)). T is the cell surface temperature in Kelvin, V is the cell

terminal voltage in volts, and Δt is the time increment of the model step i in seconds, which can

be variable. The fitting variables of the SEI growth model are described in Table 7.4.

Table 7.4: Explanation of SEI layer growth fitting variables

s0 base SEI layer growth rate higher s0 → faster SEI growth / faster calendar aging

s1 temperature dependency higher |s1| → steeper temperature dependency (s1 < 0)

s2 voltage dependency higher s2 → steeper voltage dependency

s3 growth counterforce/limit higher s3 → SEI becomes more limited over time

Tref,SEI and Vref,SEI in Equation 7.5a can be arbitrarily chosen, but their value influences s0. It is

suggested to select values within the range of the experiment to facilitate automated or manual
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fitting, for example, the temperature and voltage of the calendar aging reference parameter set —

here: Tref,SEI = 298.15K (25°C) and Vref,SEI = 3.73 V (OCV at 50% SoC). In this case, fSEI

equals s0 at the reference operating point. This allows starting by fitting only s0 and s3 using the

reference parameter set. Afterward, s1 and s2 can be fitted while introducing a temperature and

voltage dependency. In this experiment, the fitting process was challenging because the calendar

aging cells experienced significant cyclic losses due to the frequent CUs. Therefore, fitting SEI

growth using calendar aging experiments with as few CUs as possible is recommended.

In the literature, cyclic aging is often modeled with a dependency on the number of cycles (or

full cycles) N, the charge throughput Qtot or “Ah” (i.e., the overall processed charge in Ah), or the

energy throughput Etot or “Wh” (in Wh):

QL,cyc = f(T,C, ...) ·Nz
(7.6a)

or QL,cyc = f(T,C, ...) ·Ahz
tot (7.6b)

or QL,cyc = f(T,C, ...) ·Whz
tot (7.6c)

Typical dependencies selected for the stress factor function f are the temperature T and the C-rate

C, usually regardless of whether the cell is charged or discharged. Sometimes, the DoD is also

included. For cyclic aging, the exponent z is usually set to 1, i.e., the capacity fade is linear with

respect to the number of cycles or the charge/energy throughput.

For the proposed model, cyclic aging is expected to depend on the processed charge (i.e., the

number of lithium-ions passing through the separator and intercalating into the electrodes).

However, due to capacity fade, the charge processed during a charge-discharge cycle changes over

time. Therefore, a vaguely defined charge-discharge cycle N or the energy throughput Etot is less

suitable, and the charge throughput or number of equivalent full cycles (EFCs) is preferred. An

argument against using EFCs is that the charge can differ when charging and discharging the cell

since the coulomb efficiency is typically smaller than 1, particularly for severely aged cells. This

complicates the definition of an EFC. Therefore, the proposed model uses a value related to the

overall charge throughput, which includes both charging and discharging. More precisely, the

relative charge q is defined for this purpose (compare Equation 7.7d). It is independent of the

nominal capacity of the cell and also considers that a given charge quantity (e.g., 1 Ah) is more

stressful to process for an aged cell with a smaller remaining capacity compared to a pristine cell.

Instead of the cell current in ampere or the general C-rate (relative to the nominal cell capacity Cn),

a “relative” C-rate crel is used to calculate the relative charge q while charging and discharging (see

Equation 7.7d). The relative C-rate is calculated by dividing the cell current with the remaining

usable capacity Crem,usable (Equation 7.7e).

The charging current significantly impacts cyclic aging, which is separately modeled in the lithium

plating model. The discharge current influences aging indirectly through the cumulative charge
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that depends on it. However, the measurement data of this study suggests that the discharge rate

has no further direct impact on aging. While this is the case for the discharging rates of 1/3

and 1 C selected in this experiment, significantly higher discharge rates (e.g., 4 C) might have

an additional, direct impact on aging, which this model does not cover. The underlying aging

mechanisms could be SEI cracking, structural disordering, graphite exfoliation, or gas generation

(see Figure 6.9).

According to the literature on battery aging, cycling with a higher DoD generally causes more

degradation [494]. This is also confirmed by the dataset collected for this thesis. However, the

voltage range at which the battery is operated using a certain DoD significantly impacts aging as

well. For example, in an aging study of Zhu et al. [541], cells operated with a similar DoD of

20% faced vastly different capacity losses depending on the SoC window (e.g., 5-25%, 35-55%,

or 75-95%). On the other hand, some cells tested with a significantly different DoD, but the same

upper SoC limit (e.g., 25-85% vs. 65-85%, i.e., a DoD of 60% vs. 20%) faced relatively similar

losses (see Fig. 1 and Fig. S3 in the supplementary data [541]). The cells cycling with a smaller

DoD (65-85%) even experienced slightly higher capacity losses than those with a larger DoD

(25-85%), presumably because they rested at higher voltages more often and thus experienced

more SEI losses. Hence, it is questionable whether the differences in aging for different DoDs

are really caused by the differences of the DoD itself or rather because the cell is operated

throughout different voltage ranges for different DoD values. Based on these considerations, the

proposed cyclic aging model does not consider DoD directly but, instead, the voltage difference

to a reference voltage (see Equation 7.7a). The equation also includes an exponential term that

accelerates aging after the characteristic tipping point around an SoH of 80%.

Similar to the measurement results of Zhu et al. (compare [541, Fig. 1]), the data presented in

this work suggests that there are significantly higher losses for low voltages. This can be seen

when comparing the capacity fade trajectories in Figure 7.13 for the SoC ranges of 0–100% and

10–100% at low charging rates of 1/3 C, for which no plating is expected. As a solution for this

behavior, the proposed cyclic aging model is divided into a general cyclic aging term and a term

that is only effective at low voltages (see Equations 7.8a–d). The cell terminal voltage instead

of the SoC was chosen because, for most chemical reactions, the cell’s voltage or the underlying

internal potentials are expected to be more relevant than the SoC, which is more difficult to

determine or even define accurately and uniquely.

The resulting general cyclic aging model is:

fcyc,I(V, qL,tot) = w0 · |V − Vref,cyc,I |
· exp (w1 ·max (0, qL,tot − w2)) (7.7a)

gcyc,I(V, qL,tot, qL,cyc,I) = fcyc,I(V, qL,tot)− w3 · qL,cyc,I (7.7b)

223



7 Battery aging investigation

∆qL,cyc,I [i] =

{
gcyc,I [i] ·∆q [i] , if gcyc,I [i] > 0

0, otherwise

(7.7c)

∆q [i] = |crel [i]| ·∆t [i] (7.7d)

crel =
Icell

Crem,usable
(7.7e)

qL,cyc,I [i+ 1] = qL,cyc,I [i] + ∆qL,cyc,I [i] (7.7f)

Similar to the SEI model, the cyclic aging growth rate gcyc,I is not linear but modeled using the

force function fcyc,I and a counterforce proportional to previous cyclic capacity losses. Only

irreversible losses are modeled here as well, i.e., ∆qL,cyc,I > 0. Again, V is the cell terminal

voltage in volts, and Δt is the time increment of the model step i in seconds. The fitting variables

w0, w1, w2, and w3 are presented in Table 7.5.

Table 7.5: Explanation of general cyclic wearout fitting variables

w0 base wearout rate higher w0 → higher/faster cyclic aging

w1 wearout acceleration higher w1 → aging accelerates faster

w2 acceleration tipping point higher w2 → acceleration starts later / at higher qL

w3 wearout counterforce/limit higher w3 → wearout becomes more limited over time

Vref,cyc,I in Equation 7.7a was set to 3.73 V, which is the OCV of a new cell at an SoC of 50%.

However, Vref,cyc,I could also be treated as a fitting variable, particularly for experiments in which

significantly more SoC ranges and DoD variations have been investigated.

The additional cyclic aging model effective at low voltages is similarly calculated:

fcyc,II(V, T ) = c0 · exp
(
c1 ·

(
1

T
− 1

Tref,cyc,II

))
·max (0, c2 − V ) (7.8a)

gcyc,II(V, T, qL,cyc,II) = fcyc,II(V, T )− c3 · qL,cyc,II (7.8b)

∆qL,cyc,II [i] =

{
gcyc,II [i] ·∆q [i] , if gcyc,II [i] > 0

0, otherwise

(7.8c)

qL,cyc,II [i+ 1] = qL,cyc,II [i] + ∆qL,cyc,II [i] (7.8d)

The fitting variables are described in Table 7.6. Tref,cyc,II in Equation 7.8a can be set to an arbitrary

temperature in Kelvin (for example, equal to Tref,SEI), but its value influences c0.

In most semi-empirical models, lithium plating is not modeled at all (compare Table 6.2). The

reason might be that it is very challenging to model, and operating conditions allowing lithium
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Table 7.6: Explanation of fitting variables for cyclic aging at low voltages

c0 base wearout rate higher c0 → higher/faster cyclic aging at low voltages

c1 temperature dependency higher |c1| → steeper temperature dependency

(here: c1 > 0)

c2 threshold voltage (in V) higher c2 → losses already occur at increased voltages

c3 wearout counterforce/limit higher c3 → wearout becomes more limited over time

plating (e.g., charging at low temperatures using high charging rates and high SoC limits) should

generally be avoided in regular operation. However, lithium plating can also occur in mild

operating conditions for aged cells. It is expected to be the dominant driver of capacity fade

after the knee point, after which the fade rate increases significantly [412]. As indicated by the

measurement data, modeling lithium plating might be beneficial if the cell degradation should be

analyzed below a minimum SoH of around 80 to 85%. As seen by analyzing the knee points in

Figure 7.13, this is particularly the case if the cell is charged at low temperatures (10°C or below),

high charging rates (1 C or above), or high SoCs (above 90% or 4.1 V for the investigated cell).

Unlike SEI layer growth, lithium plating is not limited over time but is even expected to accelerate.

According to Yang et al., the reason could be “local pore clogging near the anode/separator

interface” [412, p. 28], as well as decreased porosity and increased resistance through significant

SEI layer growth (also compare [414]).

Generally, lithium plating can occur when the anode potential versus Li/Li+ is below 0 V.

Under these circumstances, lithium can be deposited on the graphite particle surface instead of

intercalating into it, often causing irreversible lithium losses [412–415]. The anode potential

is decreased with increased charging currents (compare [415, Fig. 2]) or for higher internal

resistances, which may occur due to lower temperatures, decreased anode porosity due to cyclic

aging, or increased SEI layer resistance [412].

Based on these considerations and after comparing several modeling approaches using the dataset

collected for this thesis, the following semi-empirical lithium plating model is proposed:

reff (T, qL,tot) = (p0 + (p1 ·max (0, p2 − T ))
p3) · exp (p4 · qL,tot) (7.9a)

Φa(V, T, qL,tot, crel) = Φ0
a,est (V )− reff (T, qL,tot) · crel (7.9b)

gpl(V, T, qL,tot, crel) = p5 · (−Φa(V, T, qL,tot, crel)) · |crel|p6
(7.9c)

∆qL,pl [i] =

{
gpl [i] ·∆t [i] , if gpl [i] > 0

0, otherwise

(7.9d)

qL,pl [i+ 1] = qL,pl [i] + ∆qL,pl [i] (7.9e)
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The effective relative resistance reff is determined using a temperature-dependent term and a term

that lets the resistance increase for rising overall capacity fade. Besides the exponential term in the

cyclic aging model in Equation 7.7a, the increasing resistance in the plating model is an additional

driver of accelerated aging after the tipping point. Again, T is the cell surface temperature in

Kelvin. Since no reference electrode is available in the cells, the open-circuit (equilibrium) anode

potential Φ0
a cannot be measured but has to be estimated. The anode potential presented in [632,

Figure 3] was used as a baseline to derive an approximation LUT Φ0
a,est(SoC). It was assumed

that for an SoC of 0% (ideal OCV of 2.5 V), x in LixC6 is 0.01, and for an SoC of 100% (OCV

of 4.2 V), x is 0.96. For x < 0.04, the anode potential of [498, Figure A1] was used since no

measurement values are shown for this range in [632, Figure 3]. This results in the Φ0
a,est(SoC)

dependency shown in Figure 7.23a. The LUT was then transformed to Φ0
a,est(Vcell) using the

SoC (OCVavg) dependency shown in Figure A.8 and Table A.8 so the cell terminal voltage can

be used as input
7
. Next, the piecewise linear approximation function shown in Equation 7.10 and

Figure 7.23b was derived based on the LUT for faster modeling.

Φ0
a,est(Vcell) =



2.5 V − 0.5905 · Vcell if 4.095 < Vcell

0.082 V if 3.83 < Vcell ≤ 4.095

0.8906 V − 0.2111 · Vcell if 3.65 < Vcell ≤ 3.83

0.12 V if 3.5 < Vcell ≤ 3.65

2.15 V − 0.58 · Vcell if Vcell ≤ 3.5

(7.10)

As shown in Equation 7.9c, the lithium plating rate is calculated using the base rate p5, the differ-

ence of the anode potential to 0 V, and a factor for the C-rate dependency (compare Equation 7.7e).

If p6 > 1, and the anode potential is negative, the plating rate is intensified for large relative C-rates

above 1 C and reduced for smaller C-rates. Since lithium stripping, i.e., the “dissolution of plated

lithium” [415, p. 44], is not modeled, the C-rate dependent factor helps consider that the overall

irreversible plating losses might be much smaller at lower plating rates compared to larger rates.

Part of the plated lithium might still intercalate into the graphite over time in moderate plating

conditions. However, in extreme conditions (e.g., at 0°C and a charging rate of 5/3 C), the dataset

suggests that larger plating rates seem to have a self-amplifying effect. A possible explanation

could be that above a certain plating rate, the anode is clogged by plated lithium so heavily that

7
Note: In the transformation, the cell terminal voltage Vcell was assumed to be equal to OCVavg for simplicity. This

estimation is not accurate but was chosen because the OCV and SoC estimations of the battery experiment data are

even less accurate, particularly for aged cells. If a reliable SoC or OCV estimation is available in the data, simulation,

or end application, the anode potential could be estimated using a function Φ0
a,est(SoC) or Φ0

a,est(OCV) instead.
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Figure 7.23: Estimated anode potential based on lithiation, SoC, and OCV

regular intercalation becomes increasingly impossible, and even more lithium is plated as a result.

The fitting variables summarized in Table 7.7 are used for lithium plating.

Table 7.7: Explanation of lithium plating fitting variables

p0 effective relative base resistance higher p0 → plating generally occurs more easily

p1 temperature-dependent part of reff higher p1 → temp.-dependent part more relevant

p2 temperature (in K) below which

p1 is relevant

higher p2 → temperature-dependent resistance in-

crease already at higher temperatures

p3 temperature dependency of

effective resistance

higher p3 → plating occurs more easily at colder

temp. compared to medium temp.

p4 aging dependency of resistance

(tipping behavior)

higher p4 → resistance increases stronger for aged

cells

p5 base plating rate higher p5 → if plating occurs, plating rate is faster

p6 C-rate plating rate dependency of

plating rate

higher p6 → steeper dependency if relative C-rate

> 1, less steep if < 1

In EVs and many other applications, the current rate and cell terminal voltage, which are relevant

for cyclic aging, often change relatively frequently. This raises the question of what temporal

resolution the aging model should have. Some battery aging models that factor in the DoD as a

stress factor use rainflow counting algorithms [633] or a “tolerance belt” [634] to eliminate micro

cycles before applying the battery aging model. However, this can significantly complicate and

slow down modeling. Instead, the proposed method uses averaged data with reduced temporal

resolution before applying the aging model. A resolution of ∆t = 30 s was found to be suitable
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when applying the aging model to the profile aging cells. For the data of calendar and cyclic aging

cells, changing the temporal resolution had almost no impact since the temperatures, voltages,

and currents are mostly constant or change only slowly. Hence, the same temporal resolution of

∆t = 30 s was used.

The complete capacity fade model is summarized in Figure 7.24. The cell terminal voltage,

current, surface temperature, and the model time increment are used as inputs. The model returns

the remaining usable capacity Crem,usable after the modeling step and the relative capacity fade

increment ΔqL,tot during the time step. The latter could be used in optimization algorithms to

optimize smart unidirectional or bidirectional charging strategies that minimize their impact on

battery degradation.

Cell aging model

Crem,usable [i+1]

Vcell [i]

Icell [i]

Tsurface [i]

Δt [i]

Crem,usable [i]

crel [i]

crel,c [i] QL,tot 
[i+1]

Cinit

qL,SEI [i]

Δqrel [i]

qL,tot [i]

qL,cyc,I [i] qL,cyc,II [i]

ΔqL,pl [i+1]

ΔqL,SEI [i+1] ΔqL,cyc,I [i+1] ΔqL,cyc,II  [i+1]

qL,tot 
[i+1]

Cn

÷ z-1

–

max (·,0)

SEI layer 
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+ z-1

cyclic 
wearout I

+ z-1

cyclic 
wearout II

+ z-1

lithium 
plating

x |·|
x

qL,tot [i] z-1

++ + ΔqL,tot [i+1]

+

Φa,est [i]
0

Φa,est [i]
0

Φa,est (·)
0

Φa,est (·)
0

Figure 7.24: Derived battery degradation model for the capacity fade

The 19 variables of the battery model were fitted by running the model with the battery aging log

dataset collected for this thesis, using averaged data with the aforementioned temporal resolution

of 30 seconds. The root mean square error (RMSE) between themeasured andmodeled remaining

capacity was used as the objective function to minimize and as an indicator to evaluate the model’s

accuracy. The remaining usable discharge capacities estimated in all CUs of the aging experiment

were compared with the predicted capacities of the model at the respective point in time. Since the

model error independent of the nominal capacity of the cell is of interest, the RMSE is normalized

to the nominal cell capacity. It is referred to as RMSE% in the following and was calculated:
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7.2 Aging model

• for each cell, using all available CU measurements of the cell j (NCU,cell,j):

RMSEcell,j =

√√√√ 1

NCU,cell,j

NCU,cell,j∑
i=1

(
Cmodel

rem,usable,i − Cmeas
rem,usable,i

)2

(7.11a)

RMSE%cell,j =
RMSEcell,j

Cn
(7.11b)

• for each parameter set, using all cells operated with the parameter set k (Ncells = 3):

RMSE%param,k =

√√√√ 1

Ncells

Ncells∑
j=1

(RMSE%cell,j)
2

(7.12)

• for the entire experiment, using all calendar, cyclic, and profile aging parameter sets

investigated in the experiment (Nparam = 76):

RMSE%tot =

√√√√ 1

Nparam

Nparam∑
k=1

(RMSE%param,k)
2

(7.13)

The shelf life of 685 days between the presumed cell production date (see Chapter 7.1.1) and the

start of the experiment (see Chapter 7.1.3) was also modeled using the average cell voltage of

3.5558 V measured before the experiment, and a constant estimated average storage temperature

of 18°C. The initial cell capacity right after production was assumed to be 3% higher than the

nominal capacity, i.e., Cinit = 3.09 Ah.

The optimization scripts [R3] and the model [R4] were implemented in Python. With 19 fitting

variables, exhaustive “brute-force” testing of all combinations of multiple values for each fitting

variable using data from all cells of the experiment is unreasonably time-consuming. Using

only three values for each fitting variable already results in 319 = 1, 162, 261, 467 combinations.

Gradient-based optimization algorithms may also have difficulties finding a satisfactory solu-

tion since there is no monotonic dependency between individual fitting variables and the overall

RMSE%tot. Therefore, automated optimization using the SciPy optimization library
8
with the

Nelder-Mead and SciPy’s “L-BFGS-B” method was complemented by many “manual” optimiza-

tion steps, in which selected fitting variables were varied individually or in combinations. This

also allowed guiding individual fitting variables toward ranges in which the model behaved as

intended for specific aging model characteristics (e.g., for modeling the tipping point or adjusting

8
https://scipy.org
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the temperature-dependency of the effective resistance based on EIS measurements of the exper-

iment). After each manual optimization iteration, the modeled capacity fade trajectories were

visually inspected. This was significantly more informative than the mere consideration of the

individual value of RMSE%tot and thus enabled a more nuanced improvement of the model for

each iteration.

The SEI aging model was fitted first, using only calendar aging cells. Next, the cyclic aging cells

were included to optimize the cyclic aging and, afterward, the lithium plating model. Finally, the

model was fine-tuned by also considering the cells operated with driving profiles.

7.2.2 Results and discussion

The determined variables are summarized in Table 7.8. Using these values, the model accom-

plished a comparatively low overall error as well as trajectories that reproduce the capacity fade

behavior measured in the CUs well for most parameter sets.

Table 7.8: Summary of the optimized fitting variables for the proposed capacity fade model of the LG INR18650HG2

SEI layer growth Cyclic wearout I Cyclic wearout II Resistance for plating Li plating

s0 = 1.49 · 10−9 w0 = 2.67 ·10−7 c0 = 3.6 · 10−5 p0 = 0.07 p5 = 5.3 · 10−8

s1 = −2375 w1 = 2.25 c1 = 1050 p1 = 0.029 p6 = 2.15

s2 = 1.2 w2 = 0.14 c2 = 3.2 p2 = 314.65

s3 = 1.78 · 10−8 w3 = 9.5 · 10−7 c3 = 2.47 · 10−4 p3 = 3.5

p4 = 0.33

The modeling results are visualized in the following figures. Each figure contains multiple

diagrams, one for each parameter set, described in the graphs’ subtitles. An example is shown in

Figure 7.25. The x-axis represents the time since the start of the experiment in days. The y-axis

shows the measured or modeled remaining capacity of the cells. The points in the graphs indicate

the capacities measured in the CUs of the battery aging experiment. Since three cells were tested

per parameter set, three sets of points are shown for the CUs, one for each cell (red, green,

blue). Even though the cells were operated under similar test conditions, they experienced slight

temperature variations, and the charging and discharging profiles (e.g., the duration of the CC

phase) eventually drifted apart due to differences in their capacities and impedances. Therefore,

the model was simulated for each cell. The colored lines (red, green, and blue) show the remaining

capacity calculated by the aging model. The lines may look gray if they overlap each other. The

filled areas above the model trajectories indicate to which aging mechanism the capacity loss is

attributed. The colors are similar to the ones in Figure 7.24, i.e., red stands for capacity fade due
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parameter set (aging condition)

here: cell operated at 40°C, cycled 

from 0% to 100 % SoC with 1/3 C 

charging and 1 C discharging rate

y-axis: estimated remaining 

usable discharging capacity 

of the cell in Ah

x-axis: time since the start of the 

experiment in days

colored lines: capacity modeled for the three 

cells tested with this parameter set

colored dots: capacity measured in the CUs for 

the three cells tested with this parameter set

breakdown of the aging types:

SEI losses

cyclic losses I

cyclic losses II

lithium plating losses

using all CU data points

using only CUs for which 

SoH > 70 % (C > 2.1 Ah)

RMSE%param

RMSE%cell

Figure 7.25: Remaining usable discharge capacity of cyclic aging cells measured in the CUs and simulated by the aging

model (example)

to SEI layer growth, yellow represents cyclic wearout I, green reflects cyclic wearout II, and blue

shows losses due to lithium plating. The latter is not recognizable for most parameter sets.

Since the shelf life of almost two years was also modeled, all cells start with significant SEI losses

at the beginning of the experiment. All cells were initialized with the same capacity of 3.09 Ah

and modeled with the same constant temperature and voltage before the experiment started.

Therefore, their modeled SEI losses are similar at the beginning of the experiment (approximately

0.11 Ah).

The values after the “P” in the diagram, shown in gray, indicate the respective RMSE%param. The

RMSE%cell for each cell tested with this parameter set is shown next to the red “1”, green “2”,

and blue “3” in each diagram. The total error (RMSE%tot) is stated in the title of the figures (not

shown in the example). Two RMSE% values are given for each cell, each parameter, and the total

RMSE%. The first and usually larger value indicates the RMSE% for all CUs. For the second

value, only those CUs were considered for which the SoH from the measurement is higher than

70%, i.e., the remaining capacity is larger than 2.1 Ah. The value is shown because, for many

applications, modeling aging is only relevant until this SoH is reached.

Figure 7.26 shows the modeling results for the calendar aging cells. As the overlap of the model

trajectories with the measurement points shows, the capacity losses can be modeled very well for

most calendar aging cells. The RMSE%cell between the measurements and the model is less than

1% for most calendar aging cells. The highest discrepancy is found for the cells aging at 25 or

40°C with 90 or 100% (see purple markers “A” to “D”), particularly for a remaining capacity of

less than 2.7 Ah (90% SoH). In this region, the capacity losses of the three cells of a parameter

set tend to drift apart, indicating manufacturing tolerances between the individual cells or random

aging phenomena such as delamination, which cannot be modeled. The maximum RMSE%cell
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A B

C D

Figure 7.26: Remaining usable discharge capacity of all calendar aging cells measured in the CUs (red, green, and blue

points, one color per cell) with aging model simulated for each cell (red, green, and blue lines near points).

The areas above the lines indicate which aging mechanisms the capacity loss is attributed to (red: SEI,

yellow: cyclic I, green: cyclic II, blue: plating). RMSE% shown for each parameter set (P) and cell (1, 2, 3).

for an individual calendar aging cell is 2.83% for a cell resting at 40°C and 90% (marker “B”). The

overall error for this parameter set is 2.11%. As previously mentioned, it is unclear which part of

the measured capacity fade is reversible, which might be particularly relevant for this parameter

set. However, reversible losses are not considered in the model.

With the optimized fitting variables, a considerable part of the capacity loss that the calendar

aging cells experience is attributed to cyclic losses. Due to the frequent CU, these cells undergo

between 42 and 61 EFCs, depending on the SoC during regular operation. Most of the processed

charge originates from the capacity check cycles between an SoC of 0 to 100%. A complete

cycle with a DoD of 100% is comparatively stressful for the cells, even though the C-rate is

low. Other fitting variables attributing more SEI losses and less cyclic aging to the cells did not
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obtain better results. Therefore, it is assumed that the attribution of considerable cyclic aging

losses to the calendar aging of the experiment cells is plausible. This hypothesis can be further

analyzed by comparing the cyclic losses of the calendar aging cells with that of the cyclic aging

cells charging and discharging with 1/3 C from 0 to 100% at 25°C (marker “E” in Figure 7.27),

i.e., test conditions similar to the ones that the calendar aging cells experience during the CUs.

These cyclic aging cells had a measured remaining usable capacity of approximately 2.78 Ah

after 42 EFCs and 2.75 Ah after 61 EFCs, about two to three weeks after the experiment started.

Their remaining usable capacity is similar to that of the calendar aging cells aging at 0°C, for

which very low SEI losses are expected. Therefore, it can be concluded that the assumption that

the calendar aging cells experience significant cyclic losses in the experiment is plausible.

For future calendar aging experiments, a significantly longer CU period (e.g., three to six months)

for the calendar aging cells can reduce this impact for more accurate SEI modeling. In addition, it

could be considered to reduce the DoD for all or most of the capacity check cycles, for example,

using an SoC range of 20 to 80%.

The model results for the cyclic aging cells are shown in Figure 7.27 (low charging rate) and

Figure 7.28 (high charging rates). Note that the minimum values of the y-axes differ from the

ones used in the calendar aging figure. Although the model reproduces aging well in many

instances, the error is larger than for the calendar aging cells. This is particularly the case toward

a lower SoH. While the knee point can be predicted reasonably well for some parameter sets

(e.g., 10°C, 0–100%, +0.33 C/−1 C, marker “H”, or 25°C, 10–90%, +1 C/−1 C, marker “K” in

Figure 7.28), it is incorrectly modeled for many others (e.g., 25°C, 0–100%, +0.33 C/−0.33 C,

“E”, or 0°C, 10–100%, +0.33 C/−0.33 C, “F”).
Interestingly, capacity fade differences between cells cycling at the same parameter set can be

modeled well in some instances (e.g., 40°C, 0–100%, +0.33 C/−1 C, “J”), while they are almost

not observable in other cases, in which themeasured lifetime in the experiment varies significantly

between the three cells (e.g., 25°C, 0–100%, +0.33 C/−1 C, “I”, or 25°C, 10–90%, +1.67 C/−1 C,
“R”). This demonstrates that although the model can simulate the slightly different operating

conditions of similarly aging cells, it cannot reproduce random effects such as manufacturing

intolerances or local aging phenomena within the cell. As a result, the RMSE% can be fine for

one cell but very high for other cells of the same parameter set (e.g., 25°C, 10–90%, +1 C/−1 C,
“K”, or 10°C, 10–90%, +1.67 C/−1 C, “Q”), impairing the overall model accuracy. This causes a

high level of uncertainty with progressed capacity losses. Using models that can at least quantify

this uncertainty could help in some applications.

Another issue is the accuracy of the lithium plating model. Particularly under extreme operating

conditions (e.g., charging with 1.67 C to 100% at 0 or 10°C, markers “L” to “O”), the capacity

fade is massively underestimated. However, this is not very relevant in most real applications, as

these operating areas should be avoided at all costs due to the very short battery lifetime.
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Figure 7.27: Remaining usable discharge capacity of the cyclic aging cells (part 1 of 2) measured in the CUs (points)

with simulated aging model (lines) and responsible aging mechanisms (areas)
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Figure 7.28: Remaining usable discharge capacity of the cyclic aging cells (part 2 of 2) measured in the CUs (points)

with simulated aging model (lines) and responsible aging mechanisms (areas)
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The parameter set RMSE% values range from 0.68% (40°C, 10–90%, +0.33 C/−0.33 C, “G”) to
15.57% (10°C, 10–100%, +1.67 C/−1 C, “O”). Large RMSE% values are mainly caused by cells

for which Li plating is expected to be heavily underestimated or the behavior after the knee point

is not modeled correctly. When only considering the CUs in which the SoH is greater than 70%

(relevant for many applications) and ignoring the parameter sets with severe plating (charging

with 1.67 C at 0 and 10°C), the maximum parameter set RMSE% is 4.09%, and the majority of

values are below 2%.

The results for the profile aging cells are shown in Figure 7.29. Here, the model accuracy

is generally slightly better than that of the cyclic aging cells. However, aging tends to be

overestimated for the driving profiles, i.e., the measured capacity loss is lower than predicted by

the model — at least above an SoH of 70%. This is particularly the case for the cell aging at

0°C and charging from 10–90% with +0.33 C (marker “T” in Figure 7.29). After 449 days and

1000 EFCs, the modeled capacity is about 1.87 Ah (62% SoH), while the measured capacity is

approximately 2.25 Ah (75% SoH). The capacity fade is significantly underestimated for the cells

aging at 25°C and charging from 10-90% with +1.67 C (“U”). The development of measured

capacity suggests that lithium plating plays an increasing role in the measured capacity fade for

T

U

S

Figure 7.29: Remaining usable discharge capacity of the profile aging cells measured in the CUs (points) with simulated

aging model (lines) and responsible aging mechanisms (areas)
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this parameter set, but the model does not adequately factor this in.

For the profile aging cells, the parameter set RMSE% ranges from 1.32 to 8.84%when considering

all measurements and from 0.91 to 6.37% when only considering the measurement points for

which the capacity was greater than 70%.

The overall RMSE%tot for all cells of the aging experiment using the optimized fitting variables

given in Table 7.8 is 4.91%. The total RMSE% is 2.33%when only considering the CUs in which

the SoH was greater or equal to 70%. This significant difference between the two values clearly

shows that the model accuracy significantly deteriorates toward the EOL of the cell. A histogram

of the parameter set RMSE%param values is shown in Figure 7.30.
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Figure 7.30: Model parameter set RMSE% distribution for all cells of the aging experiment

Although aging models with lower errors have been presented in the literature, they were only

demonstrated on smaller, less diverse datasets. Many of these aging models do not even consider

parameters for which aging differences were identified in this dataset. In addition, typically, only

measurements until an SoH of 70 or even 80% is reached are taken into account, and parameter

sets under which severe Li plating occurs are excluded. The considerable variation of measured

capacity losses under some operating conditions also increases the RMSE%. For example, the

predicted capacity fade for the cells cycled with +1.67 C/−1 C from 10 to 90% at 25°C lies

well between the worst-case and best-case cells (marker “R” in Figure 7.28). Nevertheless, the

parameter set RMSE% is 5.85%. Therefore, it is unsurprising that the error for the model and

data presented in this study is higher than usual in the literature.

Instead of modeling a single capacity fade trajectory for the cell, another approach is to run the

model multiple times with different fitting variables and initial capacity conditions. For example,

there could be a “realistic”, “pessimistic”, and “optimistic” model to estimate the uncertainty of

the results better and obtain a range in which the capacity is expected to lie. In this case, the

“realistic” model could use Cinit = 3.09 Ah with the variables shown in Table 7.8, as previously

discussed. The pessimistic model could start, for example, with a 2% lower initial capacity Cinit
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and use model variables adjusted by ±2% for increased aging (higher s0, w0, w1, c0, p0, p1, p2,

p3, p4, p5 and lower s3, w2, w3, c3). The optimistic model could start with a 2% higher initial

capacity, and aging variables varied by∓2% for reduced aging. The model result of this approach

is shown in Figure A.11 to Figure A.14 in Appendix A.9.

The proposed model could be further optimized by improving the capacity fade behavior around

and after the knee point. The Li plating model could also be improved, for example, with a more

accurate determination of the conditions under which plating occurs and by considering lithium

stripping. Losses that can be explained with plating were the most challenging to model. They

tend to be underestimated for the cyclic aging cells, particularly when charging to an SoC of

100%. At the same time, these losses are overestimated for the profile charging cells when the

cell is still relatively new (e.g., 25°C, 10–100%, +0.33 C, or 0°C, 10–90%, +0.33 C, markers “S”

and “T” in Figure 7.29).

The model could also be extended by an impedance model. Although this was not implemented

in this thesis due to time constraints, the data collected in the aging study required for such an

impedance model is publicly available [R1].

As with most other battery aging models, a limitation of the proposed model is that it is only valid

and parameterized for the specific cell that was analyzed (LG INR18650HG2). However, the

model could be transferred to comparable chemistries using a smaller set of aging experiments.

Due to the large number of variables in the model (see Table 7.8), freely automated fitting or

even testing all combinations of different variable values is impractical. Therefore, it is advisable

to design the operating conditions of the aging experiments in such a way that individual aging

mechanisms dominate and the others are minimal. If possible, the tested parameter sets should

be selected so that individual variables can be fitted as selectively as possible.

For example, calendar aging experiments with two or three different temperatures and multiple

voltages could be repeated to fit the temperature dependency (s1), voltage dependency (s2), and

temporal aging behavior (s0 and s1). For instance, a more stable electrolyte that forms an SEI

layer slower will result in a smaller s0. The cyclic wearout and plating variables could be fitted

similarly. For example, a cell with a higher cycle life will likely have smaller values for w0 and

c0. Cells that experience less plating at cold temperatures may have lower values for p0, p1, p2,

and p3.

However, it is questionable if the cell model can be transferred to entirely other cell chemistries

without further adjustments, such as cells with an LFP cathode, an LTO anode, or sodium-ion

cells.
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7.3 Impact of Vehicle-to-Grid on battery aging

The derived battery agingmodel shall be used to simulate various smart and bidirectional charging

use cases and analyze how they affect aging compared to regular EV usage without V1G or V2G.

While the model was applied to cell voltage, current, and temperature measurement data in

Chapter 7.2, it shall be applied to synthetic data in this chapter. Therefore, a battery model

wrapping the cell aging model and generating its input is needed.

7.3.1 Battery model

The battery model used in this chapter is summarized in Figure 7.31 and described in the

following. An implementation of the battery aging model in Python is available on GitHub [R4]

in the bat_model_v01.py file.

Battery model
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Figure 7.31: Overview of the complete battery model used to simulate the use-case models

In most charging and energy storage applications, a defined power is drawn from or fed into the

battery. Thus, a battery power setpoint signal Pset
bat is a suitable input for the battery model.

Besides the power, an ambient temperature Tambient of the environment or coolant is needed. The
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duration of a simulation time step Δt is the third input, which allows for faster simulations with

variable simulation steps.

The derived aging model only considers a single cell, not the complete battery pack. For a detailed

simulation of battery pack aging, including thermal variances within the pack, all individual cells

of the pack could be simulated using multiple instances of the aging models and a simulated BMS

balancing the cells. For simplicity, it is assumed that all cells in the battery are subject to the same

current and ambient temperature, and there are no random manufacturing tolerances. Thus, a

single aging model can be used to represent all cells. The power signals are scaled proportionally

to the individual cell by dividing the battery power by the number of cells in the pack (Ncells,bat).

The setpoint calculation module calculates the applied cell current Icell from the setpoint power,

the OCV, and the internal resistance Rcell of the cell. It also limits the current to the absolute

maximum limits (Imax,chg, Imax,dischg) or the highest value allowed to respect the maximum and

minimum cell voltages (Vmax, Vmin). As in the aging data set, a positive current or power in the

model indicates charging, and negative values indicate discharging.

An electrical cell model calculates the actual cell power Pcell applied during the time step Δt based

on the OCV, SoC, and Rcell. This power is scaled back to represent the actual battery pack power.

It is returned to the use-case model in which the battery model is used. Moreover, the cell voltage

Vcell is calculated, which is used by the capacity aging model. Furthermore, the power loss Ploss

of the cell is calculated, and the SoC is updated and output to the application model. The SoC is

also used to estimate the OCV using an approximation function.

A simplified thermal model updates the cell surface temperature Tsurface based on the ambient

(or coolant) temperature and the power losses in the cell. As shown in Figure 7.32, the model

uses a constant thermal capacity Cth of the cell and a fixed thermal resistance Rth between

the cell surface temperature Tsurface and the ambient (or coolant) temperature Tambient. Internal

temperatures inside the cell are not modeled since the aging model was only fitted using the

measured surface temperatures of the cells.

Rth

Cth

Ploss

TambientTsurface

Figure 7.32: Simplified thermal model of the cell

The capacity aging model, already presented in the previous chapter, updates and outputs the

remaining capacity of the cell. The aging model uses the latest values for the cell voltage (Vcell[i],

just after the beginning of the interval i), the cell current (Icell[i], applied during the interval i),

and the surface temperature (Tsurface[i+1], at the end of the interval i, i.e., the start of the next

interval i+1). Since no detailed impedance aging model has been derived using the dataset, a
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simplified impedance model was used to account for the resistance increase of the cell. Instead

of a complex, temperature-, SoC-, and frequency-dependent impedance, a simple resistance Rcell

is used, which is calculated based on the remaining usable capacity Crem,usable of the cell.

The following equations
9
are used for the setpoint calculation using a power signal as input,

whereby the power is specified in watts, the voltages in volts, the currents in ampere, and the

resistance in ohms:

P set
cell = P set

bat /Ncells,bat (7.14a)

Iset =
−OCV +

√
OCV 2 + 4 ·Rcell · Pset

2 ·Rcell
(7.14b)

Imax = min

(
Imax,chg,

Vmax −OCV

Rcell

)
(7.14c)

Imin = max

(
Imax,dischg,

Vmin −OCV

Rcell

)
(7.14d)

Icell =


Imax if Iset > Imax

Imin if Iset < Imin

Iset otherwise

(7.14e)

The Python model also supports charging to a specific SoC with a defined power. In this case,

Vmax in Equation 7.14c is adjusted to the OCV of the desired SoC.

The simplified electrical cell model consists of the following equations, whereby the time is given

in seconds, the remaining capacity in Ah, and the SoC in 100% (i.e., ranging from 0 to 1):

Vcell = OCV +Rcell · Icell (7.15a)

Pcell = Vcell · Icell (7.15b)

Ploss = Rcell · I2cell (7.15c)

SoC [i+ 1] = SoC [i] +
Icell [i]

Crem,usable [i]
· ∆t [i] · 1 h

3600 s
(7.15d)

The complex impedance and hysteresis of the cell voltage are not modeled.

The thermal model shown in Figure 7.32 represents a simple thermal equivalent circuit using the

power losses as a heat source, a thermal capacity (Cth in J/K), and a thermal resistance (Rth in

9
For clarity, the index of simulation step i is omitted if an equation is independent of the simulation step or if all values

of an equation belong to the same step.
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K/W) between the cell temperature (Tsurface in °C) and the ambient temperature (Tambient in °C),

resulting in:

Tsurface [i+ 1] = Tsurface [i] +
Tambient [i] +Rth · Ploss [i]− Tsurface [i]

Rth · Cth
·∆t [i] (7.16)

The capacity fade model was already described in Chapter 7.2.1. The aging-dependent internal

resistance is modeled using a constant resistance R0 (in ohms) and an aging-related term. The

latter is zero if the remaining capacity is equal to the nominal capacity and equal to R0 +Rage if

the remaining capacity is zero.

Rcell = R0 +Rage ∗ (1−
Crem,usable

Cn
) (7.17)

The values listed in Table 7.9 are used for the simulation.

Table 7.9: Summary of the parameters used in the battery model of the use case simulations

Voltage limits Current limits Impedance model Thermal model Battery model

Vmax = 4.2 V Imax,chg = +5 A R0 = 0.05 Ω Rth = 15K/W Ncells,bat = 96·60
Vmin = 2.5 V Imax,dischg = −6 A Rage = 0.1 Ω Cth = 30 J/K Cn = 3 Ah

7.3.2 Use case models

Amodular and flexibly extendablemodeling frameworkwas implemented in Python for this thesis

to simulate different smart and bidirectional EV charging use cases and analyze the resulting

battery aging. It is available on GitHub [R4] in the use_case_model_EV_modular_v01.py file

and can be adapted or extended to simulate custom applications.

The cell aging model is initialized with a remaining usable capacity of 103% of Cn, representing

the capacity directly after cell production. It is assumed that the cell rests at an SoC of 25% at

18°C for 30 days between cell production and its use in the EV. This results in a capacity of

102.76% at the beginning of the use case simulation.

Before the simulation starts, one of the following “day types” is assigned to each day of the

simulation period. It determines how the EV is used, i.e., which trip it takes and when:

• Working day: The EV drives from home to work, rests, and then returns home.

(220 days per year (Monday to Friday); one complete WLTP driving profile is used per
journey, e.g., complete profiles are applied two times per working day; 46.52 km total;
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departure: between 7 and 8 AM; duration of stay: between 7.25 and 10.25 hours for
scenarios 0 to 32, and 3.5 to 5 hours for scenario 33)

• Free day: The EV drives from the home to a leisure or shopping activity location, rests,

and then returns home.

(52 days per year (any day); a “low” and a “medium” WLTP driving profile is combined
for each journey; 15.7 km total; departure: between 10 AM and 6 PM; duration of stay:
between 0.5 and 7.0 hours)

• Trip day: The EV drives from the home to a vacation location and stays there. It returns

after one week (three times per year) or two weeks (one time per year).

(8 days per year (Saturday or Sunday); 48 times “extra high” profile per day — fast-
charging in between if SoC falls below 10%; 396 km total; departure: 6 to 11 AM)

• Day without vehicle usage: The EV is unused and stays at home or the vacation location,

where the same charging strategy is used as at home.

(remaining 85 days per regular year or 86 days per leap year; 0 km total)

This results in a yearly driving distance of approximately 14,200 km. The model iterates through

the days and simulates the driving cycles accordingly. The departure times and rest durations are

chosen randomly for each day based on the allowed time or duration range. The driving profiles

were derived as already described at the end of Chapter 7.1.1.

The EV can be charged or discharged between the journeys depending on the charging strategy.

Different strategies can be chosen for each location (home, work, and leisure activity destination).

Examples are:

• NONE: The EV is neither charged nor discharged at this location.

• EARLY: The EV is immediately charged to a defined SoC limit SoChigh as soon as it arrives

at the destination (conventional or immediate charging).

• EARLYlow: Comparable to EARLY, but the EV is only charged if its SoC is below a

specified threshold SoClow upon arrival.

• LATE: The EV is charged to SoChigh right before the earliest departure time defined for

this day type (scheduled or delayed charging).

• LATElow: Comparable to LATE, but the EV is only charged if its SoC is below SoClow

upon arrival.

• V1Gemission: Smart unidirectional charging strategy that minimizes emissions. The EV

is charged whenever the average emissions of the electricity grid are below a variable

threshold, which depends on the current SoC as well as the estimated emissions of the last

six days and the next day (in real applications, this is a forecast).
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• V1Gcost: Comparable to V1Gemission, but the electricity cost (day-ahead market electricity

price) is minimized.

• V1Grenewable: Comparable to V1Gemission, but the EV is charged to minimize residual load

in the electricity grid. In other words, the EV is more likely to charge if there is renewable

excess energy and less likely to charge if renewable electricity generation is significantly

lower than the electricity demand, so there is a lack of energy generated by RES in the grid.

• V2Gemission: Comparable to V1Gemission, but the EV may feed energy back into the grid if

the average emissions of the electricity mix are large and the SoC is sufficiently high (smart
bidirectional charging).

• V2Gcost: Comparable to V2Gemission, but charging when the electricity price is low and

discharging while it is high.

• V2Grenewable: Comparable to V2Gemission, but the EV prefers charging when there is excess

energy or the residual load is small and the SoC is low. The battery discharges when the

grid’s residual load is large (lack of RES) and the SoC is high enough.

• V2Gfreq: Based on LATElow, however, the EV supports the grid with frequency control

whenever the EV is neither driving nor charging (see “FCR” in Chapter 4.2.3). If the grid

frequency is too high, the EV is charged, and if it is too low, the EV battery is discharged.

The nominal charging power is applied at the maximum frequency deviation of 200 mHz.

Between 10 and 200 mHz, the power is scaled linearly. Below 10mHz, no power is applied.

• V2HPV: The EV is used as a PV storage system to optimize self-sufficiency. The battery is

charged if the SoC is below SoChigh and the generated solar power exceeds local electricity

consumption. However, if the EV arrives with an SoC below SoClow, it is immediately

charged to this lower limit with the regular charging power upon arrival before continuing

solar charging. If the SoC is above SoClow and the generated solar power is insufficient

to cover local energy demand, the battery is discharged to match the missing power. The

battery is not used if the charging or discharging power is lower than 300 W (about 3% of

the simulated nominal charging power) to avoid inefficient operation in real applications.

Examples of the day types and charging strategies are shown in the following images. Conventional

charging (EARLY strategy) with a charging limit of SoChigh = 80% is used in Figure 7.33. The

power an individual cell experiences in the EV battery is shown in the first row. The grid power,

which indicates charging and discharging activity, is shown in the second row. It represents the

AC power of the EV charger, i.e., scaled to the complete battery and including charger losses.

Next, the cell’s SoC and surface temperature are depicted. As described in the previous chapter,

the cell temperature depends on the ambient temperature Tambient and the power dissipation in the

cell. In the use case model, Tambient reflects the battery coolant temperature. The air temperature

is used as a baseline for Tambient, but it may be increased when charging or driving.
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Figure 7.33: Excerpt of the simulation of scenario 2 (EARLY: conventional charging to 80%): a) working day, b) trip

day to a vacation location — from top to bottom: cell power, grid power, SoC, and cell surface temperature

Figure 7.33a shows a working day. The EV randomly departs to work between 7 and 8 AM and

rests for a random duration of 7.25 to 10.25 hours before returning home. After arrival (here: at

around 7 PM), the EV is immediately charged to an SoC of approximately 80%. Constant power,

constant voltage (CP-CV) charging is used, using a power of 10.5 kW and the OCV of an SoC of

80% as a voltage limit. The grid power is slightly higher as it considers the charger efficiency of

95%. The final SoC is slightly below 80% since charging is stopped as soon as the current rate

falls below the cut-off current rate of 1/20 C.

In the example, the air temperature is below 0°C in the evening due to winter. Whenever the

battery is charged from the grid or V2G is used, it is assumed that the thermal management of

the battery warms up the cells if their temperature is below Tmin,chg = 0°C, i.e., the coolant

temperature (Tambient in the battery model) is at least Tmin,chg when charging or discharging.

Figure 7.33b shows a trip day. The simulation assumes that the trip was announced to the EV

beforehand, and the charging limit was set to 100% for the preceding charging process to use the

maximum range of the EV. The EV departs at a random time between 6 and 11 AM. The “extra

high” driving cycle is repeated 48 times (ca. 400 km) to simulate the trip. Fast CP-CV charging

with 100 kW is used to charge the battery when the SoC after an individual driving cycle falls

below 10%. The voltage limit is set to the OCV of an SoC of 95%. Charging stops when a cut-off

current rate of 0.5 C is reached, resulting in an SoC of around 85% before the trip continues. After

arrival at the destination, the EV is charged using the home charging strategy. In this example, it

is immediately charged to 80%.
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During regular trips, the air temperature is used as coolant temperature, even if it is below 0°C.

However, during long-distance trips, a minimum coolant temperature of Tambient = 15°C is

used, i.e., the battery is heated if the temperature falls below this temperature. While the EV is

fast-charging, the battery is heated to 30°C (no predictive pre-conditioning is used for simplicity).

Figure 7.34a shows a simulation of two working days and a day without vehicle usage in between

them. Scheduled charging (LATE) to an SoC of 90% is used. The EV finishes charging just

before the earliest departure time. In the model, the battery is only charged when the vehicle is

used, i.e., the day type is known to the EV.

Figure 7.34b shows a weekend in which the EV is used on both days. The charging strategy uses

scheduled charging to 90%, but only if the SoC is below 40% after arrival (LATElow), which is

the case on the last day shown.
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Figure 7.34: Excerpt of a) scenario 7 (LATE: scheduled charging to 90%) and b) scenario 10 (LATElow: scheduled

charging to 90% if the SoC falls below 40%) — cell power, grid power, SoC, and cell surface temperature

The smart unidirectional (V1G) and bidirectional (V2G) charging algorithms are explained in the

following, using the cost-optimal charging strategy (V1Gcost). The day-ahead electricity price “p”

is used as a price estimate. When the EV reaches a destination with this charging strategy at the

time t0, a relative “grid condition” grel is calculated using prices of the last 144 hours (6 days) and

the next 24 hours (“forecast”), as shown in Equations 7.18a–c. The grid condition is normalized

to a scale from zero (worst condition, i.e., highest price of the interval) to one (best condition,
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i.e., lowest price). In other charging strategies, the emission factor (V1G/V2Gemission) or residual

load (V1G/V2Grenewable) is used to calculate the grid condition instead of the electricity price.

gbest[t0] = min (p[t0 − 144 h, t0 + 24 h]) (7.18a)

gworst[t0] = max (p[t0 − 144 h, t0 + 24 h]) (7.18b)

grel[t] =
p[t]− gworst[t0]

gbest[t0]− gworst[t0]
(7.18c)

In the example in Equation 7.19, the cheapest electricity price of the time frame [t0 − 144 h,

t0 + 24 h) is −1 ct
kWh , and the highest price is 11

ct
kWh . If the price p [t1] at t1 = t0 +1 h, i.e., one

hour after arriving at the destination, is 2 ct
kWh , this results in a grid condition of grel[t1] = 0.75,

i.e., relatively favorable conditions.

grel[t1] =
p[t1]− gworst[t0]

gbest[t0]− gworst[t0]
=

2ct/kWh− 11ct/kWh

−1ct/kWh− 11ct/kWh
= 0.75 (7.19)

Using the grid condition grel and the SoC at arrival, scaled to the SoC range usable for smart or

bidirectional charging (SoCscaled), a desire/preference to charge “d” is calculated:

SoCscaled[t0] =
SoC[t0]− SoClow

SoChigh − SoClow
(7.20a)

d[t] = grel[t]− SoCscaled[t0] (7.20b)

When d is high, there is a strong desire to charge, e.g., because the current SoC is low, the

grid conditions are favorable, or both. For example, if the SoC range of the charging strategy

is between SoClow = 25% and SoChigh = 75%, and SoC [t0] is 55% at arrival, the resulting

SoCscaled [t0] is 0.6. Using the example grid condition of 0.75, the preference to charge results in:

d[t1] = grel[t1]− SoCscaled[t0] = 0.75− 55%− 25%

75%− 25%
= 0.15 (7.21)

After reaching the destination at t0, the smart charging algorithm calculates the approximate

energy to reach the upper limit SoChigh and the number of 5-minute optimization intervals Nchg

needed to reach this SoC. Within the period from arrival to the next earliest departure, the Nchg

intervals with the highest values of d are selected. However, only the N'chg intervals in which

d is larger than the threshold dchg = 0.01 are selected for charging. This means there can be

less than Nchg intervals used for charging, or the algorithm can decide not to charge at all (i.e.,

0 ≤ N ′
chg ≤ Nchg).

In the example, d[t1] is greater than zero, so there is a desire to charge. However, since the value

is comparatively low, the desire is not strong, and the optimization algorithm might prefer other
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periods for charging, in which the grid conditions are even better.

For bidirectional charging strategies (e.g., V2Gcost), the battery can also be discharged if the desire

to charge d is significantly smaller than 0 and no long-distance trip is upcoming. The algorithm

calculates the maximal number of discharge intervals Ndischg to maintain the minimal SoClow and

selects the N'dischg lowest intervals in which d is smaller than the threshold ddischg . If bidirectional

charging is allowed, Nchg is increased by N'dischg before selecting the N'chg charging intervals.

Selecting a threshold with a small amplitude, e.g., ddischg = −0.01, would result in very frequent
charging and discharging operations, causing significantly more battery cycles and potentially

degrading the battery faster. On the other hand, selecting a high negative value (e.g., ddischg =

−0.95) would result in almost no V2G activity. The thresholds shown in Equations 7.22b-d were

selected for the use case simulations. They result in a reasonable use of V2G while balancing

the overall processed discharge energy independent of the V2G strategy. The base factor β can

be decreased to make the negative thresholds larger in amplitude, resulting in less V2G usage by

roughly the same overall processed energy independent of the charging strategy. A higher value

for β results in increased V2G usage.

β = 0.35 (7.22a)

ddischg,cost = −(1.0− β · 1.09) = −0.6185 (7.22b)

ddischg,emission = −(1.0− β · 0.77) = −0.7305 (7.22c)

ddischg,renewable = −(1.0− β · 0.91) = −0.6815 (7.22d)

The functionality of the V1Gcost strategy is demonstrated using the simulation excerpt in Fig-

ure 7.35a. The price in the first two days shown (August 10th and 11th) is comparatively high

due to low solar and wind generation. Since the price was significantly lower in the previous days

(not shown), the grid condition grel from August 10 to 11 is comparatively low. Since the SoC

is still relatively high, the algorithm decides not to charge. Instead, the EV is charged when the

day-ahead electricity price falls below 2 ct/kWh on August 12 to 14.

The V2Gemission strategy is depicted in Figure 7.35b. The EV is charged when the emission factor

is low and discharged when it is very high.

The V2Grenewable charging strategy is shown in Figure 7.36. It calculates the grid condition using

the residual load (red line in the bottom row). The lower the residual load, the more likely the

EV is charged. If the residual load is exceptionally high (e.g., because of high demand, a lack of

renewable energy, or both), the EV feeds energy back into the grid.

Figure 7.37 demonstrates the FCR charging strategy (V2Gfreq). The LATElow strategy is used as

a baseline, i.e., scheduled charging to SoChigh is used if the SoC is below SoClow when the vehicle

arrives. Frequency control is active whenever the EV is not expected to be used, i.e., between

the arrival at the destination and the earliest departure time. Since the frequency deviation is
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Figure 7.35: Excerpt of a) scenario 13 (V1Gcost: cost-optimized smart charging) and b) scenario 15 (V2Gemission:

emission-optimized bidirectional charging) — bottom row: day-ahead electricity price or estimated average

emissions of the electricity mix with charging (orange areas) or discharging (green areas) activity
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Figure 7.37: Excerpt of scenario 18 (V2Gfreq: frequency control with V2G) — cell power, grid power, SoC, and grid

frequency

typically minimal, the charging or discharging power is often low, making it advisable to use a

charger with high light-load efficiency. The SoC can drift over time if the frequency deviations

are asymmetric. This may cause reaching the SoC limits, which restricts the FCR capability, as

seen on September 7 in Figure 7.37. If necessary, FCR power is limited to keep the SoC within

25–100%.

The V2GPV strategy is demonstrated in Figure 7.38. The battery is charged to SoChigh with excess

energy from a local solar system that is not consumed by the household load (orange area above

the blue line). As long as the SoC is above SoClow, energy is fed back to cover household load

when not enough solar power is available (green area between the orange and blue lines). In the

scenario shown in the figure, it is assumed that the EV can also be charged at work using the same

strategy. For simplicity, the same generation and load profiles are used. The EV is charged to

the lower SoC threshold with nominal power if its SoC is lower at arrival (seen in Figure 7.38b).

This ensures the EV quickly reaches a minimal guaranteed SoC to avoid discomfort for the driver.

Since more energy is generated in summer (Figure 7.38a) than in winter (Figure 7.38b), the SoC

is often near the higher threshold in summer and near the lower threshold in winter. This suggests

using not only V2H but also V2G with hybrid algorithms (not implemented in the simulation). In

summer, electricity could be fed into the grid during the evening hours to support the local grid.

The lower average SoC reduces battery degradation during warm periods. Additional driving

range could be added in winter when electricity is particularly cheap and low in emissions due
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Figure 7.38: Scenario 32 (V2HPV: PV-optimized V2H charging): a) in summer, b) in winter — bottom row: locally

generated solar power (orange line) and electricity demand (blue line), EV charging (orange area) and

discharging (green area) activity

to excess wind energy. The higher average SoC provides increased comfort when driving and a

higher supply of electricity from RES for the household.

Independent of the scenario, a variable temporal resolution Δt is used to speed up the simulation

while maintaining good model accuracy. When the battery is unused (Pbat = 0), Δt is five

minutes. When charging or discharging the battery, it is 30 seconds. A one-second resolution is

used for the driving profiles and when frequency control is active. However, the aging model is

applied using 30-second average values in these cases.

Open data from various sources was deployed for the use case models. For electricity generation

and demand, as well as the installation capacity of RES, data from the SMARD platform
10

is

used [39]. The data is normalized using the yearly demand and the respective RES installation

capacity. This results in a time series with relative values. For example, a value of 0.5 for the PV

generation power means that the output power of solar energy is 50% of the installation capacity.

With this method, the data can be scaled to times outside the available range
11
. This method was

also used to simulate the future scenarios already presented in Figure 2.4.

For the historical RES installation capacity, data from theGerman Federal Ministry for Economic

10
“Bundesnetzagentur | SMARD.de”, CC BY 4.0 [39]

11
for this thesis, January 1, 2015, to March 18, 2024
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Affairs and Climate Action (BMWK) [43] (hydropower before 2014), SMARD [39] (recent

hydropower capacity), and the German Federal Network Agency [42] (all other RES) was used.
The expansion targets of the current governing coalition [40, 41] are used for the future RES

installation capacity.

Data from SMARD [39] is used for the historical yearly electricity demand. For future data in

2037 and 2045, the estimated future loads of scenario B (high electrification) of the latest network

development plan of the TSOs [44, p. 70] are used. The electricity demand, PtH, and 50%

of the power-to-hydrogen demand (representing hydrogen used for industry and mobility) are

included. The electricity generation and demand of storage systems (battery, pumped hydro, and

the rest of the power-to-hydrogen demand, representing hydrogen used for electricity generation)

are excluded. Data for all years in between is linearly interpolated. Before 2015, the demand of

2015 is used, and after 2045, the demand of 2045 is used.

The residual load is calculated by subtracting the resulting RES generation (PV, wind, biomass,

and hydropower) from the electricity demand power.

For the PV optimization scenarios, the SMARD solar data was scaled to a 10 kWp PV system.

The local electricity demand is modeled using high-resolution residential load profile data of

“household 31” froma dataset of theHTWBerlin [635]. Its yearly energy demand is approximately

5,000 kWh, and the profile closelymatches seasonal variations of a standard load profile, according

to the authors. The temporal resolution of the load profile was reduced to 30 seconds using average

values to speed up the simulation.

For the historical electricity prices (day-ahead market) and emission factors, data from the Ago-
rameter [636] is used in the simulation model. Only direct emissions are considered for the

emission data (CO2/kWh). Further details are described in the Agorameter documentation [637].

Outside the available data range
12
, the electricity prices and emission factors are calculated using

a simple approach based on the residual load calculated for this time. For the emission data,

a linear dependency between the residual load “r” and the emission factor “e” was fitted using

emissions of the last five years in the dataset. It was assumed that the emissions do not fall below

50 gCO2/kWh. This results in the dependency shown in Figure 7.39a and Equation 7.23:

e

[
gCO2

kWh

]
= max

(
7.23

gCO2

kWh ·GW
· r [GW ] + 171.1

gCO2

kWh
, 50

gCO2

kWh

)
(7.23)

12
for this thesis, January 1, 2012, to March 17, 2024
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The electricity price p is determined using the simple dependency shown in Figure 7.39b and

Equation 7.24:

p

[
ct

kWh

]
=

{
0.25 ct

kWh·GW · r [GW ] + 2 ct
kWh if r ≥ 0 GW

max
(
0.1 ct

kWh·GW · r [GW ] + 2 ct
kWh , −2 ct

kWh

)
otherwise

(7.24)
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Figure 7.39: Simplified emission and price estimation from projected residual load

For the determination of Tambient, data from the DWD Climate Data Center [638] of the German
Meteorological Service (Deutscher Wetterdienst) was used as a baseline. The data comes from a

station in Rheinstetten near Karlsruhe in Germany and was measured at a height of two meters.

Outside the available range
13
, the data is shifted by a multiple of twelve years. For example, if

temperature data for 2040 is needed, historical data for 2016 is used.

Grid frequency data from Netztransparenz.de [639] was used with permission. The data is

repeated outside the available range
14
.

The simulated use cases are summarized in Table 7.10. The first column indicates the scenario

ID. For each scenario, the charging strategy, charging/discharging power Pchg/dischg, and lower and

higher SoC limits SoClow/high are presented for the home and work locations. The last column

shows the SoChigh limit for fast charging during trips. The NONE charging strategy was chosen

for the leisure/shopping destination of the “free day”, i.e., the EV is not charged. For fast charging

during trip days, the charging power is 100 kW with a cut-off current of C/2. For all other regular

charging processes, the cut-off current is C/20.

13
for this thesis, January 1, 2010, to March 13, 2024

14
for this thesis, June 22, 2022, to March 16, 2024
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Table 7.10: Overview of the simulated use-case models

ID Location: HOME Location: WORK Trip

Strategy Pchg/dischg SoClow SoChigh Strategy Pchg/dischg SoClow SoChigh SoChigh

0 EARLY 10.5 kW – 100% NONE – – – 95%

1 EARLY 10.5 kW – 90% NONE – – – 95%

2 EARLY 10.5 kW – 80% NONE – – – 95%

3 EARLYlow 10.5 kW 40% 100% NONE – – – 95%

4 EARLYlow 10.5 kW 40% 90% NONE – – – 95%

5 EARLYlow 10.5 kW 40% 80% NONE – – – 95%

6 LATE 10.5 kW – 100% NONE – – – 95%

7 LATE 10.5 kW – 90% NONE – – – 95%

8 LATE 10.5 kW – 80% NONE – – – 95%

9 LATElow 10.5 kW 40% 100% NONE – – – 95%

10 LATElow 10.5 kW 40% 90% NONE – – – 95%

11 LATElow 10.5 kW 40% 80% NONE – – – 95%

12 V1Gemission 10.5 kW 25% 90% V1Gemission 10.5 kW 25% 90% 95%

13 V1Gcost 10.5 kW 25% 90% V1Gcost 10.5 kW 25% 90% 95%

14 V1Grenewable 10.5 kW 25% 90% V1Grenewable 10.5 kW 25% 90% 95%

15 V2Gemission 10.5 kW 25% 90% V2Gemission 10.5 kW 25% 90% 95%

16 V2Gcost 10.5 kW 25% 90% V2Gcost 10.5 kW 25% 90% 95%

17 V2Grenewable 10.5 kW 25% 90% V2Grenewable 10.5 kW 25% 90% 95%

18 V2Gfreq 10.5 kW 40% 80% V2Gfreq 10.5 kW 40% 80% 95%

19 LATElow 5.25 kW 40% 60% NONE – – – 85%

20 V2Grenewable 10.5 kW 25% 75% V2Grenewable 10.5 kW 25% 75% 95%

21 V2Grenewable 5.25 kW 25% 75% V2Grenewable 5.25 kW 25% 75% 95%

22 V2Grenewable 5.25 kW 25% 60% V2Grenewable 5.25 kW 25% 60% 95%

23 V1Gemission 10.5 kW 25% 90% NONE – – – 95%

24 V1Gcost 10.5 kW 25% 90% NONE – – – 95%

25 V1Grenewable 10.5 kW 25% 90% NONE – – – 95%

26 V2Gemission 10.5 kW 25% 90% NONE – – – 95%

27 V2Gcost 10.5 kW 25% 90% NONE – – – 95%

28 V2Grenewable 10.5 kW 25% 90% NONE – – – 95%

29 V2Grenewable 10.5 kW 25% 75% NONE – – – 95%

30 V2Grenewable 5.25 kW 25% 75% NONE – – – 95%

31 V2Grenewable 5.25 kW 25% 60% NONE – – – 95%

32 V2HPV 10.5 kW 40% 80% V2HPV 10.5 kW 40% 80% 95%

33 V2HPV 10.5 kW 40% 80% NONE – – – 95%
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Scenarios 0–2 represent conventional charging with SoC limits of 100%, 90%, and 80%, and

scenarios 3–5 represent conditional conventional charging when the SoC falls below 40%, using

the same upper limits. Scheduled charging with or without a lower SoC condition is analyzed in

scenarios 6–11 with otherwise similar settings.

Smart and bidirectional charging is simulated at home and at work in scenarios 12–17, using an

SoC range of 25–90%. For the frequency control scenario 18, a range of 40–80% is used to leave

a margin for frequency control even when SoChigh is reached.

Scenarios 19–22 use scheduled charging and bidirectional RE-optimized charging with settings

intended to reduce battery degradation, e.g., lower (dis)charging power and SoC range.

Scenarios 23–31 only use bidirectional charging strategies at home, with otherwise similar con-

ditions to scenarios 12–17 and 20–22.

Scenarios 32 and 33 use PV-optimized V2H charging. In scenario 32, the same strategy is used at

work, representing a scenario where someone can charge using a PV system at work and discharge

to the private household at night. In scenario 33, the solar charging strategy is only used at home.

However, the scenario represents EV usage with part-time employment, in which the vehicle

returns around noon, so there is a higher chance that the residential PV system charges the EV in

the afternoon. All other scenarios (0–32) reflect EV usage in full-time positions.

7.3.3 Results and discussion

The use case models of all scenarios were configured to simulate EV usage from January 1,

2025, to December 31, 2044, i.e., for a period of 20 years. The computing time required for the

simulations depends on the complexity of the charging strategies in the scenario. It varied between

one day for the conventional and approximately two weeks for the solar charging strategies.

The development of remaining usable capacity over time in the scenarios is compared in the

following. Figure 7.40a shows the capacity fade using different charging limits (SoChigh) with

conventional charging strategies (EARLY), in which the EV is always immediately charged at the

destination, and for scheduled charging strategies (LATE), in which the EV is charged just in time

for the earliest departure. The capacity values are indicated relative to the nominal capacity of the

modeled cell. Colored horizontal lines mark an SoH of 100% (green) as well as 80% (yellow) and

70% (red), which are commonly used thresholds marking the EOL of a battery. As previously

mentioned, all batteries start with 103% of their nominal capacity, i.e., an SoH of 103%.

The simulation results show that the charging limit strongly influences degradation. Batteries

charged to 100% daily with conventional EARLY charging (scenario 0) lose almost 11% of their

nominal capacity in the first two years. The 80% SoH threshold is reached after ten years, and

after 20 years, only 73.7% of the nominal capacity is left.

Daily scheduled LATE charging to 100% (scenario 6) only slightly improves the remaining
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Figure 7.40: Comparison of the simulated remaining usable capacity for conventional charging strategies: Immediate

(EARLY) or scheduled (LATE) charging, a) on all occasions, b) only if SoC is below 40% upon arrival —

legend entries sorted from highest to lowest remaining usable capacity after 20 years of operation

capacity — the final SoH is 75.1%. Even though the battery is only charged just before departing,

the average SoC in the EV remains high since the daily trips of the EV do not need much of the

battery’s energy. Consequently, calendar aging losses are only slightly reduced compared to the

EARLY strategy. Immediate (EARLY) and scheduled (LATE) daily charging to an SoC of 80%

(scenarios 2 and 8) improve the final SoH to 83.4% and 84.3%, respectively.

A significant reduction of capacity losses is obtained if the EV is not charged daily but only

occasionally, e.g., when the SoC falls below 40%, as shown in Figure 7.40b.

For example, the final SoH is 81.0% when using the EARLYlow strategy with a charging limit

of 100% (scenario 3). This is a considerable improvement to the SoH of 73.7% obtained by the

EARLY strategy using the same charging limit in scenario 0, shown in gray in the background

of Figure 7.40b. The primary reason for the improvement is that the average SoC of the battery

is lower, reducing the calendar aging losses caused by SEI layer growth and cyclic aging that is

intensified toward extreme SoCs. Accordingly, the losses are further reduced by selecting even

lower and shallower SoC ranges. This is demonstrated in the LATElow strategy with a 40–60%

SoC range (scenario 19), in which the simulated battery still retains 89.5% of the nominal capacity

after 20 years, which is the best of all investigated scenarios. Selecting an even lower SoC range,

for example, 35–50%, could further reduce calendar aging losses. However, depending on the

usable range of the EV, this could cause inconveniences. Moreover, regularly reaching very low

SoCs (e.g., below 15%) could increase cyclic losses (see Chapter 7.2.1).

Smart unidirectional charging (V1G) strategies are compared in Figure 7.41. All strategies use an

SoC range of 25 to 90% and optimize either residual load (V1Grenewable), emissions (V1Gemissions),

or the electricity price (V1Gcost) when charging. In scenarios 23–25, charging is only possible at
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Figure 7.41: Comparison of the remaining capacity for smart charging (V1G) strategies — legend entries sorted from

highest to lowest remaining capacity, best and worst conventional charging strategy in gray for comparison

home, and in scenarios 12–14, the EV can also charge at work (indicated by “H/W” in the legend).

In all simulated smart charging scenarios, the capacity fade lies in between that of the best- and

worst-case conventional charging scenarios, which are illustrated by the two gray lines in the

figure. Since no energy is fed into the grid and the EVs drive equivalent distances in all scenarios,

their total battery energy throughput is almost identical. In the simplified emission and price

model used in the simulation, the emissions and prices are closely linked to the residual load (see

Figure 7.39). Therefore, it is likely that the EVs are often charged at similar times regardless of the

exact V1G charging strategy. Consequently, the capacity losses of these scenarios are relatively

similar, ranging from a final SoH of 80.3 to 83.1%. The final SoHs for scenarios 23–25, in which

the EV is only charged at home, are about 1.5% higher than the SoHs of scenarios 12–14, in

which the EV can also be charged at work. A likely reason is that in the latter case, calendar aging

is increased because of a higher average SoC due to more frequent favorable charging conditions.

In Figure 7.42, all simulated bidirectional charging strategies are compared. Like in the smart

charging scenarios, bidirectional charging algorithms with similar SoC ranges and charging op-

portunities (e.g., scenarios 15–17 or 26–28) experience comparable capacity losses. The two

V2G scenarios 22 and 31, which use a 25–60% SoC window, experience the lowest capacity fade

of all simulated V1G and V2G scenarios. With a final SoH of 87.8% and 88.1%, they perform
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comparison

almost as well as the battery-optimized scheduled charging strategy in scenario 19.

Selecting a slightly more extensive SoC range of 25–75% still results in an excellent final SoH

of more than 85% after 20 years of operation. With a 40–80% SoC range, even the frequency

control scenarios 18 and the PV charging scenarios 32 and 33, in which the battery is used

very frequently, experience comparatively low capacity losses, with a final SoH of around 84%.

Besides a relatively low average SoC, the charging current is typically low in these scenarios.

An overview of the capacity fade trajectories of all simulated scenarios is shown in Figure 7.43.

The direct comparison shows that all investigated V1G and V2G charging strategies cause fewer

capacity losses than immediate (EARLY) or scheduled (LATE) charging to an SoC of 100%.

Even with a lower charging limit of 90%, most smart and bidirectional scenarios outperform

conventional charging.

Strategies and settings that keep the battery at a lower average SoC tend to reduce capacity losses,

which is often the case for the V2G scenarios. Nevertheless, degradation due to increased cyclic

aging from V2G usage also impacts aging. Therefore, unidirectional scheduled or smart charging

strategies maintaining low SoC levels (e.g., scenarios 11 and 19) will experience less capacity

fade than V2G strategies operating in similar SoC ranges.
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Figure 7.43: Comparison of the remaining capacity for all simulated charging strategies — legend entries sorted from

highest to lowest remaining capacity

The capacity fade rate of all scenarios varies during the year. It is larger in summer, mainly

caused by higher calendar aging at warm temperatures. This seasonal variation is most distinct

in PV charging scenarios (32 and 33) since the battery is cycled more frequently in summer and

also has a higher average SoC than in winter, increasing both calendar and cyclic aging.

Table 7.11 gives a comprehensive overview of the final SoH after simulation, the number of

equivalent full cycles (EFCs) the battery completed, the energy charged from and discharged into

the grid, the average and total attributed emissions, as well as the average electricity price and

residual load when charging (“chg.”) and discharging (“dis.”).

At the end of the simulation period, the SoH of the scenarios lies between 73.7 and 89.5% after

approximately 760 to 1840 EFCs. All unidirectional charging strategies draw around 52 MWh

of electrical energy from the grid to cover a total driving distance of about 284,000 kilometers.

Bidirectional charging strategies draw up to 126 MWh and feed up to 66 MWh into the grid.
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Table 7.11: Summary of the use case model results after a simulation period of 20 years (January 1, 2025, to December

31, 2044, total driving distance: 284,376 km) — scenario ID, SoH, and rank (from highest to lowest SoH),

total equivalent full cycles (EFCs) of the cell, overall energy charged from and discharged into the grid,

average and overall electricity emissions, electricity price, and residual load while charging and discharging

Sce- Final SoH Total Total grid Avg. emission Total Avg. electricity Avg. residual

nario SoH rank EFCs energy [MWh] [gCO2/kWh] emissions price [ct/kWh] load [GW]

ID [%] chg. dis. chg. dis. [t] chg. dis. chg. dis.

0 73.72 34 772.3 53.86 – 341 – 18.38 5.7 – 23.4 –

1 80.15 30 762.8 51.69 – 348 – 18.01 5.8 – 23.3 –

2 83.35 16 771.1 51.65 – 347 – 17.90 5.8 – 23.0 –

3 81.01 26 785.0 52.53 – 392 – 20.61 6.0 – 30.6 –

4 84.13 13 787.4 52.09 – 392 – 20.43 6.1 – 31.1 –

5 85.82 7 791.7 52.04 – 387 – 20.14 6.0 – 30.1 –

6 75.13 33 771.7 54.31 – 366 – 19.90 5.2 – 28.9 –

7 81.14 25 762.2 52.18 – 376 – 19.60 5.0 – 29.7 –

8 84.25 12 770.5 52.15 – 375 – 19.55 5.1 – 29.5 –

9 82.00 19 784.3 52.61 – 362 – 19.06 4.6 – 27.7 –

10 84.92 10 787.0 52.20 – 361 – 18.86 4.6 – 28.1 –

11 86.66 4 791.8 52.17 – 367 – 19.13 4.7 – 29.0 –

12 80.33 28 763.6 52.19 – 140 – 7.32 4.6 – -27.1 –

13 80.32 29 763.5 52.19 – 141 – 7.36 4.6 – -29.6 –

14 81.49 23 768.3 52.19 – 139 – 7.24 4.6 – -38.6 –

15 80.10 32 1386.1 95.21 -38.15 158 715 -12.25 4.8 6.9 -20.6 75.2

16 80.12 31 1840.9 126.42 -65.84 166 683 -23.94 4.8 6.8 -21.7 70.8

17 80.99 27 1735.5 118.70 -58.94 154 671 -21.30 4.7 6.8 -32.5 69.2

18 83.74 15 1621.1 102.65 -46.15 325 364 16.54 5.0 5.0 17.5 20.5

19 89.50 1 806.9 51.97 – 363 – 18.84 4.6 – 28.6 –

20 85.08 9 1619.1 108.76 -50.17 154 674 -17.02 4.6 6.8 -33.4 69.6

21 85.63 8 1488.3 99.70 -42.61 172 658 -10.86 4.8 6.4 -24.7 67.3

22 87.75 3 1186.1 77.65 -22.89 161 697 -3.44 4.7 6.9 -28.9 72.7

23 81.71 20 769.8 52.19 – 180 – 9.37 4.5 – -10.6 –

24 81.64 21 769.1 52.19 – 183 – 9.54 4.6 – -12.1 –

25 83.13 17 776.5 52.20 – 186 – 9.72 4.6 – -16.3 –

26 81.53 22 1017.3 69.25 -15.11 218 715 4.32 4.6 6.6 -2.3 75.3

27 81.19 24 1281.4 87.12 -30.95 240 696 -0.65 4.5 6.4 -0.5 72.7

28 82.22 18 1155.4 78.03 -22.84 236 683 2.85 4.6 6.7 -3.8 70.7

29 85.90 6 1066.1 70.75 -16.43 227 681 4.88 4.4 6.1 -5.9 70.5

30 86.52 5 1010.6 66.86 -13.21 246 668 7.60 4.5 5.9 -1.0 68.6

31 88.13 2 925.5 59.95 -7.03 235 649 9.51 4.5 5.9 -2.6 66.1

32 83.91 14 1206.8 95.73 -36.89 (251) (445) (7.63) (5.5) (5.5) (-8.5) (34.0)
33 84.38 11 1180.4 88.12 -33.61 (207) (452) (3.07) (5.0) (5.6) (-6.2) (34.3)

Note: The values in parentheses for the PV use case scenarios 32 and 33 are not representative of the scenarios since
they refer to emissions, prices, and residual load of the public electricity grid and not those of the local PV system.
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7.3 Impact of Vehicle-to-Grid on battery aging

There are remarkable differences between the scenarios’ average residual loads while charging

and discharging. Lower residual loads or even negative ones, i.e., surpluses from RES, result in

significantly lower attributed electricity generation emissions and also tend to cause lower average

electricity prices. In the conventional and scheduled charging algorithms (scenarios 0–11 and

19), the EV is almost exclusively charged in the evening or early morning, independent of RE

generation. This results in relatively similar total estimated emissions of approximately 18 to

21 tons caused by electricity needed to charge the EV. In the smart charging scenarios (12–14

and 23–25), the average emissions are reduced to around 7.3 tons when charging at home and

work is possible and 9.5 tons when only charging at home. On the other hand, even negative

emissions can be attributed to most V2G scenarios since the charging algorithm prefers charging

when average emissions are low and discharging when the emissions are very high, effectively

displacing high-emission fossil fuel power plants. However, it has to be mentioned that the

simulation model uses simple approaches to estimate the residual load, prices, and emissions and

does not consider a future zero-emission energy grid, in which emissions are also low when the

residual load is high. Nevertheless, the actual emissions attributed to V2G charging are expected

to be significantly lower than for conventional or smart unidirectional charging strategies.

Even though battery degradation is slightly stronger, average electricity prices and particularly

emissions are remarkably lower if the EV can also charge at work (e.g., scenarios 15–17) since

optimal grid conditions can be usedmore often compared to only charging at home (e.g., scenarios

26–28). For example, in summer, the EV can often charge with excess solar energy at work and

feed back energy to the grid at home during the evening when the residual load is high. From a

technical standpoint, it would be a great opportunity for the energy transition if this were made

possible under tax and regulatory law.

The influence of charging power is compared in scenarios 20 and 21 as well as 29 and 30.

The V2Grenewable strategy is used with the default charging and discharging power of 10.5 kW

in scenarios 20 and 29. Scenarios 21 and 30 use a lower power of 5.25 kW with otherwise

similar conditions. With an SoH difference of around 0.6%, the lower charging power has a

small positive impact on battery lifetime. However, this could partly be attributed to the lower

number of cycles in the scenarios with reduced charging power. On the other hand, scenarios

with a higher charging power can obtain lower average emissions, electricity prices, and residual

load since periods with optimal conditions can be used more effectively. While increasing the

charging power from 5.25 kW (approximately 1/12 C charging rate) to 10.5 kW (about 1/6 C)

has little effect on aging, a significantly higher charging rate (e.g., above 0.5 C) could negatively

impact battery lifetime due to increased lithium plating for aged or cold battery cells. However,

this was not analyzed in the scenarios.

While the battery should only be charged at sufficiently high cell temperatures and low C-rates

in winter, avoiding high SoCs is particularly beneficial at warmer cell temperatures to maximize

battery lifetime.
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7 Battery aging investigation

As mentioned, a limitation of the use case simulation model is the simplified method to estimate

residual load, prices, and emissions. Although the electricity price and emission estimates are

not accurate, they show clear trends representative of real applications. On the other hand,

the sophisticated battery degradation model was derived using the comprehensive battery aging

dataset collected for this thesis and is expected to have a higher accuracy.

Nevertheless, the aging model is only valid for the specific NMC cell investigated in the aging

study. Even though similar trends are likely to occur, newer cell models typically have an increased

lifetime. However, the impact and ratio of calendar and cyclic aging might be very different for

other cell chemistries (e.g., cells with an LFP cathode or an LTO anode).

Moreover, cell imbalances within the EV battery are not modeled. Differences in aging due

to inhomogeneous temperatures in the battery pack, cell production tolerances, and unsuitable

balancing methods could reduce lifetime compared to the simulation. In real applications, it

might be necessary for the charging algorithm to allow the BMS to balance the cells, which is

typically only done at higher SoCs.

Toward the EOL, i.e., at an SoH below 80% or in extreme operating conditions, such as in

scenario 0 with severe SEI losses, the battery aging model might underestimate capacity fade.

7.4 Summary

Li-ion battery aging is a complex topic. The capacity fade and impedance increase of battery

cells depends on numerous factors, such as temperature, the discharging, and particularly charging

rates, and the SoC range within which the cell is operated or the SoC level at which the cell rests.

In simplified terms, aging is often divided into cyclic aging, which takes place when the cell is

charging or discharging, and calendar aging, which occurs when the cell is resting. Cyclic aging

increases according to how much charge is processed in the cell and is intensified when the cell is

charged and discharged close to the maximum or minimum voltage or SoC limits. High charging

rates at low internal cell temperatures, high SoCs, or severely aged cells can have an adverse effect

on degradation due to lithium plating. Calendar aging is most substantial at the beginning of the

cell’s life and particularly severe when the cell rests at high voltages and temperatures for long

periods.

While these relationships are generally well known in the electrochemistry domain, they are often

not considered adequately in other disciplines, such as energy economics, electrical engineering,

and computer sciences. For example, many degradationmodels used in analyses of the profitability

of V2G or its effect on battery degradation do not even consider calendar aging, although it tends

to have the most significant impact on EV battery aging. Even though aging dependencies might

be known, they are hard to factor in due to a lack of accurate yet easily reusable models and

comprehensive publicly available datasets on battery degradation.
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7.4 Summary

In this thesis, one of the most extensive publicly available Li-ion battery degradation datasets

was generated using a commercial nickel-rich NMC/C+SiO cell. The dataset is publicly avail-

able [J1], [R1] and includes capacity fade and impedance measurements, as well as log data

with a two-second temporal resolution for up to 449 days. The data largely confirms the aging

dependencies known from the literature but also gives new insight into the degradation after the

knee point down to an SoH of 40%, which is particularly relevant for aged EV batteries and

second-life applications but seldom found in published data. The data was used to derive an

accurate open-source aging model of this cell, available for reuse on GitHub [R4].

Finally, more than 30 different EV applications were simulated with the new aging model. This

use case model is also available on GitHub [R4] to analyze further applications. Conventional,

smart, and bidirectional charging strategies with different objectives were simulated for a 20-year

operating time. For the analyzed cell, smart unidirectional (V1G) and bidirectional (V2G) charg-

ing can significantly reduce electricity generation costs and emissions caused by EV usage while

reducing battery aging compared to conventional charging. All investigated V1G and V2G use

cases outperform conventional early or late (scheduled) charging to an SoC of 100%. In almost

all V2G scenarios, the capacity losses are even lower compared to conventional charging using a

reduced SoC limit of 90%. Maintaining a moderately low average SoC is beneficial independent

of the charging strategy. Therefore, highly battery-optimized operation with scheduled charging

in a comparatively low and shallow SoC range performs slightly better than the best V1G and

V2G strategies but limits day-to-day range without other significant advantages.

In summary, when adequately respecting mobility needs and grid capacity, V2G is a win-win-win

situation for EV users, the energy transition, and grid stability. Nevertheless, it remains to be

investigated how well the aging model applies to other cell chemistries, although similar tenden-

cies are likely to exist. The published aging model could be fitted or adjusted to other datasets

reviewed in this thesis or newer datasets for future research. However, it can be assumed that

newer cell variants and generally longer-lasting cell chemistries will face an even lower capacity

fade and, therefore, live longer despite or even because of V2G.
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8 Conclusion

The advantages of bidirectional charging are promising, particularly given the wide range of

applications. For instance, coupling electric vehicle (EV) batteries with the electricity grid

supports integrating a higher share of renewable energy sources (RES) into the energy system

and can improve grid stability through ancillary services. Further, Vehicle-to-Grid (V2G) allows

charging an EV when electricity prices and emissions are low and returning energy to the

grid when they are high. Given appropriate energy economic policies, this can reduce overall

electricity generation costs and yield additional revenue for EV owners. Bidirectional charging

can also be used at home (V2H), for example, to improve self-sufficiency in conjunction with

a photovoltaic (PV) system or to power devices directly without an electricity grid (V2L). The

potential is enormous, as EVs registered in Germany already have two and a half times more

energy storage capacity than all domestic pumped hydroelectric energy storage systems. Although

the concept of bidirectional charging is already well-known, many challenges still prevent market

penetration.

In this thesis, some of the most critical technical challenges hindering market ramp-up are

addressed, ranging from the cost and efficiency of the power electronics and achievable revenue

through grid stabilization to battery degradation.

Ahighly efficientV2Gcharger power electronics systemwas developed and validated. It comprises

a newly designed 22 kW auxiliary resonant commutated pole inverter (ARCPI) and a further

developed isolated CLLLC converter with significantly improved efficiency. The maximum

overall efficiency is 99.1% for the ARCPI and 98.1% for the CLLLC converter, resulting in an

excellent combined peak efficiency of more than 97%. Both converters remain efficient even at

light load down to 3% of the nominal load, which is particularly relevant for V2L and V2H. The

soft-switching ARCPI and CLLLC converter topologies feature silicon carbide (SiC) MOSFETs

with optimized gate timing control to maximize efficiency and switching frequency. This reduces

the necessary cooling effort and filter component size, which decreases the cost of the V2G

charger.

Different ancillary services were implemented on the inverter of the V2G charging system to

increase the obtainable revenue and stabilize the grid. The controller can feed in active power to

support balancing electricity supply and demand and reactive power, e.g., to stabilize the local

grid voltage. To a limited extent, asymmetrical currents can be intentionally injected to reduce
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8 Conclusion

asymmetries in the grid caused by unbalanced load, for example, single-/two-phase EV chargers

and PV plants. Both frequency control (FCR) and virtual inertia (VI) emulation were realized on

the controller to stabilize the grid frequency even during severe incidents, reducing the need for

synchronous generators of conventional power plants. The bidirectional charger and the control

algorithms were successfully validated on a power hardware-in-the-loop test bench. Satisfactory

controller stability and reaction times of less than 0.25 s could be achieved for active and reactive

power and frequency control, as well as VI emulation. However, the implemented DDSRF-PLL

and current controllers only supported a low-voltage ride-through (LVRT) during small voltage

faults, and a different inverter hardware and control configuration is necessary if all phase currents

shall be arbitrarily controlled.

Even though the cost and lifetime of lithium-ion batteries have improved significantly over the last

decades, potentially higher battery degradation caused by V2G and the uncertainty about it still

cause skepticism against bidirectional charging. Existing battery degradationmodels that quantify

aging are often too complex to be used outside the electrochemistry domain or too simplified to

accurately reflect the nuanced dependencies relevant to modeling the effect of different smart and

bidirectional charging strategies on battery lifetime. Openly available, reusable, comprehensive

battery degradation datasets suitable for modeling are also scarce.

One of the most extensive publicly available battery degradation datasets to date was generated

in this thesis and published for reuse [J1], [R1] to overcome this problem. It features capacity

and impedance measurements as well as log data of 228 NMC/C+SiO cells tested under 76

different operating conditions over a period of almost 450 days. The charging and discharging

rates, temperature, and State of Charge (SoC) range were varied for cyclic aging cells. Different

temperatures and SoCs were analyzed for calendar aging cells. In addition, different WLTP-based

driving cycles and charging strategies were applied to the cells to validate the aging behavior under

application-specific profiles.

A semi-empirical open-source battery aging model [R4] that considers the effect of SEI layer

growth, cyclic aging, and lithium plating was derived using the new dataset. The relative root

mean square error between the capacity fade measured in the experiment and the modeled one is

2.3% on average when considering data points with a State of Health (SoH) of more than 70%

and 4.9% when considering all data points down to an SoH of 40%.

Finally, the aging model was used to simulate the degradation of EV batteries over a period of

20 years using different charging strategies. Conventional, scheduled, smart, and bidirectional

charging strategies with different objectives and boundary conditions were compared. For the

NMC cell investigated, conventional and scheduled charging to an SoC of 100% are by far the

strategies with the largest capacity loss. Smart (V1G) and bidirectional (V2G) charging strategies

optimizing the share of RES, emissions, charging cost, or PV self-sufficiency using moderate

SoC ranges (e.g., 25–75% or 40–80%) achieved significantly better results, reducing degradation
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8 Conclusion

by up to 55% compared to conventional, daily immediate charging to an SoC of 100%. Only

very degradation-optimized scheduled charging in a 40–60% SoC window without V2G usage

obtained slightly better results, reducing capacity fade by 60% compared to conventional charging.

The investigations in this thesis have shown that concerns about increased battery aging through

the use ofV2G are unjustified. The degradation of EV batteries is not only influenced by the higher

energy throughput due to V2G but primarily by calendar aging, which can be reduced significantly

with appropriate smart (V1G) and particularly bidirectional (V2G) charging algorithms. Thus,

the battery life can be increased, reducing overall capacity fade, cost, and emissions compared to

conventional charging.

The newly developed hardware of this thesis confirms that resonant switching topologies with

wide-bandgap semiconductors, such as SiC MOSFETs, can increase the efficiency and power

density of battery chargers while potentially reducing their cost. Compared to a unidirectional

charger, the added cost of a bidirectional charger is expected to be in a reasonable range, making it

advisable to upgrade the OBC for V2G support. For little extra cost, there are numerous financial

and non-monetary benefits for users, many of which can significantly support and accelerate

the energy transition and electrification of the transport sector. The comprehensive battery

degradation dataset and aging model demonstrate that, with appropriate operation, V2G can even

reduce battery degradation compared to conventional charging strategies. Given the rapid global

expansion of electric mobility and the resulting immense storage potential, it would be a waste of

resources and opportunities if the necessary energy-economic regulatory, normative, fiscal, and

political framework conditions were not paved for the fastest possible use of V2G.
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A Appendix

A.1 Geographic distribution of apartment types

a) Share of apartments
in single-family houses

b) Share of apartments
in two-family houses

c) Share of apartments in
houses with 3+ apartments

0 10 20 30 40 50 60 70 0 5 10 15 20 25 30 35 40 10 20 30 40 50 60 70 80 90

Figure A.1: Share of apartments in a) single-family and b) two-family houses as well as c) residential buildings with

three or more apartments (including dormitories and living residences) as a percentage of the number

of all apartments. Building data: ©Statistisches Bundesamt (Destatis), 2022 [196, pp. 26-38], [640].

Cartographic data: ©GeoBasis-DE / BKG 2023, Data license Germany – attribution – Version 2.0 (dl-

de/by-2-0), dataset: https://gdz.bkg.bund.de/index.php/default/digitale-geodaten/verwaltungsgebiete/verwal

tungsgebiete-1-2-500-000-stand-31-12-vg2500-12-31.html [127].
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A.2 Chargers supporting V2G

A.2 Chargers supporting V2G

Table A.1: Market overview of bidirectional (or “V2G-ready”) chargers for EVs (non-exhaustive, as of August 2023)

Sources Model Type Standard Power Launch Notes

[228, 641–

644]

Nichicon EV Power Station,

Nissan LEAF to Home,

Denso DNEVC-D6075

DC CHAdeMO 6 kW ≈2012 C, J, P

[645, 646] Tsubakimoto Chain

eLINK TPS10

DC CHAdeMO 5 kW 2013 J, X

[230, 647,

648]

Mitsubishi Electric

EV Power Conditioner

(SMART V2H)

DC CHAdeMO 6 kW 2014 J, N

[649–651] Magnum Cap V2G DC CHAdeMO 10 kW ≈2017 –

[652, 653] Takaoka Toko

CFD1-B-V2H1

DC CHAdeMO 3 kW 2017 J

[654, 655] Fermata Energy FE-15 DC CHAdeMO 15 kW 2020 T

[656] Wallbox Quasar DC CHAdeMO 7.4 kW 2020 T, X

[657, 658] alpitronic HYC50 Wallbox DC CHAdeMO,

CCS, GB/T

25/50 kW 2022 C

[659] Eaton Green Motion DC 22 DC CHAdeMO

or CCS

22 kW ≈2022 –

[660–662] dcbel r16 DC CHAdeMO

or CCS

15.2 kW 2022 I

[663] GS Yuasa VOXSTAR DC CHAdeMO 10 kW ≈2022 J, X

[655] Fermata Energy FE-20 DC CHAdeMO 20 kW 2023 T

[664] Omron DC CHAdeMO 6 kW 2023 J, X

[665–667] Panasonic LJV1671B DC CHAdeMO 6 kW 2023 J, X

[668, 669] Enphase Bidirectional

EV Charger

DC CHAdeMO

or CCS

? 2024 U, X

[670, 671] Delta V2H

Bi-directional Charger

DC CHAdeMO 11/22 kW ? –

(continued on next page)
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Table A.1 (continued)

Sources Model Type Standard Power Launch Notes

[672] AME V2G 3p10kW

V2X Charger

DC CHAdeMO 10 kW ? –

[673] Enovates V2G10kW DC CHAdeMO 10 kW ? –

[674–676] Indra V2G DC CHAdeMO 7.4 kW ? P

[677, 678] Nuvve RES-HD125-V2G,

BorgWarner

RES-DCVC125-480-V2G

DC CCS 125 kW ≈2020 T, V

[678, 679] Nuvve RES-HD60-V2G,

BorgWarner

RES-DCVC60-480-V2G

DC CCS 60 kW ≈2020 T, V

[680–683] Evtec sospeso&charge,

sun2wheel two-way-10,

sun2wheel two-way-digital

DC CCS 10 kW 2020 C, X

[684, 685] Enteligent Hybrid DC

Bi-Directional Fast

EV Charger

DC CCS 12.5/25 kW 2023 D, X

[686–688] Ambibox ambiCHARGE

DC-Wallbox

DC CCS 11/22 kW 2023 C, X

[689, 690] Wallbox Quasar 2 DC CCS 11.5 kW 2023 P, T

[691] E3/DC EDISON V2H DC CCS ? 2023 M, X

[692] SolarEdge Bi-Directional

DC EV Charger

DC CCS 24 kW ≈2024 T, X

[693, 694] Emporia V2X

Bi-Directional Charger

DC CCS 11.5 kW 2024 X

[695, 696] Silla Duke 44 DC CCS 2x22 kW ? –

[697] Volkswagen DC wallbox DC CCS 22 kW ? –

[698, 699] Honda Power Manager DC CCS 10 kW ? –

[700–703] Kostal DC, AC ? ? ? C

[704–706] Nuvve PowerPort3 Ultra AC CCS 52.3 kW ? T, V

[705–707] Nuvve PowerPort AC CCS 19.2 kW ? T, V

[708] openWB Pro AC CCS 11/22 kW ≈2021 P

(continued on next page)
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A.2 Chargers supporting V2G

Table A.1 (continued)

Sources Model Type Standard Power Launch Notes

[709] DaheimLader Smart/Touch AC CCS 11/22 kW 2022 –

[710, 711] Enovates Single Wallbox AC CCS 22 kW ≈2022 –

[233, 712] Ford Charge Station Pro AC CCS 19.2 kW 2022 X

[713, 714] SENEC.Wallbox premium AC CCS 11/22 kW 2023 M, X

[715] Mobilize Powerbox AC CCS 7-22 kW 2024 T

[716] Webasto Unite AC CCS 22 kW ≈2024 –

C also design and manufacture custom/branded charging hardware for other companies

D charges EVs from solar power with a DC/DC charger

I combined system with integrated AC & bidirectional DC charger, solar & stationary battery inverter, and EMS

J only available on the Japanese market

M direct marketing of electricity surpluses supported

N not available anymore / discontinued

P coupling of EMS, PV system & charger supported

T other forms of electricity trading supported

U uninterrupted V2H operation during power outages possible

V capability to combine multiple EVs into a virtual power plant

X coupling of EMS, PV system, home storage & charger supported

Notes: Almost all stations reportedly allow a coupling of the charging station with an EMS.

Actual specifications and capabilities of products may differ from those indicated in the table — they have been

compiled based on publicly available information at the time of the market review.

Some dates of market launches are estimated based on available information, such as press releases and

certifications.
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A.3 CLLLC converter: computer interface and
commands

Table A.2: Examples of commands that can be sent to the CLLLC converter via UART

Command Description

General commands:

help show help, including a list of valid commands and their usage

off turn off the converter, i.e., stop switching

stop same as off , but as an emergency stop

ack acknowledge an emergency stop to continue using the converter

Operation:

u 400 dc2 forward operation with V set
DC2 = 400 V

u 400 i 5.5 dc2 forward operation with V set
DC2 = 400 V ,

limited to IsetDC2 = 5.5 A (charging the battery)

u 600 i -3 dc1 backward operation with V set
DC1 = 600 V ,

limited to IsetDC1 = −3 A (discharging the battery)

u1 625 635 i -7 5 u2 300 400 i -10 7.5 dynamic bidirectional mode with automatic selection of power

direction — desired DC1 voltage between 625 and 635 V, IDC1

in the range of -7 A (V2G) to +5 A (G2V), battery voltage in the

range of 300 to 400 V, 10 A maximum discharging current, 7.5 A

maximum charging current

Battery-related commands:

bat enable enable usage of the FlexBat battery

bat connect start FlexBat battery connection procedure (converter is turned

on, DC2 voltage is set to the battery voltage, relays are connected)

bat disable disable usage of the FlexBat battery
(turn off relays, continue with manual operation)

Configuration:

sr on enable synchronous rectifying

sr off disable synchronous rectifying

UART settings:
256 kbaud/s, 8 data bits, 1 stop bit, odd parity, \n line separator for inputs and outputs
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Figure A.2: LabVIEW interface to visualize the CLLLC converter measurements and states received via CAN
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A.4 Overview of the ARCPI prototype hardware and
software
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Figure A.3: Overview of the functional blocks of the FPGA and microprocessor used in the ARCPI
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Figure A.4: Overview of the functional blocks and signals of the ARCPI hardware
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A.5 UART commands for the ARCPI

Table A.3: Examples of commands that can be sent to the ARCPI via UART

Command Description

General commands:

help show help, including a list of valid commands and their usage

off turn off the inverter, i.e., stop switching

stop same as “off”, but as an emergency stop

ack acknowledge an emergency stop to continue using the converter

reset_soft application reset of the FPGA (e.g., PLL, error states, ...)

reset power-cycle the FPGA

Configuration:

vdc_ctrl m 630 650 turn on DC link voltage control, 630 to 650 V allowed range — master mode: inverter

determines power flow, and external DC/DC converter shall control the DC link voltage

vdc_ctrl m 650 turn on DC voltage control, 650 V ±2.5% or ±10 V (whichever is larger) — master

mode

vdc_ctrl m turn on DC voltage control (with the last setting) — master mode

vdc_ctrl s 630 650 turn on DC voltage control, 630 to 650 V allowed range — slave mode: an external

source/sink determines power flow (feedforward control of DC link power is used)

vdc_ctrl off turn off DC voltage control (disabled by default)

fctrl on 5000 1000 turn on frequency control (5 kW
Hz

) and virtual inertia (1 kW ·s
Hz

)

fctrl on turn on frequency control with the last/default setting

fctrl off turn off frequency control and virtual inertia (disabled by default)

vctrl on 3000 230 turn on grid voltage control,Q = −3 kvar at 50% of nominal AC voltage (230VRMS )

vctrl on 2000 turn on grid voltage control,Q = −2 kvar at 50% of last/default nominal voltage

vctrl off turn off grid voltage control (disabled by default)

ramp pac 50 limit the rate of change of AC power setpoint to 50 W
ms

ramp pac show the maximum rate of change of AC power setpoint

ramp ... ... show or limit other rates of change:

udc DC link voltage, uac grid voltage, fac grid frequency, idq d/q currents

soft on enable soft switching (enabled by default)

soft off disable soft switching

(continued on next page)
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A.5 UART commands for the ARCPI

Table A.3 (continued)

Command Description

Grid-forming operation: (e.g., for V2L, islanded operation, or PHIL tests — BPT possible)

uacl 230 f 50 three-phase output voltage with 230 VAC,RMS and 50 Hz,

AC voltages are unregulated (“loose” sinusoidal PWM duty cycles)

uac 230 f 50 three-phase output voltage with 230 VAC,RMS and 50 Hz,

AC voltages are regulated (sinusoidal PWM duty cycles with adjusted amplitudes)

fevent 4 start frequency event 4 (modified system separation Europe July 24, 2021)

events 1 to 6 are available→ see Config\Frequency_Events.h

Grid-following operation: (e.g., for regular grid-connected operation — automatically connects to the grid)

pac 0 transfer 0 W (but keep switching active→ useful for initial turn-on)

pac 5000 feed in 5 kW into the grid (discharge battery)

pac -3600 draw 3.6 kW from the grid (charge battery)

pac 500 q 2000 feed in 500 W into the grid with 2 kvar reactive power (capacitive gen./inductive load)

pac -500 q -200 draw 500W from the grid with−200 var reactive power (inductive gen./capacitive load)

idqpn 5.0 4.0 3.0 2.0 set id+ = 5 A, iq+ = 4 A, id− = 3 A, iq− = 2 A (asymmetric operation)

ns 0 turn off negative-sequence control (default)

ns 3 turn on negative-sequence control 3:

equalizing voltage sequence control (EVSC) — adapted from [331]

ns 4 turn on negative-sequence control 4:

constant instantaneous active power (CIAP) — adapted from [331]

UART settings for the microprocessor:
256 kbaud/s, 8 data bits, 1 stop bit, odd parity, \n line separator for inputs and outputs

UART settings for the FPGA:
256 kbaud/s, 8 data bits, 1 stop bit, no parity, \n line separator for outputs (no input supported)
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A.6 ARCPI: additional measurements

a)

b) c)

Figure A.5: VDS of the ALS FET during the switching transitions at 200 VDC, 60 VAC,RMS, and 12 AAC,RMS with

reference PWM (overlay of all transitions in the “fast acquisition mode” of the oscilloscope) — a) complete

switching period, b) detailed view of the turn-off (trigger on rising reference PWM edges), and c) the turn-on

(trigger on falling edges)

Table A.4: Measurements of the power analyzed at nominal output power (only ARCPI DUT)

setpoint AC combined L1 L2 L3 DC

G2V

−22 kW

VRMS 229.12 Vavg 229.19 V 229.17 V 228.99 V Vavg 600.79 V

IRMS 31.991 Aavg 31.996 A 32.014 A 31.964 A Iavg −36.210 A

P −21.984 kW −7.332 kW −7.335 kW −7.318 kW P −21.755 kW

P.F. −0.9998 −0.9998 −0.9998 −0.9998 ηG2V 98.96%

THDi 2.26% (5th harm.: 1.54%, 7th harm.: 1.04%) ΔI ±3.1%

V2G

+22 kW

VRMS 229.59 Vavg 229.68 V 229.64 V 229.44 V Vavg 599.96 V

IRMS 31.891 Aavg 31.887 A 31.912 A 31.875 A Iavg 36.982 A

P 21.957 kW 7.321 kW 7.325 kW 7.310 kW P 22.188 kW

P.F. ±0.9996 +0.9996 −0.9996 −0.9996 ηV2G 98.96%

THDi 2.33% (5th harm.: 1.52%, 7th harm.: 1.09%) ΔI ±3.0%
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Figure A.6: AC voltage, reactive, and active power during the LVRT with vector diagrams captured by the power analyzer
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A.7 Battery aging test bench: test conditions

Table A.5: Assumptions for the calculation of the battery cell power in the WLTP cycle

Input for the Gearshift Calculation Tool Calculation of the battery power
vmax 167 km/h ηmotor 90%

Prated 150 kW ηinverter 95%

nrated 11000 1/min Pauxiliary 1 kW

nidle 58 1/min vmin,recuperation 8 km/h

#g 6 Pmax,recuperation 64 kW

mtest 1840 kg Resulting WLTP consumption: 15.8 kWh/100 km

f0 200 N Calculation of the cell power
f1 0.35 N/(km/h) battery capacity 64 kWh

f2 0.032 N/(km/h)
2

cell capacity 3 Ah

p(n) min(n · 0.04136 kW·min,Prated) cells in series 96

ndv 65.868 (1/min)/(km/h) cells in parallel 60

Table A.6: Test frequencies for the EIS measurement — current amplitude: 1/6 C = 0.5 A

– 6.757 kHz 675.7 Hz 67.57 Hz 6.757 Hz – –

– 5.000 kHz 500.0 Hz 50.00 Hz 5.000 Hz 500.0 mHz 50.00 mHz

– 3.125 kHz 312.5 Hz 31.25 Hz 3.125 Hz – –

– 2.083 kHz 208.3 Hz 20.83 Hz 2.083 Hz 208.3 mHz –

14.71 kHz 1.471 kHz 147.1 Hz 14.71 Hz – – –

10.00 kHz 1.000 kHz 100.0 Hz 10.00 Hz 1.000 Hz 100.0 mHz –
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A.7 Battery aging test bench: test conditions

Table A.7: Data timestamps for the pulse pattern measurement — current amplitude: 1/3 C = 1.0 A

I = 0.0 A I = +1.0 A I = −1.0 A I = 0.0 A I = +1.0 A I = −1.0 A I = 0.0 A

0.000 s 0.001 s 10.001 s 20.001 s 30.001 s 90.001 s 150.001 s

– 0.003 s 10.003 s 20.003 s 30.003 s 90.003 s 150.003 s

– 0.010 s 10.010 s 20.010 s 30.010 s 90.010 s 150.010 s

– 0.030 s 10.030 s 20.030 s 30.030 s 90.030 s 150.030 s

– 0.100 s 10.100 s 20.100 s 30.100 s 90.100 s 150.100 s

– 0.300 s 10.300 s 20.300 s 30.300 s 90.300 s 150.300 s

– 1.000 s 11.000 s 21.000 s 31.000 s 91.000 s 151.000 s

– 3.000 s 13.000 s 23.000 s 33.000 s 93.000 s 153.000 s

– 10.000 s 20.000 s 30.000 s 40.000 s 100.000 s 160.000 s

– – – – 60.000 s 120.000 s 180.000 s

– – – – 90.000 s 150.000 s 210.000 s
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Figure A.7: Example of a pulse pattern measurement: data points connected with linear interpolation
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Figure A.8: Cell terminal voltage measured while charging (red) and discharging (blue) the LG INR18650HG2 at C/20

with mean values (yellow). The measurement was taken from a new cell on September 9, 2022. It is stored

in an LUT on the cycler board and used for the estimations OCV(SoC) when the cell is in use and SoC(Vcell)

when the cell rests.
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A.7 Battery aging test bench: test conditions

Table A.8: Cell terminal voltage measured while charging and discharging the LG INR18650HG2 at C/20 with mean

values (data for Figure A.8) — underlined values were manually edited to match the voltage limits of the cell

SoC
[%]

Vchg
[V]

Vdischg
[V]

Vavg
[V]

SoC
[%]

Vchg
[V]

Vdischg
[V]

Vavg
[V]

SoC
[%]

Vchg
[V]

Vdischg
[V]

Vavg
[V]

0 2.5496 2.5000 2.5000 34 3.6312 3.6050 3.6181 68 3.9236 3.9114 3.9175

1 2.9671 2.6585 2.8128 35 3.6363 3.6131 3.6247 69 3.9313 3.9197 3.9255

2 3.1057 2.8336 2.9696 36 3.6415 3.6204 3.6310 70 3.9393 3.9279 3.9336

3 3.1955 2.9421 3.0688 37 3.6469 3.6271 3.6370 71 3.9475 3.9366 3.9421

4 3.2601 3.0122 3.1362 38 3.6524 3.6338 3.6431 72 3.9562 3.9457 3.9510

5 3.3058 3.0666 3.1862 39 3.6582 3.6400 3.6491 73 3.9655 3.9550 3.9602

6 3.3317 3.1091 3.2204 40 3.6642 3.6467 3.6554 74 3.9748 3.9649 3.9698

7 3.3524 3.1458 3.2491 41 3.6705 3.6533 3.6619 75 3.9848 3.9745 3.9797

8 3.3726 3.1788 3.2757 42 3.6771 3.6603 3.6687 76 3.9952 3.9850 3.9901

9 3.3915 3.2130 3.3022 43 3.6844 3.6674 3.6759 77 4.0055 3.9959 4.0007

10 3.4109 3.2491 3.3300 44 3.6918 3.6749 3.6833 78 4.0160 4.0064 4.0112

11 3.4271 3.2835 3.3553 45 3.6996 3.6829 3.6912 79 4.0264 4.0169 4.0217

12 3.4369 3.3150 3.3759 46 3.7080 3.6911 3.6995 80 4.0364 4.0272 4.0318

13 3.4447 3.3427 3.3937 47 3.7170 3.6995 3.7083 81 4.0460 4.0368 4.0414

14 3.4519 3.3679 3.4099 48 3.7261 3.7089 3.7175 82 4.0552 4.0464 4.0508

15 3.4590 3.3901 3.4246 49 3.7355 3.7179 3.7267 83 4.0633 4.0552 4.0592

16 3.4667 3.4102 3.4385 50 3.7453 3.7271 3.7362 84 4.0702 4.0625 4.0663

17 3.4756 3.4294 3.4525 51 3.7553 3.7368 3.7460 85 4.0757 4.0683 4.0720

18 3.4857 3.4497 3.4677 52 3.7653 3.7464 3.7559 86 4.0800 4.0730 4.0765

19 3.4977 3.4607 3.4792 53 3.7757 3.7560 3.7658 87 4.0832 4.0769 4.0801

20 3.5100 3.4689 3.4894 54 3.7864 3.7658 3.7761 88 4.0861 4.0799 4.0830

21 3.5218 3.4759 3.4988 55 3.7974 3.7753 3.7863 89 4.0891 4.0828 4.0860

22 3.5332 3.4823 3.5077 56 3.8096 3.7846 3.7971 90 4.0923 4.0856 4.0890

23 3.5447 3.4882 3.5165 57 3.8242 3.7947 3.8094 91 4.0958 4.0888 4.0923

24 3.5557 3.4947 3.5252 58 3.8396 3.8043 3.8219 92 4.0997 4.0929 4.0963

25 3.5650 3.5035 3.5342 59 3.8514 3.8144 3.8329 93 4.1048 4.0974 4.1011

26 3.5749 3.5163 3.5456 60 3.8615 3.8259 3.8437 94 4.1108 4.1031 4.1070

27 3.5864 3.5298 3.5581 61 3.8707 3.8380 3.8543 95 4.1183 4.1100 4.1141

28 3.5960 3.5431 3.5696 62 3.8789 3.8505 3.8647 96 4.1279 4.1191 4.1235

29 3.6028 3.5564 3.5796 63 3.8867 3.8637 3.8752 97 4.1406 4.1311 4.1358

30 3.6091 3.5676 3.5883 64 3.8944 3.8746 3.8845 98 4.1565 4.1470 4.1517

31 3.6150 3.5772 3.5961 65 3.9017 3.8846 3.8932 99 4.1765 4.1682 4.1723

32 3.6206 3.5866 3.6036 66 3.9089 3.8942 3.9015 100 4.2000 4.1972 4.2000

33 3.6259 3.5962 3.6111 67 3.9162 3.9031 3.9096
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A.8 Battery aging test bench: experimental setup
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Figure A.9: Detailed overview of the battery aging test bench
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A.8 Battery aging test bench: experimental setup
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A.9 Battery aging model with uncertainty estimation

Figure A.11: Remaining usable discharge capacity of the calendar aging cells measured in the CUs (points) with simulated

“realistic” agingmodel (lines) and uncertainty range (gray area—most optimistic model to most pessimistic

model)
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A.9 Battery aging model with uncertainty estimation

Figure A.12: Remaining usable discharge capacity of the cyclic aging cells (part 1 of 2) measured in the CUs (points)

with simulated “realistic” aging model (lines) and uncertainty range (gray area)
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Figure A.13: Remaining usable discharge capacity of the cyclic aging cells (part 2 of 2) measured in the CUs (points)

with simulated “realistic” aging model (lines) and uncertainty range (gray area)
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A.9 Battery aging model with uncertainty estimation

Figure A.14: Remaining usable discharge capacity of the profile aging cells measured in the CUs (points) with simulated

“realistic” aging model (lines) and uncertainty range (gray area)
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Acronyms and symbols

Acronyms

AC alternating current

ACD Automatic Connection Device

ADC analog-to-digital converter

aFRR Frequency Restoration Reserve with automatic activation

ANPC active neutral point clamped

ARCPI auxiliary resonant commutated pole inverter

BESS battery electric storage system

BEV battery electric vehicle

BMDV Federal Ministry for Digital and Transport

(Bundesministerium für Digitales und Verkehr)
BMS battery management system

BOL beginning of life

BPT bidirectional power transfer

BTM behind the meter

CAES compressed air energy storage

CAN Controller Area Network

CC constant current

CCS Combined Charging System

CEI cathode-electrolyte interphase

CHAdeMO Charge de Move

CIAP constant instantaneous active power

CID current interrupt device

CL conductivity loss

CM common mode

COP coefficient of performance

CP control pilot

CP-CV constant power, constant voltage

CPO charge point operator

CRC cyclic redundancy check

CSO charge system operator

CSR current source rectifier

CU check-up
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Acronyms and symbols

CV constant voltage

DAB dual active bridge

DC direct current

DDSRF Decoupled Double Synchronous Reference Frame

DER Distributed Energy Resources

DM differential mode

DoD Depth of Discharge

DR demand response

DSM demand-side management

DSO distribution system operator

DSOGI Double Second-Order Generalised Integrator

DUT device under test

ECD equivalent circuit diagram

ECM equivalent circuit model

EFC equivalent full cycle

EIS electrochemical impedance spectroscopy

EMI electromagnetic interference

EMS energy management system

EMSP electromobility service provider

ENTSO-E European Network of Transmission System Operators for Electricity

EOC end of charge

EOD end of discharge

EOL end of life

EREV extended-range electric vehicles

EV electric vehicle

EVSE electric vehicle supply equipment

FACTS flexible alternating current transmission systems

FCEV fuel cell electric vehicle

FCHEV fuel cell hybrid electric vehicle

FCR Frequency Containment Reserve

FET field-effect transistor→MOSFET

FHA first harmonic approximation

FPGA field-programmable gate array

FPT forward power transfer

FRR Frequency Restoration Reserve

FRT fault ride-through

FTM front of the meter

GaN gallium nitride

GEIS galvanostatic electrochemical impedance spectroscopy

GFCI ground fault circuit interrupter

GFL grid-following→ GFLI

GFLI grid-following inverter
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Acronyms and symbols

GFM grid-forming→ GFMI

GFMI grid-forming inverter

GHG greenhouse gas

G2V Grid-to-Vehicle

HEV hybrid electric vehicle

HRTIM high resolution timer

IC integrated circuit

HV high voltage

HVDC high-voltage direct current

HVRT high-voltage ride-through

HW hardware

IBR inverter-based resource

ICCB In-Cable Control Box

IC-CPD In-Cable Control and Protection Device

ICE internal combustion engine

ICEV internal combustion engine vehicle

IGBT insulated gate bipolar transistor

IPCC Intergovernmental Panel on Climate Change

ISR interrupt service routine

IT isolé terre

LAM loss of active material

LCO lithium cobalt oxide

LCOE levelized cost of energy

LEV light electric vehicle

LFP lithium iron phosphate

Li lithium

Li-ion lithium-ion

LIB lithium-ion battery

LLI loss of lithium inventory

LMO lithium manganese oxide

LTO lithium titanium oxide

LPF low-pass filter

LUT lookup table

LV low voltage

LVRT low-voltage ride-through

mFRR Frequency Restoration Reserve with manual activation

MMC modular multilevel converter

MOSFET metal-oxide-semiconductor field-effect transistor

NACS North American Charging Standard

NCA nickel cobalt aluminum

NF notch filter

NiMH nickel-metal hydride
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Acronyms and symbols

NMC nickel manganese cobalt

NPC neutral point clamped

NTC negative temperature coefficient

OBC onboard charger

OCPP Open Charge Point Protocol

OCV open-circuit voltage

OEM original equipment manufacturer

OT operating temperature

OVP over-voltage protection

PbA lead-acid

PCB printed circuit board

PCC point of common coupling

PE protective earth

PEIS potentiostatic electrochemical impedance spectroscopy

PEV plug-in electric vehicle

PFC power factor correction

PHES pumped hydroelectric energy storage

PHEV plug-in hybrid electric vehicle

PHIL power hardware-in-the-loop

PLC power line communication

PLL phase-locked loop

PnC Plug and Charge

PP proximity pilot

PSFB phase-shifted full bridge

PtG power-to-gas

PtL power-to-liquid

PtH power-to-heat

PtX power-to-X

PV photovoltaic

PWM pulse width modulation

RCD residual-current device

RE renewable energy

REEV range-extended electric vehicles

RES renewable energy sources

RIPT resonant inductive power transfer

RMS root mean square

RMSE root mean square error

RoCoF Rate of Change of Frequency

RPT reverse power transfer

RR replacement reserve

RT room temperature

RUL remaining useful life
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Acronyms and symbols

SEI solid electrolyte interphase

Si silicon

SIB sodium-ion battery

SiC silicon carbide

SMD surface-mount device

SMGW Smart Meter Gateway

SOA safe operating area

SoC State of Charge

SoE State of Energy

SoH State of Health

SoP State of Power

SPI Serial Peripheral Interface

SR synchronous rectification

SRF Synchronous Reference Frame

STATCOM static synchronous compensator

SVM space vector modulation
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TNPC T-type neutral point clamped

TSO transmission system operator

UART Universal Asynchronous Receiver/Transmitter

UNFCCC United Nations Framework Convention on Climate Change

V1G Smart charging

V2B Vehicle-to-Building

V2C Vehicle-to-Community

V2G Vehicle-to-Grid

V2H Vehicle-to-Home

V2L Vehicle-to-Load

V2V Vehicle-to-Vehicle

V2X Vehicle-to-X

VI virtual inertia

VPP Virtual Power Plant

VSG Virtual Synchronous Generator

VSI voltage source inverter

WLTC Worldwide Light-duty Test Cycle

WLTP Worldwide harmonized Light vehicles Test Procedure

WPT wireless power transfer

ZCS zero-current switching

VGI Vehicle-Grid Integration

ZEV Zero-Emission Vehicle

ZVS zero-voltage switching
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Acronyms and symbols

Constants

π Pi: 3.14159 . . .

F Faraday constant: 96485.3 . . . C
mol

Rg universal gas constant: 8.31446 . . . J
K·mol

Operators, math symbols, and indices

X constant or DC value

x variable or AC value

x complex value or phasor

x⃗ vector

X̂ amplitude

|X| absolute value

Re{x} real part of a complex value

Im{x} imaginary part of a complex value

dx
dt temporal derivative

xα alpha component (Clarke transformation)

xβ beta component (Clarke transformation)

x0 zero-sequence component (Clarke transformation)

xd direct component (Park transformation)

xq quadrature component (Park transformation)

xd+ positive-sequence direct component

xq+ positive-sequence quadrature component

xd− negative-sequence direct component

xq− negative-sequence quadrature component

x′
decoupled value

x̄ filtered value

x̃ average value or notch-filtered value

Xbat associated with a battery system

Xc charging

Xcal associated with calendar aging or value for calendar aging cells
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Acronyms and symbols

Xcap capacity-based

Xcell associated with a battery cell

Xco cut-off (termination of charging/discharging if current falls below this threshold)

XCU value during check-ups

Xcyc associated with cyclic aging or value for cyclic aging cells

Xd discharging

Xest estimated value

Xhigh higher threshold

Ximp impedance-based

Xinit initial value

XL losses (e.g., capacity fade)

Xlow lower threshold

XLSB value of the least significant bit (LSB), i.e., the resolution

Xmax maximum value

Xmeas
measured value

Xmid center or average value

Xmin minimum value

Xmodel
modeled value

Xn nominal value

Xparam associated with a parameter set

Xpeak peak value

Xpl associated with lithium plating losses

Xprf value for profile aging cells

Xref reference value

Xrel relative value

XRMS root mean square value

XSEI associated with solid electrolyte interphase (SEI) losses

Xset
setpoint value

Xths threshold value

Xtot total/overall
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Acronyms and symbols

Latin symbols and variables

Ah overall charge throughput

C capacitance or C-rate (relative to the nominal cell capacity)

Cc charging rate (relative to the nominal cell capacity)

Cd discharging rate (relative to the nominal cell capacity)

Cn nominal capacity

crel C-rate relative to the remaining usable cell capacity

Crem,usable remaining usable cell capacity

Cth thermal capacity

d desire/preference to charge or discharge

DoD Depth of Discharge

e emission factor of the electricity mix

Ea activation energy

f frequency

fctrl control loop frequency

fg grid frequency

fsw switching frequency

Fx normalized switching frequency

g grid condition

G gain or transfer function

H inertia constant

i current

Icell battery cell current

iD MOSFET drain current

IDC DC current

Iin DC input current

ires resonant tank current

Iout DC output current

iout output current

iPCC point of common coupling current

J moment of inertia
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Acronyms and symbols

K resonant tank gain

kD damping constant of the VSG controller

kI inertia constant of the VSG controller

Ki integral gain of a PI controller

Kp proportional gain of a PI controller

L inductance

M overall gain

N number of cycles

NCU,cell number of check-ups for a specific cell

Ncells number of cells

Nparam number of parameter sets

p electricity price

P active power

Paux auxiliary power demand (e.g., for the controller and cooling)

PDC DC power

Pin input power

Ploss power loss (dissipation)

Pout output power

Q reactive power or quality factor of a filter or battery charge/capacity

∆q relative charged/discharged charge (in % of Cn) in the last time step

∆Q charged/discharged charge (in Ah) in the last time step or since charging/discharging

began

qL relative capacity loss (in % of Cn)

QL absolute capacity loss (in Ah)

∆qL relative capacity loss (in % of Cn) in the last time step

∆QL absolute capacity loss (in Ah) in the last time step

QLi capacity loss due to loss of lithium inventory (LLI)

Qsites capacity loss due to a loss of electrode sites

r residual load

R resistance

Rcell internal cell resistance

298



Acronyms and symbols

RDS,on on-state drain-source resistance of a MOSFET

reff effective relative cell resistance

Rload load resistance

Rth thermal resistance

RMSE root mean square error (absolute value)

RMSE% root mean square error (relative to the nominal cell capacity)

S apparent power

SoC State of Charge

SoCscaled State of Charge normalized to a certain operation window

SoCt time-dependent State of Charge

SoE State of Energy

t time

T period or temperature

Tambient ambient air/coolant temperature

Tctrl control loop period

tdead dead time

Ti time constant of a PI controller

tpd propagation delay

Tσ time constant of a PT1 element

Tsurface surface temperature

Tsw switching period

THDi total harmonic distortion of the current

v voltage

Vcell battery cell terminal voltage

VDC DC voltage

vDS MOSFET drain-source voltage

VF diode forward voltage

vg grid voltage

VGS MOSFET gate-source voltage

Vin DC input voltage

vLL phase-phase voltage
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Acronyms and symbols

vL12 voltage between phases 1 and 2

vLN phase-neutral voltage

vL1N voltage between phase 1 and neutral

Vout DC output voltage

vPCC point of common coupling voltage

VR diode reverse voltage

vres resonant tank voltage

VSD MOSFET body diode forward voltage

V− anode potential

Wh overall energy throughput

Z impedance

Zg grid impedance

Greek symbols and variables

η efficiency

ηoverall overall efficiency (including auxiliary power demand)

ηpower power electronics efficiency

θg grid angle

φ phase

φvi phase shift between voltage and current

Φ0
a open-circuit/equilibrium anode potential

ω angular frequency

ωg angular grid frequency
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