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Abstract
From the recent DNS database (Yang in Journal of Fluid Mechanics) of channel flows with 
rough walls in the presence of heat transfer, the impact of the skewness of the roughness 
elevation map on the velocity and temperature profiles within the roughness sublayer is 
analysed. The separation zones observed near the wall in the sublayer are shown to play a 
significant role when the skewness is negative. The k − �-based turbulence model (Chede-
vergne and Forooghi in Journal of Turbulence 21:463–482, 2020); (Chedevergne in Journal 
of Turbulence 22:713–734, 2021, Chedevergne in Journal of Turbulence 24: 36–56, 2023), 
capable of capturing roughness effects and incorporating the Double Averaged Navier–
Stokes (DANS) equations and the Discrete Element Method (DEM), is tested against this 
DNS database, showing some limitations in the description of the roughness sublayers, 
especially for configurations with negative skewness. To reproduce the observations made 
in the DNS database, the pressure gradient imposed in the simulated channel using the 
DANS/DEM model is adjusted based on the distance to a reference wall in the roughness 
sublayers. Additionally, the increase in turbulent mixing observed in the DNS database for 
rough configurations with negative skewness is accounted for in the DANS/DEM model by 
modifying the source terms in the transport equations of the turbulent scalars with respect 
to the skewness, improving the prediction the roughness effects.

Keywords Double averaged Navier–Stokes · Discrete element method · roughness effects

1 Introduction

The prediction of roughness effects in fluid mechanics simulations has long been identi-
fied as a challenge and has been a subject of study for many researchers since the found-
ing work of Nikuradse (1937) and Schlichting (1937). There has been renewed interest in 
this issue recently, not least because of the growing importance of additive manufactur-
ing technologies in industry. Although for some years now direct numerical simulations 
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(DNS) databases (Busse et al. 2015; Forooghi et al. 2018; Thakkar et al. 2018; Jelly and 
Busse 2019) give access to a fine description of the phenomena involved in wall-bounded 
flows in the presence of roughness, many questions remain unanswered. In particular, it is 
known (Flack and Schultz 2010; Flack et al. 2019) from experimental work that the skew-
ness Sk of the roughness distribution plays an important role in the magnitude of the rough-
ness effects produced on the flow. However, we do not know what mechanisms are at stake 
behind these findings. The DNS database established by Yang et al. (2022) very recently 
on a series of arbitrarily generated rough surface distributions makes it possible to study 
the influence of Sk on roughness effects. This database is all the more valuable in that it 
also incorporates the effects of roughness on heat transfer, which is quite rare. The first 
objective of this study is therefore to analyse these DNS data in the region of the roughness 
sublayer in order to gain a better understanding of the effects induced by roughness, par-
ticularly when Sk becomes negative.

In parallel with the recent advances made thanks to DNS, the modelling of roughness 
effects has greatly evolved over the last decade. The second objective of this study is to 
evaluate and improve if necessary a very recently proposed model (Chedevergne 2021) that 
accurately describes the effects of roughness in a large number of situations, including a 
good description of flows in rough sub-layers. The comparisons of the model predictions 
with the DNS data of  Yang et al. (2022) should highlight the limitations of the model and 
allow to propose appropriate corrections.

Historically, to take roughness effects into account in computational fluid dynam-
ics, several approaches may be contemplated, the most widespread in an industrial con-
text being that based on the resolution of the RANS (Reynolds Averaged Navier–Stokes) 
equations and the joint use of equivalent sand-grain type models (Wilcox 1988; Hellsten 
and Laine 1998; Knopp et al. 2009; Aupoix 2015b) associated with eddy viscosity mod-
els. These models are based on Nikuradse’s work, which highlighted the link between the 
roughness function, which characterizes roughness effects on velocity profiles, and the 
sand grain height used in Nikuradse’s experiments  (Nikuradse 1937). Although undeni-
able advantages of these equivalent sand-grain models should be acknowledged, such as 
their ease of implementation and robustness, there are still major limitations in the use of 
these models due to their poor predictive capacity. On the one hand, these models produce 
an artificial increase in turbulence in the wall region and, on the other, the a priori deter-
mination of the main parameter of these models, i.e. the equivalent sand-grain height, is 
extremely delicate. The sand-grain height is given by empirical correlations (Musker 1980; 
Sigal and Danberg 1990; van Rij et al. 2002; Schultz and Flack 2009) that are still limited 
to a certain type of application. Despite notable efforts (Forooghi et al. 2017) to come up 
with a universal correlation, the quest for such an expression relating the rough surface 
topography to the height of the equivalent sand grain remains unachieved and is, in some 
respects, unachievable. More specifically, in the transitional rough regime, flow properties 
interact in the relationship between the roughness function and the equivalent sand grain, 
making the discovery of a universal correlation impossible in this regime.

In the RANS context, another approach, called the discrete element method (DEM), 
and this time based on the blockage factor concept put forward by  Schlichting (1937), 
finally emerged from the late 1970  s  (Finson 1975; Finson et  al. 1980) and into the 
1980 s  (Finson 1982; Lin and Bywater 1982; Christoph and Pletcher 1983; Taylor et al. 
1985). The DEM enables to overcome the main limitations of equivalent sand-grain mod-
els and the most recent advances in this approach mean that it can now be used in a pro-
duction environment. More specifically, the major development consisted into the cou-
pling of the DEM with RANS equations with additional surface averaging. Therefore, 
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the resulting equations  (Aupoix 2016), hereinafter referred to as DANS (Double Aver-
aged Navier–Stokes), include a drag term that can be described using the discrete element 
approach. Accurate models for the drag term such as those of Chedevergne and Forooghi 
(2020) and of Kuwata and Kawaguchi (2019) compare favourably with DNS data. These 
models include the wall-normal distributions of both the viscous and pressure drag con-
tributions throughout the boundary layer height covered by roughness. To complete the 
DANS/DEM models, dedicated closures for Reynolds stresses and dispersive stresses aris-
ing from the double averaging technique must be added. Comparisons with DNS data over 
rough academuic configurations (Forooghi et al. 2018; Wu et al. 2019; Kuwata and Kawa-
guchi 2019) at moderate Reynolds numbers proved the relevance of this type of approach 
to describe roughness effects with DANS/DEM models (Chedevergne 2021; Kuwata et al. 
2019). Lastly, there remains the delicate issue of determining the input parameters for these 
DANS/DEM approaches. As mentioned above, it is this link between rough surface topog-
raphy and model input parameters that constitutes the main limitation of equivalent sand-
grain approaches. Here, in the case of the discrete element method, input parameters may 
be purely of geometric origin. Introducing the RER concept (Representative Elementary 
Roughness), Chedevergne (2023) proposed an efficient methodology to determine the vari-
ous input parameters from any rough surface topography. The methodology has thus made 
it possible to extend the validation of Chedevergne’s DANS/DEM model to high Reynolds 
number experimental configurations obtained on surfaces covered with sandpaper.

To reach the two objectives described above, the DNS database of Yang et al. (2022) 
was thoroughly analysed to point out the influence of Sk on the wall transfer in presence of 
roughness. Section 2 describes the DNS database (Yang et al. 2022) and discusses identi-
fied specific points. Section  3 presents the DANS/DEM model  (Chedevergne 2021). To 
best reproduce the behaviors observed in the DNS, appropriate modifications in the DANS/
DEM model (Chedevergne 2021) were carried out. The obtained results are discussed in 
section 4 where the proposed modifications and outstanding questions are exposed.

2  DNS Database Description

The current roughness database is constructed through Direct Numerical Simulations 
(DNS) that are carried out in the preceding research of Yang et al. (2022). In this work, 
the concept of minimal-channel DNS  (Chung et  al. 2015; MacDonald et  al. 2017) is 
employed and systematically investigated in terms of its applicability for the prediction 
of the dynamic and thermal roughness effects on irregular rough surfaces. The minimal 
channel approach enables to accurately predict the roughness functions Δu+ and Δ�+ (Yang 
et al. 2023) for the velocity and temperature profiles respectively, and also the zero-plane 
displacement � . Nevertheless, it is noteworthy that the mean profiles depart from the ones 
obtained in full-sized DNS near the centerline of the channel, attributing to the nature of 
the minimal channels. Therefore, to facilitate comparisons with the current computations 
across the entire height of the channel, we only retain the simulations performed on a full-
sized domain from all the computations done, which served as reference cases for the study 
by Yang et al. (2022).

The DNS of incompressible turbulent flow over irregular roughness are performed in 
fully developed turbulent plane channels, where the flow is driven by a constant pressure 
gradient (CPG). The roughness are installed on both the upper and lower walls. The chan-
nel half-height, defined as the distance between the deepest trough in the roughness and the 
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center plane of the channel, is denoted as H and will be used to normalize the geometric 
scales. The geometry of the simulation domain is Lx × Ly × Lz = 8H × 2H × 4H . Periodic 
boundary conditions are applied in the streamwise and spanwise directions. The Immersed 
Boundary Method (IBM), based on the approach described in Goldstein et al. (1993), is 
employed to impose the no-slip and constant temperature boundary condition on the rough 
surfaces by introducing an external volume force field fIBM and f

�
 directly into the momen-

tum and energy equations, respectively. The Navier–Stokes equation and the energy con-
servation equation write:

where u = (u, v,w)⊺ is the velocity vector and Π is the CPG source term to drive the flow. 
Here p, �

�
 , � and � are pressure fluctuation, streamwise basis vector, density and kinematic 

viscosity, respectively. The friction Reynolds number is defined as Re
�
= u

�
(H − kmd)∕� , 

where u
�
=

√
�w∕� and �w = −Π ⋅ (H − kmd) are the friction velocity and wall shear stress, 

respectively. � represents the relative wall temperature, namely � = T − Tw . Q = −ud�∕dx 
is the temperature source term to achieve developed temperature field. The constant Prandtl 
number is set to Pr = 0.7 . In the present DNS database, Π is selected to achieve Re

�
= 500 

across all the considered cases. The roughness melt-down height denoted by kmd is the 
mean roughness height measured from the deepest trough. The above equations are solved 
using the pseudo-spectral solver SIMSON  (Chevalier et  al. 2007), where wall-parallel 
directions are discretized in Fourier space, while in wall-normal direction Chebyshev dis-
cretization is employed. The grid resolution of the simulation is designed to fully resolve 
the smallest roughness wavelength present. Typically, eight grid points in each wall-par-
allel direction are used to capture the smallest roughness wavelength, i.e., Δx,z ≤ �min∕8 , 
where �min denotes the smallest roughness wavelength in the artificially generated rough-
ness. Additionally, the simulation resolution for wall-bounded turbulent flow is compared 
to the viscous length scale, ensuring Δ+

x,z
< 5 and Δ+

y,k
< 2 , where Δ+

y,k
 represents the inner-

scaled grid size at the roughness peak. Consequently, the simulation resolution for the pre-
sent DNS cases is Nx × Ny × Nz = 900 × 401 × 480.

Yang et  al. generated artificial roughness leveraging the methodology proposed 
by Pérez-Ràfols and Almqvist (2019), where the wall-parallel properties of the topogra-
phy is controlled through the calibration of the associated in-plane roughness height power 
spectrum (PS), and the wall-normal properties of the topography using roughness height 
probability density function (p.d.f.)

Specifically, three types of p.d.f. – distinguished by the values of the skewness Sk 
– were utilized. On the other hand, the roughness PS is characterized by two power-law 
slope p = −1 or −2 , therefore the PS is formulated as a function of the wavenumber q, i.e. 
qp . For a given p.d.f., varying the slope of the PS effectively means giving more or less 
importance to longer wavelengths, and ultimately altering the effective slope � of the rough 
surface generated. According to Schultz and Flack (2009) the effective slope has a signifi-
cant impact on the roughness effects. The final parameter varied by Yang et al. is the posi-
tion �c of the long-wavelength cut-off in the PS. This parameter, as expected, can directly 

(1)∇ ⋅ u = 0 ,

(2)
�u

�t
+ ∇ ⋅ (uu) = −

1

�

∇p + �∇
2
u −

1

�

Π�
�
+ fIBM ,

(3)
��

�t
+ ∇ ⋅ (u�) = �∇

2
� + Q + f

�
.
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influence the effective slope of the generated surface as well. Through grid-searching the 
combinations of these parameters, twelve different types of roughness with varying con-
figurations were generated and simulated. In the following content, the naming convention 
Xnm is used to designate each of these twelve configurations. Herein, X is a character indi-
cating the type of p.d.f. (G for Gaussian, i.e. Sk = 0 , P for positive skewness, i.e. Sk = 0.48 , 
and N for negative skewness, i.e. Sk = −0.48 ). The digits n and m represent the opposite of 
the PS slope, i.e. n = −p and the large cutoff wavelength ( m = 5�c∕h , where h is the chan-
nel height), respectively. Consequently, the characteristics of the roughness configurations 
associated with each topography are summarized in table 1.

Flow characteristics are given through Δu+ the roughness function, Reb the bulk 
Renyolds number, � the distance to the zero-displacement plane and h+ the dimensionless 
channel height. The roughness distribution is characterized by kr the maximum elevation, 
� the effective slope while yth the threshold distance, �m the mean blockage and dM the 
maximum diameter are parameters characterising the roughness in the DANS/DEM model 
described in sect. 3. The topography of the G24 case is shown in Fig. 1 as an instance. The 
upper section of the figure provides a zoomed-in view that includes the averaged longitudi-
nal velocity distribution ⟨u⟩f .1 This underscores the presence of near-wall zones where, on 
average, flow recirculation can be observed. Additionally, the isocontour at y = y0 is plot-
ted in blue, with y0 such that ⟨u⟩(y0) = 0 . The three types of p.d.f. used in the present work 
and the roughness profiles for the surfaces P24, G24 and N24 along a y-z cutting plane are 
displayed in Fig. 2. Furthermore, the impact of the variation in skewness on the effective 
slope � as well as on the position of the zero-displacement plane � is evident. However, 
it is noteworthy that � is evaluated a posteriori via Jackson’s method (Jackson 1981) and 
therefore depends on the simulated flow and not merely on the geometry of the rough wall.

Yang et al. (2022) investigated the distribution of surface force with the help of the 
sheltering effect. By revisiting the original sheltering model developed by Yang et  al. 
(2016), initially adapted to rectangular prismatic rough elements,  Yang et  al. (2022) 

Table 1  Characteristics of the roughness configurations

Topography Δu+ Reb �
+ h+ k+

r
�

yth

kr

�m d+
M

P14 7.33 5073 40.74 524.80 60.17 0.54 0.36 0.48 61.87
P18 7.23 5102 40.52 532.48 61.91 0.52 0.36 0.48 65.52
P24 6.99 5234 39.03 533.80 62.06 0.42 0.36 0.48 85.91
P28 6.57 5433 37.80 532.85 61.95 0.37 0.36 0.48 95.86
G14 6.67 5317 47.34 534.39 61.95 0.54 0.50 0.51 58.54
G18 6.56 5345 47.25 532.48 61.91 0.52 0.50 0.51 60.46
G24 6.30 5489 45.80 533.80 62.06 0.41 0.50 0.51 78.24
G28 5.94 5661 44.90 532.85 61.95 0.36 0.50 0.51 89.09
N14 6.14 5495 53.10 539.83 58.63 0.56 0.66 0.54 55.58
N18 5.84 5510 52.83 540.24 58.68 0.52 0.66 0.54 57.38
N24 6.09 5661 51.48 540.94 58.76 0.42 0.66 0.54 74.54
N28 5.51 5801 50.63 539.83 58.59 0.37 0.66 0.54 84.16

1 Notations are defined in section 3



 Flow, Turbulence and Combustion

noted that a significant portion of the rough surface does not substantially contribute to 
drag force due to its location in the “shadowed areas” of the up-stream extreme peaks. 
This central observation is to be considered in the light of the concepts already 

Fig. 1  Surface topography for 
configuration G24 ( Sk = 0 ). The 
time-averaged velocity profile 
and the isocontour indicating 
⟨u⟩(y

0
) = 0 are displayed in the 

zoomed-in subfigure

Fig. 2  Probability density function for the three configurations G24, P24 and N24 and one-dimensional 
roughness profiles along a constant z with dashed lines indicating the threshold values yth
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introduced by McClain et al. (2006) and taken up again by Chedevergne (2023), where 
identifying the so-called “dead water zones” is crucial to avoid their contribution to the 
drag penalty prediction. The sheltering effect is illustrated in the left part of the Fig. 3 
for the cases P24, G24 and N24. A key point to be drawn from these observations is that 
the longitudinal force distribution 

⟨
Fdx

⟩
 is not necessarily correlated with the mean 

velocity profile ⟨u⟩ . We can see from the central part of the Fig. 3 that the drag force 
increases in absolute value while the mean velocity is negative. We recall that y0 is the 
position where ⟨u⟩(y0) = 0 . Close to the wall, for values of y less than y0 , a very large 
part of the roughness distribution is sheltered. The flow is mainly separated, which 
explains why ⟨u⟩ is negative, but in the downstream part of these sheltered zones the 
flow can locally be oriented downstream, generating force contributions Fdx

 that are 
opposite to the mean flow direction. Interestingly, we observe a different behavior for 
the vertical component 

⟨
Fdy

⟩
 of the roughness force which correlates well with the 

mean longitudinal velocity ⟨u⟩ , with the force 
⟨
Fdy

⟩
 only starting to increase for y > y0 . 

In the right part of the figure 3, the impinging point locations of the sheltering effect 
model, corresponding to the initial locations of the green parts in the roughness 

Fig. 3  Normalized force fx and roughness distribution profile for N24 (upper), G24 (middle) and P24 
(lower) at z = 0.2H . Sheltering effect modelled by Yang et al. (2016) is illustrated by gray dashed lines, the 
unsheltered surfaces are marked by green lines. Velocity profiles are represented by blue lines on the mid-
dle column, the fragment of positive velocity being illustrated by dashed line. The wall normal position y+ 
where the mean velocity profile intersect ⟨u⟩+ = 0 is marked with a black dashed dotted line, angle bracket 
⟨⋅⟩ indicates wall-parallel averaging (see Sect. 3). The p.d.f. distributions of height of the impinging point of 
the sheltering are shown on the right column
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distributions, were collected to plot the associated probability functions. It clearly shows 
that some important contributions to 

⟨
Fdx

⟩
 can be found below y0.

Note that the data are extracted from computations obtained on minimal channels 2 and 
for which we observed slight differences in the separation zones compared to computations 
on full channels, particularly for the y0 location. However, conclusions drawn from these 
data are equally valid for full-channel computations discussed in the rest of the paper.

3  System of Equations and the Representative Elementary Roughness

From the RANS equations, by application of the surface averaging, also sometimes 
referred as the volume averaging (Whitaker 1986), the DANS equations are obtained. In 
the following, q and q′ designate the mean and fluctuating part of any physical quantity q 
obtained with the Reynolds averaging, while ⟨q⟩f  and q̃ correspond to the intrinsic surface 

averaging. The surface averaging ⟨q⟩f  is given by 1
Sf ∫Sf

qds , where Sf  is the part of the sur-

face S open to the flow. ⟨◻⟩f  is called the intrinsic average while the standard average ⟨◻⟩ 
can easily be found using the relationship ⟨◻⟩f = �⟨◻⟩ . The surface ratio � = Sf∕S is the 
blockage factor due to the roughness and is of critical importance in the DANS equations. 
For an incompressible fluid, the resulting continuity, momentum and energy equations 
read:

where ui is the velocity component in the direction xi , p the pressure, ht the total enthalpy, 
� the density and � and � the kinematic viscosity and the thermal diffusivity, respectively. 
The force Fdi

 due to roughness and the corresponding energy source term Ft are given by:

(4)

�
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2 Case M2 detailed in Yang et al. (2022). Extraction of the force components was not realized for computa-
tions on full channels.
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Ifs designates the fluid/solid interface. In the following, the ◻ symbol for Reynolds aver-
aged quantities is dropped to lighten the notation. More details on the derivation of the 
double averaged equations can be found in Aupoix (2016).

The streamwise component of the force Fdi
 is the drag force and it is modelled through 

a drag coefficient Cd . For channel flows, such as those considered in the DNS of Yang et al. 
(2022), the longitudinal drag component Fdx

 is related to the drag coefficient Cd according 
to the relation:

We introduce fd , a frequency related to drag, which will be reused later in turbulent 
closures.

In order to develop the different closures induced by the introduction of the Reynolds 
and volume averagings, the roughness distribution under consideration is reduced to lim-
ited number of parameters to control the closure relations, following the principles of the 
discrete element method alluded in the introduction. Therefore, Chedevergne (2023) intro-
duced the notion of Representative Elementary Roughness (RER), enabling a roughness 
distribution to reduce to only two independent parameters. From the digitalized topography 
of a rough surface and by defining a reference plane, simple image processings enable to 
extract the distribution in the normal direction of the blockage factor � and of the wetted 
surface Pw , i.e. the length of the fluid/solid interface in each plane parallel to the reference 
plane. With the assumption that the RER is a rough element with a circular cross-section, 
the wetted parameter is then used to compute the diameter d of the RER at each altitude y. 
The spacing between RER elements Lx × Lz is supposed to be squared, i.e. Lx = Lz . Given 
the relationship existing between the spacing Lx × Lz , the diameter d and the blockage fac-

tor � , which reads � = 1 −
�d2

4LxLz
 , the two last parameters of the RER, Lx and Lz , can be 

computed. At last, the RER definition requires the position of a threshold, denoted yth , 
below which the RER properties are considered to be fixed. Because there may be near-
wall areas which do not participate in transfer, we have introduced the threshold position to 
account for this characteristics of the roughness distributions. As an example, in figure 1 
we can expect that below the iso-contour y = y0 there is negligible contributions of the 
roughness distributions. In that sense, yth can be viewed as an estimate of y0 . Practically, 
the threshold value yth chosen to be equal to the position of the wetted perimeter maxima. 
The positions of the thresholds are plotted on rough profiles in figure 1 for three different 
configurations. Obviously, the type of p.d.f. used for a given rough configuration, i.e. the 
associated skewness value, has a direct influence on the threshold value yth (see table 1).

The closure of equations set  (4) starts with the modelling of the drag coefficient Cd . 
From a series of experiments by  Z̆ukauskas (1972),  Chedevergne and Forooghi (2020) 
derived a local expression for the drag coefficient Cd . Zukauskas data were obtained by 
measuring the pressure drop in channels equipped with identical vertical tubes opposing 
to the upstream flow. The data retained to established the expression of Cd correspond to a 
staggered arrangement of circular cylinders. The main conclusion from these experiments 
is that the pressure drop is firstly controlled by the Reynolds number Red defined with the 
diameter d of the cylinders and the spatially averaged velocity noted u. The pressure drop 
is then directly related to the drag coefficient Cd generated by the RER. Indeed, the RER 
is assimilated to a superposition of independent infinitesimal cylinders with a local diam-
eter d. In other words, the model proposed by Chedevergne and Forooghi (2020) neglects 

(6)Fdx
= (1 − �)

2�

�d2
Cd‖⟨u⟩f‖⟨u⟩f = fd⟨u⟩f
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the curvature of the RER in the wall-normal direction and only retain the evolution of the 
diameter d in the wall-normal direction. The drag coefficient Cd is given by:

In the expression  (7), � is a geometrical parameter of the rough surface, given by 

� =

Lz

Lz − d
 , where d is the diameter of the RER, and Lz the transverse spacing between 

roughness elements. Function � , characterizing the pressure drop in Zukauskas experi-
ments, is shown (Chedevergne and Forooghi 2020) to only depends on the Reynolds num-

ber Red =
⟨u⟩f d
�

:

with f a blending function:

The description and the validation of the drag model are detailed in  Chedevergne and 
Forooghi (2020). To fully appreciate the limitations of the model presented here, it is 
essential to note that the drag term (5), which is by definition a surface integral, is taken 
into account here via a volume source term. In other words, the “local” contributions of the 
drag term are distributed homogeneously and continuously over the entire volume occu-
pied by the roughness. Furthermore, the use of Zukauskas’ experimental data leads to a 
model for the drag force, which is necessarily directed in the direction of the flow. As dis-
cussed in sect. 2 and illustrated with Fig. 3, this is not necessarily the case with DNS data. 
Zukauskas’ data  (Z̆ukauskas 1972) correspond to pressure drop measurements in a chan-
nel in which circular cylinders are arranged. In these experiments, the force exerted on 
the cylinders is then aligned with the upstream velocity. Consequently, the resulting model 
of Chedevergne and Forooghi (2020) can only reflect this situation. This is reflected in the 
relationship (6) which shows that the sign of the force Fdx

 is directly given by that of the 
velocity of the flow ⟨u⟩f .

An eddy viscosity approach involving the Boussinesq hypothesis is used to model 
the Reynolds stresses that entering eq.  (4). The k − � SST model of Menter (1994) was 
selected as a base model and enhanced with additional source terms Fk and F

�
 in the 

respective transport equations of the turbulent scalars k and � , to capture the effects of 
roughness on turbulence.

(7)Cd = 1.5(��)2�

(8)
log 𝜉 = (0.58f − 0.86) log

(
𝛽Red

)
+ 1.82 − 1.1f , ∀𝛽Red ⩽ 116883

[0.3cm]𝜉 = 0.2, ∀𝛽Red > 116883

(9)

if 𝛽Red ⩽ 60, f = 0

else if 60 < 𝛽Red ⩽ 200, f = 1 −
60

𝛽Red

else when 200 < 𝛽Red ⩽ 116883, f = 1 −
1(

𝛽Red
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)0,4

+

(
𝛽Red

10000

)2,78

(10)Fk = ckfdk ; F� = c�s

(
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e

−1
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⎟
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Constants are ck = −2 , c
�1

= 2.7 , c
�2

= 0.1 , c�
�2

= 1 and c
�3

= 30 . Using fd to model the 
source terms Fk and F

�
 allows us to propose simple closures, which are patterned on the 

behavior of the drag term. In particular, this implies that the source terms no longer act 
above the roughness crest. The expression for F

�
 (10) is depending on the mean blockage 

factor �m , computed from the blockage evolution in the RER, and the effective slope � , 
refecting the key role played by these two parameters on the turbulence induced by rough-
ness. During the model elaboration  (Chedevergne 2021), the rough surfaces considered 
have led to fix c′

�2
 to 1. Since these considered topography were composed of academic 

rough surfaces, it is anticipated that when considering more realistic rough distributions, 
slight modifications of the constant c′

�2
 may be beneficial. Similarly, an additional coeffi-

cient c
�s

 is incorporated in this study to address the impact of negative skewness values on 
turbulence induced by roughness. This coefficient is always set to 1 for configurations Pnm 
and Gnm where the skewness is positive or null.

The eddy viscosity is deduded from k and � as done in the SST model Menter (1994) and the 
Reynolds stresses are deduced from the Boussinesq relation −

⟨

u′i u
′
j

⟩f
= �t

(

�⟨ui⟩
f

�xj
+

�
⟨

uj
⟩f

�xi

)

− 2
3
⟨k⟩f �ij . It is worth mentioning that k and � are volume averaged quantities and thus we have 

k = ⟨k⟩ and � = ⟨�⟩ , which is not true in the DNS. Additionally, in the DANS/DEM model ⟨k⟩ 
and ⟨�⟩ were specially designed to asses the shear stress component 

⟨
u′v′

⟩
 (see eq. 15) through 

the Boussinesq relation since it is the main contribution entering the streamwise momentum 
equation for wall-parallel flows, y being the wall-normal direction. Therefore, in the roughness 
sublayer, it is not expected that ⟨k⟩ be representative of the mean turbulent kinetic energy 
observed in the DNS which contributions come from the wake zones behind roughness elements 
and that involves high levels of diagonal stresses.

At last, as it is usually done in RANS turbulence models, a constant turbulent Prandtl 
number Prt is used to relate the turbulent thermal conductivity �t to the eddy viscosity �t 
and to deduce the turbulent heat flux from a Fourier relation −�

⟨
u�
i
�
�

⟩
= �t

��

�ui
 with 

�t =

�tCp

Prt
 and where � = Tw − T  is the temperature difference with the wall. In this rela-

tion, the perfect gaz and incompressibility hypothesis were used to simplify the 
expression.

To compute the source term in the energy equation,  Chedevergne (2021) used the 
relation:

The drag coefficient and the local Stanton number St = Nu

RePr
 are found to be related by the 

following relation St∕Cd ≈ 0, 09 when analyzing the DNS database of  Forooghi et  al. 
(2018). Ultimately, this gives:

In the case of 1D sheared flow, the dispersive stress and dispersive heat flux entering the 
momentum and energy equations (4) respectively, were closed with relations (Chedevergne 

(11)Ft = 4�Nu
(1 − �)

d2
⟨�⟩f = ft⟨�⟩f

(12)ft =
2�

11
fd
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2021) obtained from dimensional considerations on mixing lengths. The relation for the 
dispersive shear stress reads:

with Fdisp , a damping function, which restricts the extent of action of the dispersive stress 
above the roughness top kr:

The contributions of the dispersive shear stress on the momemtum balance is generally 
low  (Toussaint et  al. 2020) and it is ignored in most DEM models Taylor et  al. (1985); 
Kuwata et al. (2019); Stripf et al. (2008); Hanson et al. (2019). Nevertheless, the dispersive 
stresses can have a significant impact in some configurations, in particular at low Reynolds 
number, and it is thus interesting to be able to include them in a comprehensive modelling 
strategy for roughness effects.

The DANS/DEM model described above was extensively validated on both academic 
rough configurations  (Chedevergne 2021) for which DNS data were available. There-
fore, only limited Reynolds numbers were tested, up to Re

�
= 500 . Additional validation 

at high Reynolds numbers ( �+ up to 30000) on two boundary layer configurations were 
also performed (Chedevergne 2023) but only comparisons of velocity profiles in the inner 
region were performed. To further illustrate the performances of the DANS/DEM model 
on both the momenum and heat transfer upon rough walls, the experiments from  Hosni 
et  al. (1991) were simulated. It corresponds to boundary layers at moderate Reynolds 
numbers flowing over a flat plate covered with hemispheres (base diameter d = 1.27 mm) 
without pressure gradient. Velocity profiles, friction coefficient Cf  and Stanton number St 
were carefully determined from the measurements. Two freestream velocity were tested, 
i.e. 11.8 m/s and 58.1 m/s. The DANS/DEM model was implemented in a boundary layer 
code from ONERA, named CLCET, already used by Aupoix (2015a, 2015b), and which 
uses self-adaptative grids and several levels of grids to ensure convergence. Velocity pro-
files extracted at fixed Reynolds number values R

�2
 , based on the momentum thickness �2 , 

are plotted against the experimental data for the two freestream velocity in the left part of 
Fig. 4. The corresponding temperature profiles are also depicted in the figure. The friction 
coefficient Cf  and the Stanton number St are drawn in the right part of Fig. 4 with respect 
to R

�2
.

Although measurements are not available in the roughness sublayers, computed profiles 
are in very good agreements with the experiments. Some discrepancies can be seen on the 
evolution of Cf  and St but given the experimental uncertainty inherent to these measure-
ments, the overall agreement is very satisfactory. These results shows the efficiency of the 
DANS/DEM model in a boundary layer context, at moderate to high Reynolds numbers 
(up to �+ ≈ 10000 and R

�2
≈ 30000 ). Beyond the good recovery of the roughness function 

Δu+ , the model is shown to behave nicely in the wake region, in a similar fashion to the 
original k − � SST since the addition of the source terms in the DANS/DEM model only 
impact the roughness sublayer.

In all the following only fully developed channel flows will be considered to conform 
to the DNS configurations of  Yang et  al. (2022). A dedicated 1D code is used to solve 
the set of equations presented above but turned dimensionless. The code shares the same 

(13)−ũṽ = Fdisp𝜈t

𝜕

√
k

𝜕y

(14)
Fdisp = e

−

(
y

kr
− 1

)
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numerical ingredient as the boundary layer code CLICET. Using wall units, defined with 
the kinematic viscosity � and friction velocity u

�
 and marked with a sign + , the momentum 

and energy equations in a channel configuration thus reduces to:

The computations are driven by the pressure gradient which reads once turned dimension-
less 1

Re
�

 . The temperature difference in wall units is denoted �+ and is given by 

�
+

=

T − Tw

T
�

 , with T
�
 the friction temperature defined from the wall heat flux �w , i.e. 

T
�
=

−�w

�Cpu�
 . Cp is the thermal capacity at constant pressure and in eq. (15) ub designates 

the bulk velocity in the channel.

4  Results and Discussions

As a starting point, the twelve rough configurations were simulated by implementing the 
DANS/DEM approach with the methodology outlined above. A good agreement with 
the DNS reference was obtained for the mean velocity profiles. The results were slightly 
improved by adjusting the impact of the effective slope � on the source term of the �
-equation (10). The currently utilized DNS database  (Yang et  al. 2022) is particularly 
well designed to investigate the impact of � on turbulence over roughness. Therefore, 
the coefficient c′

�2
 was adjusted from 1 to 2. It is worth mentioning that this modification 

maintains consistency with previous findings (Chedevergne 2021) while improving the 

(15)
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Re�

+ 1
�

�
�y+
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�(1 + �+t )
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+
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�
�2�
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− 1
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�ũṽ

+
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− F+

dx
[0.3cm]
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Fig. 4  (left) Mean velocity (blue) and temperature (orange) profiles computed with the DANS/DEM model 
(lines) and compared to the experimental results of Hosni et al. (1991) (symbols, △ : 11.8 m/s and ◦ : 58.1 
m/s). Black dashed lines are the linear profile ( ⟨u⟩f + = y+ and the logarithmic profile ⟨u⟩f + = 1

0.39
ln y+

+ 4.3  (Nagib and Chauhan 2008) corresponding to a smooth wall configuration. (right) Friction coeffi-
cient Cf  (blue) and Stanton number St (orange) from the DANS/DEM model (lines) compared to measure-
ments (symbols)
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agreement with the dataset analyzed in this study. These initial calculations also showed 
that it was necessary to adjust the ratio St∕Cd , which drives the thermal closure in 
eq.  (12). The ratio was changed to St∕Cd = 0.105 yielding f +

t
= 0.65f +

d
 . The turbulent 

Prandtl number value was fixed at Prt = 0.85 for all computations.
The results obtained for three representative configurations are shown in Fig. 5.
The results show excellent agreement for the roughness configurations with positive 

or zero skewness values, i.e., the cases initiating with G and P, in terms of both velocity 
profiles ⟨u⟩+ and temperature profiles ⟨�⟩+ . However, for cases with negative Sk, sig-
nificant underestimations of the effects of rough surfaces on the velocity and tempera-
ture profiles are observed. Lower values of the roughness functions Δu+ and Δ�+ are 
predicted by the calculations compared to those in the DNS data. Potential additional 
effects present in these topographical configurations may not be adequately captured 
by the DANS/DEM model in its current form. Furthermore, as stated in section 3, the 
drag force (6) being aligned with ⟨u⟩ prevent the DANS/DEM model from reproducing 
separated zones in the near-wall region. This can be seen in the enlarged views of Fig. 5.

To elucidate the origin of the discrepancies observed in the configurations with nega-
tive skewness, we begin by examining the separation zones close to the reference wall, 
where the mean ⟨u⟩ profile shows negative values. Close-ups of the velocity profiles 
taken from the DNS data for all cases are depicted in figure 6. As can be observed, a 

Fig. 5  Mean velocity (blue) and temperature (orange) profiles computed with the initial version of the 
DANS/DEM model (solid lines) and compared to DNS results (symbols)

Fig. 6  Mean velocity (blue) and temperature (orange) profiles in the near wall region taken from the DNS 
of Yang et al. (2022). The vertical grey areas give the location of yth in the DANS/DEM model for the cor-
responding cases



Flow, Turbulence and Combustion 

reduction in � or an increase in skewness results in a corresponding decrease in both the 
size and intensity of the separation zones.

The positions of the values of yth , whose values in wall units vary slightly depending 
on the case considered because of u

�
 , whereas yth depends only on Sk (see Table 1), were 

plotted in Fig. 6 with thick grey lines covering the various values found. Although yth does 
not follow the � dependence observed on the near-wall profiles, the definition of yth seems 
coherent with respect to the length of the separated zones. In the DANS/DEM model, the 
threshold value yth delimits the zones that contribute to the momentum and energy balances 
from those that are not supposed to participate in transfer, such as the near-wall recircula-
tion zones. This assumption holds well for configurations with positive or zero skewness 
values. However, in cases with negative skewness, these separation zones are suspected of 
enhancing turbulent mixing. To validate this assumption, we present the turbulent kinetic 
energy profiles as functions of both y∕H and (y − �)

+ in Fig.  7. For simplicity, we only 
consider cases X14 and X28, where X can be G, P, or N. Cases X18 and X24 are always 
bounded by the other two cases X14 and X28 with extreme � values, since varying the p or 
�c effectively modifies the effective slope � . The left panel of the figure displays the shift 
and alteration of the ⟨k⟩ peak across the different cases, while the right panel highlights the 
loss of similarity of the profiles within the roughness sublayer.

The left plot of Fig. 7 clearly demonstrates that as the skewness decreases, the wall-nor-
mal position of the turbulent kinetic energy peak approaches the roughness height kr . Addi-
tionally, it can be observed that increasing � diminishes the intensity of the ⟨k⟩ peak and 
enhances turbulent mixing within the rough sublayer. The right panel of Fig. 7 presents the 
profiles plotted against (y − �)

+ , emphasizing potential similarities across different cases, 
particularly within the roughness sublayer. It is evident that the overall shape of the ⟨k⟩ pro-
files is preserved for the positive and zero Sk cases. Nevertheless, this trend does not persist 
when Sk is in the negative region, as the ⟨k⟩ peak shifts to lower values of (y − �)

+ . A more 
intense ⟨k⟩ zone also appears above this peak, suggesting a rise in turbulent mixing.

Figures 6 and 7 pointed out two phenomenons observed in the DNS and that are not 
accounted for in the DANS/DEM model. For separations zones in Fig.  6, negative 
Skeswess values magnify the intensity and extent of the recirculation whereas in Fig. 7 the 
Skewness is shown to trigger the turbulence mixing enhancement observed in the rough 

Fig. 7  Mean turbulent kinetic energy profiles in linear scale (linear) and in semi-logarithmic scale (right) 
taken from the DNS of Yang et al. (2022)
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sublayer when Sk becomes negative. In both cases, Sk has a determining role in the occur-
rence and intensity of these two phenomenons. however, the mechanisms at play in both 
situations being different, the modelling of both in the DANS/DEM model is addressed 
independently.

The existence of near-wall separation zones is directly related to the force exerted on the 
rough surface in the wall-normal direction. This non-zero force, Fdy

 , can be taken into 
account in our parallel approach ( ⟨v⟩ = 0 ) by applying a non-constant pressure gradient 
�⟨p⟩f∕�x under the roughness peak. In particular, negative values of �⟨p⟩f∕�x are expected 
to trigger flow separation. While the overall velocity profile across the channel height is lit-
tle affected by the application of such a near-wall pressure gradient, the temperature profile 
may be more significantly perturbed. Heat transfer in both types of simulations (DNS and 
DANS/DEM) is indeed governed by an energy source −⟨u⟩f∕ub�⟨p⟩f∕�x . This relation 
indicates that when a negative pressure gradient is applied where negative velocity values 
are obtained, the source term is positive, promoting the rise of the temperature profile. The 
influence of Sk on the pressure gradient within the roughness height is considered through 
the use of yth , which was shown to be directly connected to Sk. A correction function �p is 
introduced so that the pressure gradient is now �p�⟨p⟩f∕�x . DNS results of  MacDonald 
et al. (2018) containing extractions of pressure profiles were analyzed to define the shape 
of the function �p , which reads:

In Fig. 8, the function �p obtained for case G24 is plotted. Practically, in eq. 15, the term 
1

Re
�

 is replaced by 
�p

Re
�

 . Since 1
h ∫

h

0

�pdy ≈ 1 , the mean pressure gradient is preserved, as 

is the friction Reynolds number characterizing the simulation.
Accounting for the induced turbulent mixing due to separations is more challenging. 

A simple solution involves modifying the source term F
�
 of the �-equation since it con-

trols the effects of roughness on turbulence. Although already substantial, the DNS data-
base Yang et al. (2022) does not allow for accurately defining a correction to F

�
 to include 

the impact of the separation zones in the DANS/DEM model. A careful review of the lit-
erature did not reveal any other data capable of enriching this database. Additionally, the 
enhancement of turbulent mixing due to separation zones is also expected to depend on the 

(16)�p = 1 − 4 cos

(
0.8�

y

kr

)
exp

[
−2

(
y − yth

yth

)2
]

Fig. 8  Function �p used in the DANS/DEM model for case G24
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Reynolds number. In this respect, the database of MacDonald et al. (2018) provides some 
interesting information but does not enable the desired correction to be defined. To prop-
erly define a correction dedicated to this issue, specially designed additional DNS data are 
probably required. A better understanding of these phenomena and the possibility of iden-
tifying the most influential associated parameters are of major importance in modelling 
roughness effects, given that no model currently exists to tackle this specific issue. In the 
present study, a simple constant coefficient, noted c

�s
 , is applied in front of the term F

�
 for 

the Nnm cases with negative Sk to demonstrate the potential of a correction directly applied 
to the source term of the � equation. The best results are obtained with c

�s
= 0.5 for con-

figurations N14 and N18, c
�s

= 0.65 for case N24, and c
�s

= 0.6 for case N28.
To complete the analysis of the data and to estimate the relevance of the DANS/DEM 

model, a focus is made on the evolution of the turulent Prandtl number accross the channel 
height. From their DNS database, MacDonald et al. (2018) already found a unique evolu-
tion of the turbulent Prandtl number Prt , independently of the roughness topography. As 
for smooth channel flow, Prt is not constant in the channel height but satisfactory agree-
ment are obtained using constant Prt in eddy viscosity models.

The turbulent Prandtl number for a given configuration is computed with the following 
relation:

Figure 9 presents the evolution of Prt for all the considered rough configurations. The fig-
ure highlights a distinct clustering of turbulent heat flux profiles with respect to the rough 
configuration compared to that observed for the shear stress profiles. Two distinct cluster-
ings are clearly visible in Fig. 9 for profiles −

⟨
u�v�

⟩
 and −

⟨
v���

⟩
 . Specifically, the three 

configurations P18, P28, and N28 exhibit turbulent heat flux −
⟨
v���

⟩
 separated from the 

others. Since Prt does not change between the different configurations, the consequence of 
these different clusterings between −

⟨
u�v�

⟩
 and −

⟨
v���

⟩
 is a modification of the relative 

slopes of the velocity and temperature profiles in the logarithmic region from one case to 
another. From a modelling viewpoint, this suggests that Ft should not be directly related to 

(17)Prt =

−

�
u�v�

�
�⟨�⟩f
�y

−

�
v���

�
�⟨u⟩f
�y

Fig. 9  Turbulent Prandtl number Prt (left), Reynolds shear stress −
⟨
u�v�

⟩
 (middle) and turbulent heat flux 

−

⟨
v���

⟩
 (right) profiles extracted from the DNS of Yang et al. (2023). Blues lines are for Gnm configura-

tions with Sk = 0 , green lines for Pnm configurations with Sk > 0 and orange lines for Nnm cases with 
Sk < 0 . Line styles correspond to n and m values and are indicated in each figure
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Fdx
 . An additional contribution coming from Fdy

 may help recover the observed trends. A 
possible relationship could also exist between these observed behaviors for temperature 
and velocity profiles in the logarithmic zone and the existence of separation zones near the 
wall, which reinforces the need for more in-depth analysis of dedicated DNS data.

Figure  10 displays the final results obtained for the velocity and temperature profiles 
⟨u⟩+ and ⟨�⟩+ for all twelve configurations tested. The special trend of the temperature 

Fig. 10  Velocity (blue) and temperature (orange) profiles for the twelve configurations of Yang et al. 2022. 
Solid lines are the DANS/DEM results and symbols are the DNS data
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profile of configuration N28 in the logarithmic zone cannot be reproduced with the present 
formulation of the DANS/DEM model. Similar but less pronounced effects are also visible 
in cases P18 and P28. The discrepancies between the reference DNS data and the DANS/
DEM computations observed near the centerline of the channel are due to an overestima-
tion of the eddy viscosity, as it was already discussed by Chedevergne (2021). The k − � 
SST model, on which the DANS/DEM model relies, is known to reach too high values 
of eddy viscosity near the channel centerline, and this overestimation is even more pro-
nounced when rough surfaces are considered. The DANS/DEM profiles tend to curve in 
this region, while DNS profiles exhibit a more straight-line behavior in a semi-logarithmic 
diagram. In a boundary layer configuration, such as that considered in Fig.  4, the wake 
region is well captured by the DANS/DEM model since the underlying k − � SST model 
performs well in this region. This confirms that the observed discrepancies in channel con-
figurations can be attributed to the performance of the k − � SST model, and that the addi-
tional closures introduced in the DANS/DEM model to represent roughness effects are not 
responsible for the observed differences. With the exception of this particular point, the 
agreement between the DNS data and the DANS/DEM results is good for most configu-
rations, especially for cases with positive or zero skewness values, for which no correc-
tion is applied to F

�
 (i.e., c

�s
= 1 ), proving the predictive capabilities of the DANS/DEM 

approach.

5  Conclusion

The DNS database established by  Yang et  al. (2022) shed particular light on the influ-
ence of skewness on the distribution of roughness heights. These simulations highlight the 
presence of recirculation zones in the very near-wall region, whose intensity and extent 
increase with the skewness Sk. The surface-averaged streamwise velocity profile therefore 
takes negative values in these zones, while it is also observed that the amplitude of the 
streamwise force due to roughness, Fdx

 , starts growing. Recent advances  (Chedevergne 
and Forooghi 2020; Chedevergne 2023) in the discrete element approach to tackle rough-
ness effects in flows have led to the definition of the DANS/DEM model  (Chedevergne 
2021). Initial validation of this model has been conclusive, but some aspects still need to 
be perfected. By construction, the DANS/DEM model is unable to reproduce the behaviors 
exhibited in the DNS of Yang et al. (2022) in the near-wall region because of some strong 
hypotheses related to the drag model  (Chedevergne and Forooghi 2020). However, these 
limitations prove to be of little detriment to the prediction of roughness functions Δu+ and 
Δ�

+ . For example, the DANS/DEM model described in section 3 gives very satisfactory 
results for all the cases in the DNS database of Yang et al. (2022) for which Sk is positive 
or zero. We note that the model, as it stands, is unable to reproduce the near-wall recircu-
lation zones. These zones, which are assumed to have little influence on the overall bal-
ance of roughness effects, are simply taken into account by means of a threshold yth in the 
DANS/DEM model, below which the roughness parameters are considered constant. It is 
shown that considering a non-constant pressure gradient profile �⟨p⟩f∕�x allows reproduc-
ing the near-wall separated regions and the corresponding increase in the temperature pro-
file. In terms of roughness functions Δu+ and Δ�+ , improvements are small and confirm the 
weak impact of these recirculation zones on the velocity and temperature profiles. On the 
other hand, for configurations with negative Sk, there are substantial differences between 
the DANS and DNS calculations. When we look at the turbulent kinetic energy profiles, 
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we see that these are modified in the roughness sublayer when Sk becomes negative. This 
indicates that the near-wall zones, which were thought not to participate in the transfers, 
do in fact have an effect on the turbulent mixing as Sk becomes negative. The ⟨k⟩ peak is 
shifted towards the wall, and we observe the amplification of a second peak located above 
the roughness. From a modelling point of view, one possible option to take this effect into 
account is to modify the source term in the � equation. Ad-hoc modifications to the con-
stant c

�s
 in equation (10) are proving effective. However, the limited extent of the current 

DNS database makes it impossible to develop a rigorous correction. Furthermore, the cur-
rent DNS data are not sufficient to obtain a comprehensive understanding of the mecha-
nisms involved in configurations with negative skewness. Therefore, to further enrich the 
model, particularly regarding the near-wall behaviors and the associated heat transfer, 
multiple DNS computations on various rough surfaces, judiciously chosen, are required. 
Another route that could be followed in parallel is to derive the DANS/DEM approach on 
the basis of a Reynolds stress model, as initiated by Kuwata et al. (2019). The DNS data in 
the roughness sublayers should then be carefully analyzed to develop closure relations for 
each of the Reynolds stress transport equations and the dissipation equation, as has been 
done with the present model based on the k − � turbulence model.
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