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Abstract
With the proliferation of data and advanced analytics, organizations are increasingly recognizing the potential value of 
sharing data across organizational boundaries. However, there is a lack of empirical evidence and systematic frameworks to 
guide the design of effective data sharing practices. Realizing the full potential of data sharing requires the effective design 
and implementation of data sharing practices by considering the interplay of data, organizational structures, and network 
dynamics. This study presents an empirically and theoretically grounded taxonomy of data sharing practices drawing on 
existing literature and real-world data sharing cases. The subsequent cluster analysis identifies four generic archetypes of data 
sharing practices, differing in their primary orientation toward compliance, efficiency, revenue, or society. From a theoretical 
perspective, our work conceptualizes data sharing practices as a foundation for a more systematic and detailed exploration 
in future research. At the practitioner level, we enable organizations to strategically develop and scale data sharing practices 
to effectively leverage data as a strategic asset.
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Introduction

The global expansion of digitalization and connectivity 
has resulted in data becoming a fundamental part of busi-
ness activities—reflected in the ‘data economy,’ which is 
expected to be worth €550 billion by 2025 (Cattaneo et al., 
2020). As data collection continues to surge, organizations 
increasingly recognize and treat data as a pivotal strategic 
asset (Gelhaar et al., 2021a; Holstein et al., 2023; Schüritz 
et al., 2017). Private and public organizations increasingly 
seek to integrate external data sources through data sharing 
and leveraging their own internal data (Abbas et al., 2021; 
Gelhaar et al., 2021a). While not a fundamentally new con-
cept, related concepts such as data ecosystems (Jussen et al., 

2023) and data marketplaces (Lindner et al., 2021) are accel-
erating and driving organizational efforts to engage in data 
sharing (Cichy et al., 2021; S. Spiekermann et al., 2015). A 
prominent example is the ‘Japan Data Space,’ which aims to 
provide a cross-industry data space to share data for logistics 
status monitoring or developing services such as live maps 
of the public transportation net in Tokyo (Koshizuka, 2023).

In recent years, the possibility of making internal data 
assets accessible for external use has attracted increas-
ing interest in the academic literature (Jussen et al., 2023; 
Schweihoff et al., 2023a). Despite this growing attention, 
the practical implementation of data sharing is still in its 
infancy, primarily focused on application in government or 
scientific contexts with only modest but rapidly emerging 
adoption in the private sector (Janssen et al., 2012; Kro-
tova et al., 2020). This may be due to the strategic com-
plexity associated with data sharing, which requires inten-
sive planning and decision-making efforts before it can be 
economically viable (Bastiaansen et al., 2020; Fassnacht 
et al., 2023a; Jagals & Karger, 2021). To thoroughly ana-
lyze real-world settings, data sharing must be understood 
as a multidimensional concept considering the nature of the 
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data itself as a shareable entity (e.g., domain or processing 
maturity), the organizational structure (e.g., motivation to 
share or revenue models), and the dynamics of the broader 
network that provides the overall context and setting for data 
sharing (e.g., interoperability or access coordination) (Drel-
ler, 2018; Fassnacht et al., 2023b; Gelhaar & Otto, 2020). 
Consequently, organizations face challenges characterizing 
potential data sharing practices (Jussen et al., 2023) and dif-
ficulties in designing processes and artifacts for data sharing 
within their specific context.

Therefore, conceptualizing data sharing practices stands 
as a crucial focus in information systems (IS) research to 
understand how data sources can be effectively shared for 
value co-creation and innovation (Gelhaar et al., 2021b; 
Schüritz et al., 2019). This is particularly relevant in elec-
tronic markets, which today typically take the form of (de-)
centralized digital platforms (Alt, 2020a), where effective 
data sharing can lead to the emergence of new digital busi-
ness models that leverage emerging digital technologies such 
as the Internet of Things or AI (Alt, 2020b). As a result, 
many scholars (e.g., Abbas et al., 2021; Jussen et al., 2023; 
van de Ven et al., 2021) call for defining and conceptualizing 
the fundamental element in this context: the data sharing 
practice, which is described as the set of underlying motives, 
activities, and mechanisms, as well as the configurational 
setting for data sharing between organizations or individuals. 
While existing scholarly work examines specific areas such 
as data sharing business models (Schweihoff et al., 2023a; 
van de Ven et al., 2021), data governance (Lis & Otto, 2021), 
and incentive mechanisms (Gelhaar et al., 2021b), there is 
still no widespread agreement on the definitions, models, 
or theories of data sharing and data sharing practices. To 
address this issue, this work aims to bridge this gap by devel-
oping a taxonomy of data sharing practices and identifying 
archetypes. Our methodological approach is structured into 
two subsequent phases.

First, foundational research is imperative to acquire inte-
gral insights into potentially affected (inter-)organizational 
facets (i.e., dimensions) and corresponding design options 
(i.e., characteristics). Thereby, we focus on the dimensions 
and characteristics that are essential, or ‘key,’ to define and 
conceptualize data sharing practices (e.g., data domain, 
motivation, or reward) and therefore neglect subordinate, 
specific facets (e.g., industry-specificities), and design 
options (i.e., individual technological implementation of 
data exchange). Hence, the first research question states:

RQ 1: What are the key dimensions and characteristics of 
data sharing practices?

Second, examining and presenting archetypes of data 
sharing in real-world settings can offer critical insights 
into how organizations can effectively design and establish 

data sharing practices. Thereby, we can identify potential 
relationships and the interplay of data-, organizational-, 
and network-related dimensions and characteristics (Azkan 
et al., 2020; Schweihoff et al., 2023a). Following the call 
of Schweihoff et  al. (2023a), examining archetypes of 
these practices in terms of incentives, benefits achieved, 
or data governance frameworks applied is likely to inspire 
organizations that have encountered challenges in utiliz-
ing data sharing for innovation. Thus, the second research 
question reads:

RQ 2: What are the archetypes of data sharing practices?

To address the outlined research questions, we followed 
a sequential research design consisting of two phases. First, 
we constructed a taxonomy of data sharing practices fol-
lowing the taxonomy development method proposed by 
Nickerson et al. (2013). In the second phase, we identified 
archetypes of data sharing practices using cluster analysis 
and interpretation (Kaufman & Rousseeuw, 1990).

Our work contributes to both research and practice. For 
research, we present a taxonomy and archetypes that extend 
the body of scientific knowledge and enable the establish-
ment of a common, unified understanding for conceptual-
izing, analyzing, and designing data sharing practices and 
categorizing existing knowledge in this field. It then assists 
researchers in positioning their research within this emerg-
ing field and facilitates a more structured and nuanced 
exploration of data sharing practices. For practitioners, the 
taxonomy and archetypes provide initial guidance and a 
valuable tool for strategically designing data sharing prac-
tices, evaluating the resulting design options, and ultimately 
effectively using data as a strategic asset.

The paper is structured as follows: First, we provide an 
overview of related work, focusing on associated concepts 
and existing taxonomies and systematizations of data shar-
ing. Next, we describe our methodological approach. Sub-
sequently, we present a taxonomy of data sharing practices 
and the derived archetypes. In the following, we discuss our 
findings, outline scientific and managerial implications, and 
present limitations and future research opportunities. Finally, 
we summarize and conclude our work.

Background and related work

In this section, we address two foundational components 
essential to our research. First, we analyze the existing sci-
entific literature on the conceptualization and exploitation of 
data sharing and associated concepts. Second, we examine 
existing related approaches to categorizing and systematiz-
ing data sharing practices.
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Data sharing and associated concepts

While data sharing still lacks a generally accepted definition 
in the literature, this article refers to data sharing as ‘the 
domain-independent process of giving third parties access 
to the data sets of others’ (Jussen et al., 2023, p. 4). Sub-
sequently, existing literature (e.g., Dreller (2018), Gelhaar 
et al. (2021b), or Jussen et al. (2023)) has characterized data 
sharing practices as the set of underlying motives, activi-
ties, and mechanisms, as well as the configurational setting 
for the data exchange between organizations or individuals. 
These data sharing practices include various aspects such 
as data management processes, technological infrastruc-
ture, motivational frameworks, reward models, and legal 
implications (Fassnacht et al., 2023b; Kitchin, 2014). To 
successfully establish data sharing, the engagement of actors 
is mainly dependent on the pursued and perceived benefits 
for each actor, which makes creating mutually beneficial 
solutions a decisive criterion (Enders et al., 2022). In this 
realm, Enders et al. (2022) investigate the benefits of data 
providers revealing data openly along three dimensions: 
innovation driver, internal improvement, and visibility and 
participation. The plethora of benefits extending beyond the 
narrow scope of financial compensation becomes evident in 
the work of Kawashita et al. (2022), who explore the benefits 
of open government data that outlines political and social, 
economic and financial, and operational and technical ben-
efits for data providers. In contrast, barriers and challenges 
of data sharing are more extensively addressed in scientific 
literature, being described as the foundation for developing 
solutions to overcome these barriers towards successfully 
designing data sharing practices (Jussen et al., 2024b). Par-
ticularly Jussen et al. (2024b), Kajüter et al. (2022), and 
Fassnacht et al. (2023a) emphasize the multidimensionality 
of challenges for data sharing such as legal, financial, institu-
tional, or technological challenges (Kajüter et al, 2022) and 
along aspects of motivation, ecosystem generation, design 
and operationalization, as well as intensification and scal-
ability (Jussen et al., 2024b). This underpins the necessity 
of foundational work on data sharing design to extract value 
from data sharing by overcoming these challenges (Ves-
selkov et al. 2019). To date, research has not yet linked these 
challenges with potential design solutions due to the missing 
foundational work on the dimensions and characteristics that 
affect data sharing practices.

Further, the current body of literature often discusses data 
sharing practices only indirectly within the framework of 
associated concepts that include data sharing as a constitu-
ent activity (Dreller, 2018; Heinz et al., 2022; Jussen et al., 
2024a; Susha et al., 2017). For instance, data trading and 
data exchange are often used synonymously for data sharing 
but significantly differ by definition (Jussen et al., 2023). 
Data exchange describes the technical transmission of data. 

It thus neglects consideration of legal aspects, cultural ele-
ments, and (inter-)organizational practices of sharing data, 
reflecting an essential but more narrow sub-concept of data 
sharing (Awada and Kiringa, 2015; Jussen et al., 2023). Sim-
ilarly, data trading focuses on sharing data for commercial 
purposes, thus limiting data sharing practices toward sole 
practices with financial interests, reflecting another essen-
tial sub-concept of data sharing (Liang et al., 2018). Open 
data, in contrast, entails the non-commercial sharing of data 
accessible to all for free use and redistribution (Enders et al., 
2020). Data ecosystems are characterized by the formation 
of a multilateral set of actors around a shared value propo-
sition, with data serving as the primary resource and data 
sharing constituting a fundamental practice within the eco-
system (Heinz et al., 2022; Oliveira et al., 2019). Emerging 
to provide a secure and reliable infrastructure, data spaces 
are defined as ‘a federated, open infrastructure for sovereign 
data sharing, based on common policies, rules, and stand-
ards’ (Reiberg et al., 2022, p. 11) with data sharing as an 
inherent practice. Data spaces are characterized by an open 
infrastructure that is freely accessible, which is not required 
for data ecosystems (Gieß et al., 2023; Otto & Jarke, 2019). 
Data marketplaces represent a specialized setting for data 
sharing practices with commercial objectives, defined as 
‘third-party platforms acting as neutral intermediaries and 
allowing others to sell standardized data products' (Sterk 
et al., 2022, p. 3). Data marketplaces aim to provide a uni-
fied platform for domain-specific commercial data sharing 
between independent data providers and consumers (Jussen 
et al., 2024a; Sterk et al., 2022; van de Ven et al., 2021). The 
concept of data trusts is described as ‘trusted intermediaries 
that enable data sharing through a confident and sovereign 
infrastructure and standardized processes’ (Lauf et al., 2023, 
p. 2), emphasizing the role of a neutral intermediary that 
aims to enable trust in data sharing practices (Jussen et al. 
2024a; Lauf et al., 2023). In the realm of addressing societal 
challenges, Susha (2017) introduces the concept of data col-
laboratives, describing the sharing of data across organiza-
tions in specific partnerships to address societal challenges.

The emergence of these promising concepts, summarized 
in Table 1, which all revolve around data sharing as their 
constituent activity, further reinforces the need for a funda-
mental understanding and conceptualization of the underly-
ing concept of data sharing practices.

Taxonomies and classification of data sharing

Classification approaches, such as taxonomies, serve as cru-
cial instruments for both researchers and practitioners, help-
ing to understand, analyze, and organize knowledge within 
emerging research domains by identifying shared character-
istics within a coherent conceptual framework (Hunke et al., 
2021; Nickerson et al., 2013). However, existing efforts to 
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systematize data sharing and related concepts tend to focus 
on specific facets of data sharing, neglecting the integral 
structuring of data sharing practices. For instance, Schwei-
hoff et al. (2023a) focus on delineating design options and 
criteria for data sharing business models. Other contribu-
tions in this domain include the work of Hartmann et al. 
(2016) and van de Ven et al. (2021), who develop taxono-
mies to systematically examine data-driven business mod-
els used by startups and business models tailored for data 
marketplaces. In the realm of data ecosystems, prevailing 
classification approaches emphasize understanding the 
concept and incentive mechanisms for data sharing within 
data ecosystems (Azkan et al., 2020; Gelhaar et al., 2021a, 
2021b). Moreover, several studies elaborate on the design 
of associated concepts of data sharing, such as Gieß et al. 
(2023) presenting design options for data spaces or Susha 
et al. (2017) exploring data collaboratives as a variant of 
data sharing prevalent in public-private collaborations.

In terms of identifying archetypes related to data sharing 
practices, two contributions are noteworthy. First, Scheider 
et al. (2023) focus on deriving design options for data mar-
ketplaces for trading personal data and derive archetypes 
to characterize these specific data markets. However, this 
reflects a focus on one particular aspect of data sharing and 
thus neglects the applicability to the broader context of data 
sharing practices in general, which may not involve personal 
data. Second, Lauf et al. (2023) develop a taxonomy and 

derive archetypes for data trustees in healthcare, thereby 
exploring the design characteristics for a specific stakeholder 
within a data sharing practice (the intermediary), and thus 
also lacking generalizability to the underlying data sharing 
practice.

In summary, our review of existing studies highlights the 
lack of a concise conceptualization of data sharing practices. 
Despite the steady expansion of the data sharing literature, 
the term data sharing remains an elusive concept with a 
lack of widely accepted definitions, models, and theories 
(Jussen et al., 2023; Lindner et al., 2021; Richter & Slowin-
ski, 2019). Given the central role of data sharing within the 
concepts mentioned above, it is imperative to conceptualize 
data sharing practices to understand and characterize the 
forms of application to streamline research and guide prac-
tice in future data sharing endeavors. Furthermore, exist-
ing research is predominantly grounded in specific forms or 
concepts of data sharing with a particular purpose, leaving 
a gap in comprehensive coverage. To our knowledge, there 
are currently no taxonomies or archetypes that address data 
sharing practices. We contend that the burgeoning field of 
data sharing research would benefit from a more general 
systematization of knowledge about data sharing. This will 
foster a shared understanding of data sharing, facilitate the 
materialization of data sharing ideas and considerations, and 
provide initial guidance and a valuable tool for systemati-
cally designing data sharing practices in organizations.

Table 1   Overview of data sharing and related concepts

Concept Definition Contributing literature

Data Sharing Data sharing is the domain-independent process of giving 
third parties access to the data sets of others.

Dreller, 2018; Jussen et al., 2023; Richter & Slowinski, 2019; 
Schweihoff et al., 2023a

Data Trading Data trading is a commercial form of sharing data seeking 
to gain financial profits from data sharing.

Liang et al., 2018; Muschalle et al., 2012; Spiekermann et al., 
2015

Open Data Open data describes the non-commercial sharing of data, 
which is available to anyone for use and redistribution free 
of any charge.

Enders et al., 2020; Susha et al., 2017; Wilms et al., 2018

Data Ecosystems Data ecosystems are the formation of a multilateral set of 
actors around a shared value proposition, with data serv-
ing as the primary resource and data sharing constituting a 
fundamental practice within the ecosystem.

Azkan et al., 2020; Gelhaar et al., 2021a; Heinz et al., 2022; 
Lis & Otto, 2021; Oliveira et al., 2019

Data Spaces A data space is defined as an open and decentralized infra-
structure for sovereign data sharing, which incorporates 
common standards, rules, and policies.

Gieß et al., 2023; Otto & Jarke, 2019; Reiberg et al., 2022

Data Marketplaces A data marketplace is a third-party platform acting as neu-
tral intermediary and allowing others to sell standardized 
data products for commercial purposes.

Abbas et al., 2021; Spiekermann, 2019; Sterk et al., 2022; van 
de Ven et al., 2021

Data Trusts A data trust is a form of an intermediary that enables trusted 
data sharing through a sovereign and confident infrastruc-
ture and standardized processes

Arlinghaus et al., 2021; Czech et al., 2023; Lauf et al., 2023; 
Schweihoff et al., 2023b

Data Collaborative Data collaboratives represent a type of partnership span-
ning across sectors and involving both public and private 
organizations to share data for the purpose of tackling 
societal issues.

Susha et al., 2017; Susha & Gil-Garcia, 2019
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Research design

Our research design consists of two sequential phases, as 
illustrated in Fig. 1. In the first phase, we addressed the first 
research question and developed and evaluated a taxonomy 
that includes the key dimensions and characteristics of data 
sharing practices. In doing so, we followed the taxonomy 
development methodology of Nickerson et al. (2013), com-
plemented by the suggested evaluation criteria of Kundisch 
et al. (2022). In the second phase, we drew upon the results 
of the first phase and addressed the second research question. 
Thereby, we extended the case database and verified the cod-
ing scheme, conducted a cluster analysis (Kaufman & Rous-
seeuw, 1990), performed a cross-table analysis, interpreted 
the resulting clusters, and calculated the silhouette coeffi-
cient (Rousseeuw, 1987) to identify and evaluate archetypes 
of data sharing practices.

Phase 1: taxonomy development

Iterative taxonomy development process

Following the approach of Nickerson et al. (2013), we first 
defined the primary objective of our taxonomy, the meta-
characteristic. Our taxonomy aims to improve the ability to 
conceptualize and design data sharing practices and provide 
practical guidance for structurally characterizing data shar-
ing practices. Accordingly, we defined ‘key dimensions and 
characteristics of data sharing practices’ as the meta-char-
acteristic, which guides our evaluation of potential dimen-
sions and characteristics throughout the iterative develop-
ment process. Given our goal of developing a taxonomy 
of data sharing practices to support the conceptualization 
and design of such practices, we refrained from focusing on 
an organization’s particular role in data sharing (e.g., data 

provider, data consumer, or intermediary as essential roles 
proposed by Oliveira et al. (2019)) but aimed to develop a 
taxonomy that ensures applicability from any role perspec-
tive. Independent from the role perspective, the taxonomy’s 
applicability is pursued in the design and decision phase of 
data sharing practices, providing mainly two target groups 
or users of the taxonomy (Kundisch et al., 2022) with a valu-
able framework. Researchers in the field of data sharing can 
gain a foundational understanding of data sharing practices 
and build and contextualize upon the findings. In practice, 
data sharing project leaders and decision-makers (e.g., chief 
information officers, chief data officers, data stewards, and 
data sharing specialists) are provided with a valuable tool 
for actionable guidance on structurally configuring data 
sharing practices, comparing cases, and deriving suitable 
design options to operationalize strategic approaches to data 
sharing, applicable at both the ideation and implementation 
stages. In practice, the users of the taxonomy must have 
either individually or collectively a cross-functional (busi-
ness, data, information technology, and legal) understand-
ing of data sharing and corresponding decision rights and 
authority on implementing a data sharing project to success-
fully design and establish data sharing practices. Further, the 
taxonomy aims to provide a compact conceptualization of 
data sharing practices, capable of classifying various forms 
and manifestations of such practices (Glass & Vessey, 1995).

A review of the existing literature revealed the follow-
ing overarching meta-dimensions: the data itself as a share-
able entity, the organizations involved (e.g., data providers, 
consumers, intermediaries), and the encompassing network 
in which these organizational actors interact (Arenas et al., 
2019; Dreller, 2018; Gascó et al., 2018; Gelhaar & Otto, 
2020). The first meta-dimension, data, could be retrieved 
from multiple dimensions and meta-dimensions character-
izing the data as the shareable entity such as from the ser-
vice domain (timeframe) or the technology domain (data 

Fig. 1   Research design of the two successive phases
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source) of van de Ven et al. (2021), Gelhaar, Gürpinar et al. 
(2021), and Azkan et al. (2020) outlining data (assets) as a 
relevant meta-dimension to characterize the resources (data 
objects and assets) as a necessary entity of data sharing. The 
second meta-dimension organization could be derived from 
the micro-perspective of one actor within the data sharing 
practice, such as Gelhaar, Gürpinar et al. (2023) and van de 
Ven (2021), seeing this as the (organizational) foundational 
structures for engaging in a data sharing practice, includ-
ing the financial perspective on value capturing, and Sch-
weihoff et al. (2023a) designing their entire taxonomy to 
be applied from a micro-perspective. In contrast, the meta-
dimension network reflects the macro-perspective of data 
sharing practices, such as Schäffer and Stelzer (2017) and 
Lis and Otto (2021) refer to the dynamics and relationship 
between organizations, coordination structures and mecha-
nisms, or interdependencies as well as the technical medium 
for sharing data between organizations. Thus, we referred to 
these three elements—data, organization, and network—as 
meta-dimensions to structure our taxonomy. These meta-
dimensions served as a conceptual lens for organizing both 
conceptual and empirical characteristics.

We defined ending conditions against which the fulfill-
ment of the taxonomy was measured at each iteration of the 
development process by adopting the eight objective (E1 
to E8) and five subjective (E9 to E13) ending conditions 
described by Nickerson et al. (2013) and Kundisch et al. 
(2022). The definitions of the eight objective and five sub-
jective ending conditions are shown in Fig. 2. In terms of 
taxonomy design, the taxonomy development process allows 
for two different design approaches: conceptual-to-empirical 
(C2E) to extract dimensions and characteristics from exist-
ing literature and empirical-to-conceptual (E2C) to derive 
them from empirical objects (Nickerson et al., 2013). These 
approaches were performed iteratively, starting with the C2E 
approach and verifying the findings with the E2C approach, 
until all ending conditions were satisfied, as recommended 
when the existing knowledge base contains relevant insights 
about the phenomenon under consideration (Kundisch et al. 
2022). The evolution of the dimensions during the iterations 
is shown in Fig. 2.

Iteration 1 (C2E)

First, we extracted dimensions and characteristics from 
existing classifications in scientific literature. Eight different 
taxonomies (Gelhaar et al., 2021a, 2021b; Hartmann et al., 
2016; Lis & Otto, 2021; Schäffer & Stelzer, 2017; Schwei-
hoff et al., 2023a; Susha et al., 2017; van de Ven et al., 2021) 
and one morphology (Azkan et al., 2020) were examined, 
which cover specific aspects (e.g., business models, incen-
tive mechanisms) or focus on associated concepts (e.g., data 
ecosystems, data marketplaces) of data sharing. An open 

coding approach was used to derive relevant dimensions and 
corresponding characteristics. Two independent researchers 
coded and assessed the relevance of these characteristics to 
the objectives of the work. While these classifications pro-
vided a solid foundation, no objects have yet been classified 
under any of the characteristics (E1, E3), and all dimensions 
and characteristics were newly created (E4).

Iteration 2 (C2E)

In the second iteration, we again used the C2E approach 
to refine the taxonomy based on the scientific literature. 
We conducted a systematic literature review following the 
methodology proposed by Webster and Watson (2002). We 
applied the search string ‘data sharing’ OR ‘data exchange’ 
OR ‘data trading’ OR ‘shared data’ across the Senior Schol-
ars’ Basket of Eight1 and the AIS eLibrary. For the search 
string, we chose the term ‘data sharing’ as the broad con-
cept under investigation, and we included the terms ‘data 
exchange’ as well as ‘data trading’ as they reflect essen-
tial sub-concepts of data sharing, mainly focusing on the 
technical transmission of data or the commercial purpose of 
data sharing. Initially, 223 relevant articles were identified 
and cleaned by removing six duplicates. Two independent 
researchers reviewed the sample in a two-step approach: 
first, title and abstract screening resulted in 46 relevant arti-
cles, followed by a full-text screening of 28 out of the 46 
papers, which resulted in removing 17 papers from the sam-
ple, which ultimately led to 29 articles considered relevant. 
Thereby, we applied the following inclusion and exclusion 
criteria: (1) contains at least one dimension or characteris-
tic relevant to our study, (2) no pure technical focus on the 
data transfer, (3) written in English. We referred in exclusion 
criteria (2) solely on excluding papers that mainly investi-
gate a specific technology and its application for technical 
data exchange (i.e., data protocols or database configuration) 
or specific mechanisms for data security and privacy (i.e., 
anonymization and pseudonymization mechanisms). We aim 
to analyze data sharing practices focusing on the interplay 
of the meta-dimensions (data, organizational structures, 
and network dynamics) to inform the conceptualization and 
design of data sharing practices rather than their technical 
implementation. Thus, we neglected to include papers on 
the specific technological mechanisms and configurations 
of technical architectures to be consistent regarding the 

1  The literature search was performed before the AIS Senior Schol-
ars’ List of Premier Journals was updated. The considered journals 
are European Journal of Information Systems, Information Systems 
Journal, Information Systems Research, Journal of the Association 
for Information Systems, Journal of Information Technology Journal 
of Management Information Systems, Journal of Strategic Informa-
tion Systems & MIS Quarterly.
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level of detail and the purpose of the taxonomy. Instead, 
we only included papers with technical aspects that refer 
to the conceptual characterization and design of data shar-
ing practices from a technical perspective (such as overall 
technical architecture, technical interoperability, or access 
coordination). Further, 15 additional articles were obtained 

through forward and backward searches, resulting in a final 
sample of 44 articles relevant to our study. To extract rel-
evant dimensions and characteristics, we used an iterative 
coding approach with two coding cycles (Saldaña, 2015). 
First, we applied open coding to identify characteristics of 
data sharing practices. Then, we applied axial coding to 

Fig. 2   Overview of the iterative taxonomy development process
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aggregate these characteristics into dimensions and aligned 
them with the pre-defined meta-dimensions. The coding was 
conducted independently by two researchers to ensure con-
sistency. Table 2 provides examples of the open and axial 
coding procedures. The resulting coding was aligned, and 
discrepancies were mutually resolved through discussion 
among the authors. This iteration added new dimensions 
(e.g., maturity of processing, interoperability) and edited 
one dimension (scope) regarding its characteristics. So far, 
no empirical objects have been studied, thus violated ending 
conditions E1, E3, and E4, which required a third iteration.

Iteration 3 (E2C)

In this iteration, we applied the E2C approach, focusing 
on empirical evidence from publicly available data sharing 
practices. To ensure suitability with our study, we estab-
lished three criteria for case selection: (1) written in Eng-
lish, (2) describing a data sharing practice, and (3) for each 
meta-dimension, at least one characteristic can be derived 
and assigned from the case description. We compiled 72 real 
cases from a variety of reliable, publicly available, second-
ary sources, including business reports of organizations or 
initiatives (e.g., the Open Data Institute), practice-oriented 
journals and magazines (e.g., Harvard Business Review), 
corporate press releases by organizations, or blog posts. 
In total, we collected 43 data sources that comprised 72 
cases relevant to our study. These cases spanned a variety 
of industries, including agriculture, oil and gas, transporta-
tion, automotive, or finance and insurance, and range from 
large organizations to small start-ups. The sample included 

data sharing cases where organizations made data publicly 
available (‘open data’), reciprocal systems where actors in 
an ecosystem shared data, organizations traded data through 
data marketplaces, and bilateral collaborations in which 
organizations shared data for specific purposes (e.g.,, reduc-
ing carbon emissions, achieving process improvements, 
implementing new data-driven services). We analyzed 50 
randomly selected cases to identify novel dimensions and 
characteristics and to empirically validate results from pre-
vious iterations. In this phase, we merged two dimensions 
into one (privacy and personally identifiable information 
(PII)-relevance) because organizations typically classify 
sensitive data as PII-relevant. Since not all the objects have 
been examined and some dimensions have been merged, 
some final conditions were still not met (E1, E5).

Iteration 4 (E2C)

Following the E2C approach, we analyzed the remain-
ing 22 cases and consequently eliminated two dimen-
sions: decision authority and participation dominance. 
For decision authority, complexity arose from intricate 
decision-making processes involving multiple stakeholders 
(e.g., legal counsel, or data owner, steward, and manage-
ment). Similarly, participation dominance was not clearly 
assignable because participation in data sharing practices 
is subject to negotiation. Finally, all objective ending con-
ditions were met, with subjective conditions having been 
discussed among the author team. We considered the tax-
onomy to be concise by having broken down the enormous 
complexity into 15 distinct dimensions (E9). Robustness 

Table 2   Coding examples and aggregation to the corresponding dimensions

Coding examples (open coding) Dimension (axial coding)

‘Actors in a data ecosystem have various motivations and interests for the willingness to share their data.’ (Gelhaar 
et al., 2021b, p. 3)

Motivation

‘The national funding bodies are also enforcing policy for sharing datasets by making data sharing a requirement by 
default.’ (Sayogo & Pardo, 2011, p. 4)

‘previous research assumed […] a benefit for the community rather than personal benefits in data exchange.’ (Wilms 
et al., 2018, p.7)

‘[…] access can be granted to others free of charge or in exchange for compensation (e.g., monetary or reciprocal 
data).’ (Schweihoff et al. 2023a, p. 2)

Reward

‘Besides a direct payment as a reward, there are also incentive mechanisms that use bartering [of data or services].’ 
(Gelhaar et al. 2021b, p. 8)

‘[…] government agencies, like the UNO or the World Bank, which provide statistics free of charge.’ (Muschalle 
et al., 2012, p.5)

‘An approach [..] is the new European Interoperability Framework […]. It distinguishes four interoperability levels 
that must be implemented.’ (Bastiaansen et al., 2020, p. 3).

Interoperability

‘we must consider aspects such as interoperability, privacy, and trust in shared data.’ (Coelho et al., 2021, p. 1)
‘[…] the private sector can provide various degrees of access to their data – ranging from making available select 

insights from data to select users to making data available to anyone by publishing it as open data.’ (Susha et al., 
2017, p. 6)

Access coordination

‘Many interviewees discussed data access rights.’ (Nokkala et al. 2019, p. 6)
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(E10) and comprehensiveness (E11) were confirmed by 
the applicability to the 22 objects in this iteration. The 
independence of dimensions and characteristics ensured 
extensibility (E12). Non-redundant explanations were 
provided to characterize data sharing practices, satisfying 
the explanatory (E13) ending condition. With all ending 
conditions having been met, the taxonomy development 
process was terminated.

Taxonomy evaluation

To evaluate our taxonomy, we performed an in-depth analy-
sis of an appropriate real-world data sharing case to dem-
onstrate our taxonomy, as Szopinski et al. (2019) propose 
demonstrations as a suitable and frequently used evalua-
tion approach. For this, we conducted four semi-structured 
interviews with experts involved in one specific data shar-
ing practice in the chemical industry that is not part of the 
previous case sample. For the expert sample, we followed a 
purposeful sampling approach according to Palinkas et al. 
(2015) based on the following criteria: (a) the experts must 
have in-depth knowledge of data sharing in general, and (b) 
the experts must be directly involved in the case under study. 
The experts’ roles within the organization that served as the 
data provider were (I1) global data steward, (I2) head of 
data stewardship, (I3) exposure modeling specialist, and (I4) 
global project leader. The interviews lasted between 43 and 
57 min and were divided into three parts. First, the taxonomy 
was presented and described. Second, we asked the experts 
to apply our taxonomy to characterize the case under study. 
Third, we asked the experts to evaluate the taxonomy regard-
ing the criteria conciseness, robustness, comprehensiveness, 
extensibility, and explanatory (Nickerson et al., 2013) to ver-
ify the subjective ending conditions. Additionally, we evalu-
ated the taxonomy regarding its applicability and usefulness, 
as suggested by Szopinski et al. (2020), to ensure that the 
designed artifact can support stakeholders in fulfilling their 
purpose of utilizing the artifact. For this, we observed the 
application of the taxonomy by the experts on a real-world 
case followed by asking questions on the applicability and 
usefulness. All interviews were recorded, transcribed, and 
coded with open coding independently by two researchers 
using MAXQDA software to extract the case characteriza-
tion with our taxonomy and corresponding explanations. A 
second coding cycle was conducted by one researcher fol-
lowing a deductive coding approach aiming to extract the 
evaluation of the subjective ending conditions. The results 
are depicted in the results section (Fig. 4) and elaborated 
on in detail in Fassnacht et al. (2024). The evaluation of the 
subjective ending conditions and the taxonomy’s applica-
bility and usefulness is outlined in the results section after 
presenting the taxonomy.

Phase 2: archetype identification

Data collection and preparation

We expanded our initial sample of 72 cases for the second 
phase of the study to enable a robust and meaningful identi-
fication of archetypes based on a sufficient number of cases. 
Thus, we collected additional cases from different data 
sources. First, we searched for additional business reports 
that focus on empirical practices in the field of data sharing 
(e.g., Lindner et al. (2021)), from which we retrieved 21 
cases. Second, we conducted an online search for trustful 
archival data on data sharing practices involving public and/
or private sector organizations, which added 28 cases to our 
sample. In total, we expanded our sample to 121 data sharing 
practices (listed in Table 6 in the Appendix), which served 
as the case base for the subsequent cluster analysis.

Case coding of data sharing practices

In the subsequent step, we applied provisional coding 
(Saldaña, 2015) to code each case in the sample using the 
developed taxonomy as a codebook. A single author con-
ducted the coding process and assessed each case according 
to the dimensions outlined in the taxonomy. Subsequently, 
a random subset of 20% (n = 24) cases of the case base 
was subjected to a second independent coding by a second 
researcher to assess inter-coder reliability, as recommended 
by O’Connor and Joffe (2020). The comparison of the two 
independent coding results yielded a percentage agreement 
of 89.76% and a Cohen’s Kappa of 0.68 (Cohen, 1960) as 
inter-coder reliability. This demonstrated ‘substantial agree-
ment’ between the coders (Landis & Koch, 1977). Conse-
quently, the initial coding was considered a reliable ground 
truth for further analysis. To further validate the robustness 
of our dataset, ten IS scholars independently coded a new 
random sample (n = 10) extracted from the case database. 
By comparing their results with the ground truth (i.e., the 
coding results from the initial coding), we calculated the hit 
ratio for each taxonomy dimension. Table 3 presents a sum-
mary of these results, with higher values indicating greater 
agreement and lower values indicating disagreement. The 
resulting values ranged from 71.28 to 93.25%, with an aver-
age of 78.41%, indicating a high level of agreement and 
supporting the validity of the coding (cf. Jonas et al., 2022; 
Moore & Benbasat, 1991).

Cluster analysis

Next, we performed a cluster analysis to identify distinct 
archetypes of data sharing practices. Cluster analysis 
involves statistical methods for categorizing objects accord-
ing to their similarity, seeking to minimize the distance 
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between objects within the same cluster while maximizing 
the divergence between clusters (Han et al., 2012; Michener 
& Sokal, 1957). It is particularly useful for inductive, open-
ended research that aims to describe the objects under study 
along a wide range of variables and to identify thematic 
patterns (Miller, 2018). This technique allowed us to clus-
ter cases according to their similarities and differences in 
characterizations along the taxonomy. The cluster analysis 
was performed using the statistical computing language R.

To assess the distance between cases, we converted the 
coding into a dichotomous table. Each row represented a 
case from the dataset, and each column corresponded to a 
characteristic of the taxonomy. We assigned a value of 1 to 
objects where the characteristic is present and a value of 0 
to objects where the characteristic is absent. For each pair 
of cases, we computed the Manhattan distance (i.e., the L1 
distance), a distance metric well-suited to the dichotomous 
structure of the dataset. This distance metric quantified the 
distance between two observations as the number of char-
acteristics on which they differ.

To determine the most appropriate clustering algorithm, 
we compared different approaches of agglomerative hierar-
chical clustering (Backhaus et al., 2006). We evaluated the 
agglomerative coefficient (Rousseeuw, 1986) for single, 
complete, average, McQuitte, and Ward clustering meth-
ods. This coefficient, ranging from 0 to 1, indicates the 
balance and robustness of a clustering structure (Kauf-
man & Rousseeuw, 1990). Table 4 displays the resulting 
agglomerative coefficients for the compared methods. 

Ward’s method (Ward, 1963) yielded the highest agglom-
erative coefficient (c = 0.93), indicating superior balance 
and robustness in the clustering results. This method is 
commonly used in cluster analyses to identify archetypes 
(Hunke et al., 2021; Möller et al., 2019) and is particularly 
effective with the Manhattan distance measure (Strauss & 
von Maltitz, 2017).

To identify a sufficient number of clusters, we chose hier-
archical clustering for its ability to accommodate a random 
number of clusters without prior specification. This itera-
tive process initially assigned each case to its own cluster, 
which were then iteratively merged, based on proximity, 
until all cases were consolidated into a single cluster. Con-
sequently, the algorithm generated potential clustering solu-
tions for different numbers of clusters that were feasible for 
the dataset under consideration. The dendrogram (Fig. 6 in 
the Appendix) illustrates the potential cluster configurations 
and the merging process. The dendrogram helped to visually 
examine the clustering results and provided a guideline for 
selecting an optimal number of clusters. Identifying the most 
appropriate number of clusters is a complex task addressed 
in the literature, offering various mathematical and empirical 
methods, each with advantages and disadvantages (Hardy, 
1996; Milligan & Cooper, 1985). To ensure the logical valid-
ity and practical relevance of the clustering structure, an 
interpretive approach was adopted, following recent recom-
mendations to focus on clusters as real-world phenomena 
and emphasizing a comprehensive and consistent cluster 
characterization (Mirkin, 2011). The qualitative evaluation 
was performed by drawing a vertical line starting at the right 
side of the dendrogram and gradually moving this line to the 
left. The number of branches this cutoff line crosses in the 
dendrogram corresponded to the number of clusters result-
ing from the hierarchical clustering at that level. Several 
iterations comparing the number of resulting clusters in 
terms of possible interpretations and practical significance 
led to a consensus on four distinct clusters. The final set 
of clusters balances manageability and cluster homogeneity 
(Milligan & Cooper, 1985) while remaining consistent with 
Hambrick’s (1984) sample size-based suggestion.

Table 3   Hit ratio for each 
taxonomy dimension

Meta-dimension: data Meta-dimension: organization Meta-dimension: network

Dimension Hit ratio Dimension Hit ratio Dimension Hit ratio

Domain 81.40% Motivation 93.25% Technical architecture 75.63%
Maturity of processing 71.87% Scope 85.00% Interoperability 74.25%
Source 81.06% Reward 80.36% Access coordination 71.28%
Privacy 72.67% Payment model 83.32% Provision request 72.69%
Sovereignty 81.44% Type of relationship 75.00%
Timeframe 76.92%
Average overall 78.41%

Table 4   Agglomerative coefficients for different clustering methods

Clustering method Agglom-
erative coef-
ficient

Ward 0.93
Complete 0.79
McQuitty 0.73
Average 0.70
Single 0.67
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Cluster interpretation and evaluation of archetypes

After determining an appropriate cluster solution, the clus-
ters were evaluated using both qualitative and quantitative 
measures. Qualitatively, the case descriptions were reviewed 
to identify the primary and distinctive characteristics of each 
cluster. The cross-table analysis, which was performed to 
calculate the frequency distribution of each characteris-
tic per cluster (see Fig. 5), supported this evaluation step 
(Hambrick, 1984). Consequently, the following archetypes 
were derived from the clusters: (I) compliance-oriented, (II) 
efficiency-oriented, (III) revenue-oriented, and (IV) society-
oriented data sharing practices.

To quantitatively evaluate the cluster solution, we calcu-
lated the silhouette widths for each cluster, which indicate 
cluster validity regarding their structural strength on a range 
from − 1 to 1, with higher values indicating more substan-
tial and robust results (Rousseeuw, 1987). All four clusters 
yielded an average silhouette value above the recommended 
threshold of 0.25 (Kaufman & Rousseeuw, 1990). The anal-
ysis revealed an existing but weak clustering structure, with 
an average silhouette value of s = 0.28 among the clusters. 
The values ranged from sI = 0.27 (Cluster I) to sIII = 0.31 
(Cluster III). Clusters II and IV had a silhouette value of 
sII = sIV = 0.28. These results were consistent with common 
findings in social science data such as this dataset, where 
natural groups are rarely strongly represented (Hambrick, 

1984). Figure 7 in the Appendix illustrates the silhouette 
values for the cases within each cluster. This approach of 
cluster interpretation and evaluation of archetypes was also 
applied by Sterk et al. (2024) in their recently published 
paper in Electronic Markets.

Results

In the following, we present a scientifically and empirically 
grounded taxonomy of data sharing practices and four corre-
sponding archetypes of data sharing practices as our results. 
The taxonomy results from previously conducted research 
to systematize data sharing practices, which introduces a 
taxonomy identifying key dimensions and characteristics of 
data sharing practices and is communicated in detail in a 
conference paper (Fassnacht et al., 2024). Therefore, this 
results section focuses on the elaboration of the archetypes 
and provides a consolidated presentation of the taxonomy.

Taxonomy of data sharing practices

The taxonomy of data sharing practices comprises three 
meta-dimensions (data, organization, network) encom-
passing 15 dimensions and their respective characteristics 
(Fig. 3). The last column denotes whether a dimension 
is mutually exclusive (E), i.e., accommodating a single 

Fig. 3   Taxonomy of data sharing practices
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applicable characteristic, or non-exclusive (N), i.e., allow-
ing for multiple characteristics to apply to a data sharing 
practice. The number in brackets behind each characteristic 
indicates the number of cases from the sample (n = 72) to 
which the characteristic applies.

Meta‑dimension: Data

Domain:  A data domain describes categories of data with 
shared characteristics or contexts (Azkan et al., 2020). Pro-
cess data pertains to any data associated with organizational 
processes, including, e.g., production or research and devel-
opment processes (Azkan et al., 2020). Product data encom-
passes data collected by smart products or sensors and is 
often referred to as big data (Azkan et al., 2020; Cichy et al., 
2021). Environment data covers natural environment-related 
data, like geographic and climate data (Sayogo & Pardo, 
2011). Customer data includes data specifically related to 
organizational customers (Ackermann et al., 2022; Law-
renz & Rausch, 2021; Mollick, 2016). Meta-data refers to 
descriptive data such as structure, format, content, and con-
text of actual data (Azkan et al., 2020).

Maturity of processing:  The maturity of processing 
describes the progression of data through various stages of 
modification, enrichment, and refinement (Nokkala et al., 
2019). Raw data represents data in its original form, directly 
captured from sources like sensors or mobile devices, with-
out any alterations (Muschalle et al., 2012; Susha et al., 
2017). Modified data undergoes data processing, such as 
cleaning, structuring, or labeling (Kuk, 2011; Nokkala et al., 
2019). Data may be enriched with other data, such as com-
bining product data with sales or customer data (de Corbière, 
2009; Otto & Jarke, 2019). Processed data may be analyzed 
using algorithms or machine learning models (M. Spieker-
mann, 2019).

Source:  The data source describes the origin of the data 
(Azkan et al., 2020). Generated data is produced directly 
by organizations, e.g., through sensors or web applications 
(Azkan et al., 2020; van de Ven et al., 2021). Acquired data 
is captured from previous data sharing and thus generated 
by other organizations (Hartmann et al., 2016; van de Ven 
et al., 2021). Customer-provided data encompasses data 
directly collected from customers (Lawrenz & Rausch, 2021; 
Treiblmaier & Pollach, 2007), with legal compliance and 
customer consent being inevitable (Choi & Kröschel, 2015; 
Rupasinghe et al., 2019). Further, organizations may capture 
and share freely available data sources (e.g., climate or sat-
ellite data) (Enders et al., 2020).

Privacy:  Data can be categorized into four privacy classes 
based on factors like business criticality or sensitivity 

(Ackermann et  al., 2022; Lindner et  al., 2021). Public 
data can be shared without restriction (Gascó et al., 2018; 
Sayogo & Pardo, 2012). Internal data is business-relevant 
data shareable within the organization (Schäffer & Stelzer, 
2018; Xiao et al., 2013), while confidential data, typically 
indicating business-critical data, is restricted and thus can 
be accessed and used only by authorized personnel (Azkan 
et  al., 2020; Schäffer & Stelzer, 2018). Sensitive data 
includes personally identifiable data and mandates legal 
compliance or anonymization or pseudonymization when 
being shared (Ackermann et al., 2022; Treiblmaier & Pol-
lach, 2007).

Sovereignty:  Data sharing practices are legally defined 
by data sovereignty, reflecting control and authority over 
specific data (Bastiaansen et al., 2020; Lis & Otto, 2021). 
Individual sovereignty grants control over data to specific 
individuals, necessitating explicit consent when being cap-
tured or shared (Opriel et al., 2021; S. Spiekermann et al., 
2015). Organizational sovereignty involves an organization’s 
control over data, such as data from its production line sen-
sors (Azkan et al., 2020; Schäffer & Stelzer, 2018). Shared 
sovereignty occurs when data is freely available (Gelhaar & 
Otto, 2020; Lis & Otto, 2021).

Timeframe:  The timeframe dimension delineates if data 
sharing practices demand continuous ((near-)real-time) or 
frequent (up-to-date) sharing of data to ensure relevance or 
if the dataset shared is a static snapshot (Schäffer & Stelzer, 
2018; van de Ven et al., 2021).

Meta‑dimension: Organization

Motivation:  The motivation describes an actor’s intended 
purpose and motive for data sharing engagement (Gelhaar 
et al., 2021b). Economic motivation revolves around com-
mercial interests like developing new services or business 
models (Choi & Kröschel, 2015; Steudner et al., 2019). 
Social and environmental motivation entails data sharing 
for social good, such as sustainability or corporate social 
responsibility (Sayogo & Pardo, 2011, 2012; Wilms et al., 
2018). Legal motivation arises from obligations mandated 
by national or international regulations (Gascó et al., 2018; 
Grace, 2020). Cultural motivation involves the intrinsic or 
extrinsic embedding of data sharing within the organiza-
tional culture (Gelhaar et al., 2021b; Schäffer & Stelzer, 
2018).

Scope:  The scope defines the range of a data sharing prac-
tice (Lis & Otto, 2021). Data can be shared intra-organiza-
tionally, within the same industry (e.g., data being shared 
between suppliers and manufacturers), or cross-indus-
try (e.g., sharing weather data between agriculture and 
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aerospace companies) (Bastiaansen et al., 2020; de Corbiere 
& Rowe, 2013; Zaheer & Trkman, 2017).

Reward:  Organizations share data for various reward pur-
poses (Schweihoff et al., 2023a). Financial rewards indi-
cate direct monetary returns (Agahari et al., 2021; Cichy 
et al., 2021; Spiekermann, 2019). Organizations can receive 
virtual assets such as cryptocurrency in return (Gelhaar 
et al., 2021b). Besides monetary rewards, organizations can 
receive data in return (Agahari et al., 2021). Shared data can 
lead to the development of novel services that are returned 
(Cichy et al., 2021; Kuk, 2011) or to increased reputation, 
e.g., through transparency or increased brand attractiveness 
(Lawrenz & Rausch, 2021; Nokkala et al., 2019).

Payment model:  The payment model outlines how organiza-
tions are compensated for sharing data. Organizations may 
opt to provide their data free of charge (Enders et al., 2020; 
Muschalle et al., 2012). If payment is subject to the prac-
tice, organizations may receive a fixed payment or apply a 
subscription-based model, e.g., payment based on the dura-
tion of data access (Hartmann et al., 2016; M. Spiekermann, 
2019). Usage-based models determine payment according 
to data consumption or access frequency (Gelhaar et al., 
2021b), and revenue-based models are grounded on calcu-
lating compensation based on the revenue generated from 
shared data (M. Spiekermann, 2019). These payment models 
can be hybrid, combining different payment structures like 
freemium or mixing fixed and usage-based models (Gelhaar 
et al., 2021b).

Meta‑dimension: network

Technical Architecture:  Technical architecture can be pro-
vided in various architectural settings. Closed application 
programming interfaces (APIs) restrict access to author-
ized parties (Coelho et al., 2021; Xiao et al., 2013). Various 
forms of platforms like Otonomo or Dawex allow connect-
ing multiple systems to a platform, storing, processing, and 
maintaining data on the platform, managing access to data, 
and enabling commercial data exchange (Nokkala et al., 
2019; Otto & Jarke, 2019; van de Ven et al., 2021). Open 
APIs offer unrestricted access to data (de Corbière & Rowe, 
2011; Enders et al., 2020; Kuk, 2011).

Interoperability:  According to the European Interoperabil-
ity Framework by the European Commission, in the realm 
of data sharing, multiple levels of interoperability are dis-
tinguished that are necessary when data is shared across 
two or multiple information systems (Bastiaansen et al., 
2020). Thereby, the term interoperability describes a com-
mon language, protocols, standards, and mechanisms that 
enable seamless sharing and usage of data across disparate 

information systems (Bastiaansen et al., 2020; Coelho et al., 
2021). Orchestrating data sharing practices can necessitate 
different types of interoperability (Nokkala et al., 2019). 
Legal interoperability describes the necessity of compat-
ible legal frameworks, standards, and regulations essential 
for sharing data across different jurisdictions (Bastiaansen 
et al., 2020; Grace, 2020). Organizational interoperabil-
ity, such as aligned processes, objectives, and resources, is 
vital for seamless data sharing and utilization of data across 
organizational boundaries (Bastiaansen et al., 2020). Seman-
tic interoperability ensures consistency, interpretability, and 
accuracy of data across diverse sources and information sys-
tems (Coelho et al., 2021). Technical interoperability may be 
required to enable seamless technical data exchange between 
information systems (Bastiaansen et al., 2020; M. Spieker-
mann, 2019).

Access coordination:  Access coordination defines the mech-
anism ensuring controlled data access (Nokkala et al., 2019). 
Agreement-based access relies on data sharing agreements 
between providers and consumers defining access terms 
(Rukanova et al., 2020; Schäffer & Stelzer, 2017). Applica-
tion-based access regulates data access through application-
specific access rights (Susha et al., 2017). Trust-based access 
coordination grants access based on trust between provider 
and consumer, omitting coordination or legal liabilities 
(Cichy et al., 2021; Susha et al., 2017). No access coordina-
tion refers to being open (Sayogo & Pardo, 2012; Wilms 
et al., 2018).

Provision request:  The provision request signifies the event 
that triggers the data sharing practice (Susha et al., 2017). 
This trigger can be characterized by on-demand initiation, 
prompted by a data consumer’s request, event-based, such 
as accessing a system, or continuous provision, involving 
automatic data sharing in real-time or at regular intervals 
(Cichy et al., 2021; Liu & Kumar, 2003).

Type of relationship:  The relationship type is dictated by 
the count of providers and consumers. Two types of rela-
tionships involve a single data provider sharing with one 
data consumer (one-to-one) or with multiple data consumers 
(one-to-many) (Schäffer & Stelzer, 2017; van de Ven et al., 
2021). The other two types of relationships entail multiple 
data providers sharing either with one data consumer (many-
to-one) or with multiple consumers (many-to-many), such 
as sharing data in data ecosystems (van den Broek & van 
Veenstra, 2015).
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Evaluation of the taxonomy on a real‑world data sharing 
practice

To evaluate our taxonomy, we demonstrate the taxonomy 
on a real-world data sharing practice of an organization 
(anonymized as ‘Alpha’) in the chemical industry. Alpha 
offers products for various sectors, including agriculture. 
Further, Alpha collects field trial data on the growing con-
dition of agricultural fields treated with Alpha’s products, 
such as fertilizers. In the case discussed with the interview-
ees, Alpha received a data request from the company ‘Beta,’ 
aiming to enhance the efficiency and accuracy of its risk 
assessment service for agricultural product applications and 
to build a Europe-wide database. For this evaluation, four 
experts apply the taxonomy from Alpha’s viewpoint as the 
data provider. The results are depicted in Fig. 4.

The assessment of the case by demonstrating the tax-
onomy and the experts’ explanations are outlined in detail 
in the previously conducted and communicated research 
(Fassnacht et al., 2024). In the following, we focus on pre-
senting the evaluation of the subjective ending conditions 
by the experts. The experts emphasize the applicability and 
usefulness of the taxonomy in practice, as Alpha lacks a 
structured approach to characterizing and conceptualizing 
data sharing practices (I1, I2). I1 states: ‘[…] we perform 
each data sharing case individually by a designated project 
team, and each team documents it differently in PowerPoint 

and Excel files.’ The experts highlight the complexity of the 
topic (‘there is nearly every business unit involved, legal, 
business, IT guys, we as data stewards, and it is highly 
complex to find consensus.’ (I2)) and stress the need for a 
dynamic taxonomy to adapt to diverse data sharing practices 
(I1, I2). Currently, Alpha relies on privacy as the primary 
criterion for data-sharing decisions as I1 mentions, ‘[…] we 
only consider data shareable if they are labeled as internal or 
public, we do not share any confidential data per se across 
legal entities’ (I1, I4). Successful practices within Alpha 
are seen as isolated individual solutions lacking a system-
atic design (I1, I3). Regarding the taxonomy’s conciseness 
(E9) and robustness (E10), I1 and I4 stress the necessity 
of multiple dimensions and the variety of characteristics to 
capture the diverse aspects of data sharing practices (‘[the 
taxonomy] could be even more detailed, but then we lose 
ourselves in detail again. It is enough to create a common 
understanding of a case and find similarities and differ-
ences.’ (I4)). Further, I2 and I3 emphasize the comprehen-
siveness of the characteristics that correspond to the multi-
tude of design options of data sharing practices (E11) (‘due 
to so many facets, legal, technical, business perspectives, 
and the various options and characteristics to consider for 
each case, it needs this variety […] to describe a case’ (I2)). 
They further suggest initial ideas for extending the taxonomy 
to include industry- or company-specific dimensions (e.g., 
decision authority or data formats) (I2, I4), indicating that it 

Fig. 4   Evaluation of the taxonomy by demonstration on a real-world data sharing practice
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is easily extendable (E12). Additionally, they note the clarity 
in the explanations of dimensions and characteristics without 
redundancies (E13) as I3 states, ‘[…] the dimensions and 
characteristics are self-explaining.’

Archetypes of data sharing practices

In this subsection, we present the results of the cluster 
analysis and its interpretation, which revealed four distinct 
archetypes of data sharing practices. The clusters comprise 
19 to 47 cases and expose varying emphases across the tax-
onomy’s characteristics for each cluster. Figure 5 illustrates 
the characteristics’ frequency distribution across the clus-
ters, highlighting prominent and delineating characteristics. 
Through careful examination of the cases and distinct focal 
points, we delineated the four archetypes of data sharing 
practices: (I) Compliance-oriented, (II) efficiency-oriented, 
(III) revenue-oriented, and (IV) society-oriented data shar-
ing practices.

In the following, we outline the delineating characteris-
tics for each archetype and provide exemplary data sharing 
practices from the analyzed sample, summarized in Table 5.

Archetype I: compliance‑oriented data sharing practices

Archetype I includes data sharing practices that prioritize 
regulatory compliance in cases where organizations must 
proactively ensure data security and prevent unauthorized 
access or breaches.

One example of this archetype is the Gaia-X-Medical-
Records case (UC117), where medical data such as diag-
noses, decision protocols, and personal data is gathered, 
structured, and stored in a centralized repository of patient 
data. This centralized approach to storing sensitive medical 
data necessitates a delicate balance between the value gen-
erated (in this case, medical benefits) and legal obligations. 
Without assurances of privacy safeguards before disclosing 
their information, customers may be reluctant to contrib-
ute data for such purposes. Consequently, such data sharing 
practices may fail to yield the insights they could provide. 
Hence, in the case of Gaia-X-MedicalRecords, patients 
retain ownership of their data, affording them transparency 
and control over its utilization. Access to the data is only 
granted through a blockchain-secured communication chan-
nel, ensuring compliance with the sensitive nature of the 
data shared.

Another example is the Informes De Movilidad case 
(UC015). During the initial stages of the COVID-19 pan-
demic, Telefónica Chile shared telecommunication data 
records obtained from their customers with the Data Sci-
ence Institute of the National University for Development. 
Through analysis of mobility patterns using this dataset, 

the Chilean government was able to avoid nationwide shut-
downs and instead implement localized, temporary mobility 
restrictions. Integration of available data for service delivery 
empowered the Chilean government to augment its existing 
dataset and extract more meaningful insights. Informes De 
Movilidad employed closed API technology to meet regula-
tory standards for the transfer of anonymized telecommuni-
cations data between stakeholders.

Safeguarding data security is of particular importance in 
such cases as the majority of data sharing practices in arche-
type I involve handling sensitive data (customer data: 97%, 
sensitive data: 100%), predominantly sourced directly from 
customers (customer-provided data: 90%). The timeliness of 
data is maintained through regular updates (up-to-date data: 
90%), ensuring its relevance for both regulatory compliance 
and organizational utility.

Further, cases of archetype I primarily address socially 
motivated data sharing practices (social and environmen-
tal motivation: 77%), wherein the shared data is offered to 
third parties free of charge (free data: 87%). Rather than 
monetary reimbursement, data providers receive services in 
return (service reward: 80%), which they can integrate into 
their business activities.

Interoperability among data-sharing entities prioritizes 
legal considerations (legal interoperability: 83%), empha-
sizing the sensitive nature of the data and its regulatory 
implications. A slightly smaller proportion of cases address 
technical aspects as influential factors (technical interoper-
ability: 77%), reflecting the stringent security requirements 
for sensitive data. Participating organizations ensure strin-
gent access control to shared data by regulating data access 
through mutually agreed-upon legal contracts (agreement-
based access control: 80%). Such a regulatory framework is 
crucial for compliance with on-demand data requests (on-
demand provision request: 93%) and defining clear access 
rights embodied in the technical solution.

Archetype II: efficiency‑oriented data sharing practices

Archetype II encompasses data sharing practices wherein 
organizations share data to leverage data-driven services to 
enhance industrial processes. These processes may include 
boosting machine productivity, streamlining supply chain 
operations, or reducing resource consumption. In contrast to 
archetype I, which prioritizes regulatory compliance, arche-
type II is driven by financial objectives.

Siemens’ Railigent platform (UC067) exemplifies a case 
related to archetype II within the railway sector. Railigent 
functions as a platform, as it records, processes, and ana-
lyzes data provided by railway organizations and offers data-
driven services in return. For instance, the Renfe Spanish 
Rail Company shares sensor data on critical train compo-
nents through the platform. This enables the development 
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Fig. 5   Frequency distribution 
of characteristics along the four 
identified archetypes
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and delivery of predictive maintenance services aimed at 
minimizing technical failures. The ability to detect signs of 
wear and prevent damage underscores the significance of 
sharing real-time data. Consequently, the data sharing prac-
tice contributes to significantly improving the data-driven 
services that ensure trains operated by the Spanish Rail 
Company arrive on time.

In the VW-SupplyChain case (UC111), German car 
manufacturer Volkswagen collaborates with its supplier 
ThyssenKrupp in a data sharing practice to optimize sup-
ply chain operations. This involves sharing data concerning 
production forecasts, plant capacities, and supply contracts 
for upcoming car models. Since safeguarding confidential 
information on production planning and fostering a sig-
nificant level of trust is a challenge in this collaboration, 
organizational characteristics such as supply contracts and 
trustworthiness are pivotal.

Archetype II cases primarily involve data derived from 
industrial processes or smart products (process data: 74%, 
product data: 60%) generated by the data provider (generated 
data: 94%). This data serves data consumers as a founda-
tion for developing services primarily to enhance operational 
efficiency. Since shared data is often claimed to be inter-
nal and confidential (internal: 49%, confidential: 45%), the 
organizations providing the data typically maintain control 
and sovereignty over their data (organizational sovereignty: 
87%). Notably, the data is often made available in real-time 
(91%), which is another distinctive characteristic of arche-
type II cases.

Economic incentives are prominent in archetype II cases 
(economic motivation: 98%). Organizations engage in data 

sharing to enhance their operational efficiency, aiming to 
increase productivity or reduce resource consumption. Due 
to this indirect compensation, they mostly opt for non-mon-
etary rewards, resulting in a payment model free of charge 
instead of direct trading (free payment model: 94%), thus 
enabling external development of data-based services, which 
they receive in return (service reward: 98%). Data sharing 
practices within archetype II primarily center on sharing 
data within the same industry (same industry scope: 81%).

Archetype II cases display a preference for platform-
based data sharing (platform architecture: 79%). This 
necessitates robust technical integration among involved 
actors to harmonize data formats, transmission protocols, 
and service delivery channels, characterizing archetype II 
(technical interoperability: 96%). Additionally, integration 
between organizations is pivotal (organizational interoper-
ability: 85%). Most archetype II practices rely on agreements 
among actors to monitor and coordinate access restrictions 
as needed (agreement-based access coordination: 89%). 
With a predominant focus on continuous data provision 
(85%), timely service applications and decision-making 
support are facilitated.

Archetype III: revenue‑oriented data sharing practices

Archetype III comprises data sharing practices, whose pri-
mary objective is the generation of direct revenue streams 
through monetizing data as an asset.

An example of an archetype III data sharing practice is 
Terbine (UC092), a platform enabling the monetization of 
machine data. Through the Terbine platform, organizations 

Table 5   Overview of the identified archetypes of data sharing practices

No. Archetype Delineating characteristics Application examples

(I) Compliance-oriented data sharing practices • Sensitive customer data
• Data provision in exchange for services
• Importance of complying with legal 

regulations
• High IT security and data privacy 

demands

Medical records, customer analysis

(II) Efficiency-oriented data sharing practices • Data provision in exchange for services
• Indirect economic incentives
• Continuous provision of real-time data
• Organizational and technical interoper-

ability

Production process optimization, supply chain 
optimization, IoT applications

(III) Revenue-oriented data sharing practices • Monetization strategy
• Data trading via marketplaces
• Organizational and technical interoper-

ability

IoT data marketplaces, selling of data assets, 
data standardization

(IV) Society-oriented data sharing practices • Social or environmental focus
• Data provision free of charge
• Combination of multiple data sources
• Use case-based agreements

Development aid, social services, ecologic 
applications
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can make their data available for purchase, allowing custom-
ers to acquire and utilize the data according to their specific 
needs. Terbine primarily caters to organizations utilizing IoT 
devices to generate data, offering meta-data harmonization 
mechanisms and a data catalog for browsing available data 
products.

Another illustration is the CARUSO data marketplace 
(UC074), a platform on which organizations in the auto-
motive and mobility sector generate direct revenue streams 
from trading data via the CARUSO. Further, CARUSO uti-
lizes a hybrid pricing model, combining regular member-
ship fees with an additional pay-per-use system. CARUSO 
also offers a development portal to facilitate technical data 
integration for clients.

Product and process data are both common in archetype 
III (product data: 74%, process data: 68%). These practices 
typically utilize infrastructure to handle machine-generated 
data from industrial processes in its raw form, ensuring ver-
satility in its usage (raw data: 84%, generated data: 95%). To 
prevent the leakage of sensitive information, data in arche-
type III practices is devoid of any sensitive or confidential 
data (internal data: 95%).

Archetype III data sharing practices are primarily driven 
by financial incentives, with 100% exhibiting economic 
motivation. A defining characteristic of archetype III is the 
direct monetization of data. This is reflected in the substan-
tial financial rewards organizations pursue (financial reward: 
84%). Payment models in archetype III vary considerably. 
While 89% of practices adopt a monetization approach, the 
specific payment models differ (subscription-based: 37%, 
usage-based: 21%, hybrid: 26%). Notably, some cases within 
this archetype lack a defined payment structure (e.g., UC058, 
UC080). This may suggest plans to implement pricing strat-
egies later while initially focusing on expanding their cus-
tomer base.

Data sharing platforms are the sole technical architec-
ture evident in all archetype III cases (platform architec-
ture: 100%), enabling organizations to offer their data to a 
broad spectrum of customers. These platforms also facilitate 
the seamless technical integration of data streams between 
data-sharing entities and data consumers, another delineat-
ing characteristic of archetype III (technical interoperability: 
95%). Alongside technical considerations, organizational 
interoperability plays a pivotal role (89%) in incorporating 
external data into business processes. This becomes per-
tinent when numerous organizations are involved in data 
sharing practices (many-to-many relationship type: 95%). 
Data consumers usually request data on demand (on-demand 
provision request: 100%).

Archetype IV: society‑oriented data sharing practices

In contrast to archetypes II and III, archetype IV encom-
passes data sharing practices motivated by social or envi-
ronmental concerns rather than seeking economic benefits 
as their primary objective.

An example is the CABI case (UC004), where agricultural 
data concerning soil and crop quality is shared to aid small-
holder farmers in sub-Saharan Africa. Collaborating with the 
Bill & Melinda Gates Foundation, they address the effects 
of climate change on productivity and its associated social 
ramifications. Data from diverse sources is combined and 
shared with numerous smallholder farmers to assist them in 
enhancing environmental, economic, and social factors. This 
case emphasizes the challenge of organizational interoper-
ability, as structures within supporting organizations like 
the Bill & Melinda Gates Foundation must align with opera-
tional processes at the smallholder farmers’ application sites.

Another example is RNLI’s open marine data project 
(UC036), which focuses on sharing data acquired from 
various sources to enhance maritime safety. Enriching data 
from coastguard agencies and the Royal National Lifeboat 
Institute with geographic data like satellite imagery or aerial 
footage results in an extensive database. This facilitates the 
creation of more efficient and reliable lifeguard services. 
Enhancing reputation may serve as a means for spreading 
awareness about the project and attracting new donations to 
expand its scope and finance further advancements.

Data sharing practices clustered in archetype IV focus 
on sharing process data (76%) and environmental data 
(72%). The shared data is predominantly unprocessed (raw 
data: 80%), allowing for diverse analytics applications and 
meaningful insights generation. In most cases, the organi-
zation sharing the data maintains control and sovereignty 
(organizational sovereignty: 88%). Similar to archetype III, 
archetype IV data sharing practices emphasize timely data 
(up-to-date timeframe: 96%) to ensure relevance and prevent 
data obsolescence.

Data sharing practices in archetype IV exhibit a strong 
social or ecological motivation (social and environmental 
motivation: 100%). In these cases, data is shared among 
organizations to pursue common objectives. Consequently, 
the shared data typically remains within a single industry 
(same industry scope: 80%). Similar to archetypes I and II, 
the primary benefit for engaging organizations is derived 
from data-based services (service reward: 96%). The desire 
to enhance reputation serves as an additional incentive for 
data sharing (reputation reward: 76%), delineating archetype 
IV significantly. The altruistic nature of these incentives is 
further demonstrated by the free availability of shared data 
(free payment model: 100%), aiming to facilitate data acces-
sibility and its utilization for respective purposes.
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Cases in archetype IV predominantly engage in data shar-
ing practices through data sharing platforms serving as cen-
tral hubs (platform architecture: 84%). This enables organi-
zations to aggregate and complement data from diverse 
sources and formats, allowing them to derive more pro-
found insights. Data sharing practices within this archetype 
necessitate both organizational (76%) and technical (68%) 
interoperability ensured through actors utilizing agreements 
to coordinate data access (agreement-based access coordi-
nation: 76%). The provision of data in response to specific 
application demands aligns with the use case-oriented nature 
of archetype IV instances (on-demand provision request: 
84%).

Discussion

Our research conceptualizes data sharing practices in inter-
organizational settings regarding their defining dimensions 
and characteristics. For this purpose, we developed a tax-
onomy and identified four distinct archetypes that represent 
conceptual abstractions of related literature and real-world 
data sharing practices. Our research enables organizations 
to extract and unlock the potential of data gathered for inno-
vation, monetization, and value creation. Although study-
ing the phenomenon of data sharing is increasingly gaining 
momentum in the IS field (Cattaneo et al., 2020; Gelhaar 
et al., 2021b; Jussen et al., 2023; Krotova et al., 2020; Rich-
ter & Slowinski, 2019), existing research so far only focused 
on specific aspects and activities of data sharing practices, 
such as developing business models (Arenas et al., 2019; van 
de Ven et al., 2021), designing incentive mechanisms (Gel-
haar et al., 2021b), and focusing on data privacy and security 
(Bastiaansen et al., 2020; Cichy et al., 2021). To the best of 
our knowledge, there was no conceptual work and empiri-
cal evidence to conceptualize the practice of data sharing in 
general, which inhibited further holistic efforts to support 
the design of data sharing practices. Our work resolves this 
issue by proposing a taxonomy that captures the peculiari-
ties of data sharing by combining dimensions that focus on 
the data as the shareable entity (e.g., data domain, privacy), 
the organization as a key actor (e.g., motivation, reward), 
and the entire configurational dynamics and setting of the 
network (e.g., interoperability, or type of relationship).

As a second contribution, we empirically derived four 
distinct archetypes and underscored their relevance by dem-
onstrating their distinct focus through real-world cases of 
data sharing practices. This set of archetypes distinguishes 
different types of data sharing practices built on the pro-
posed taxonomy to characterize each of these real-world 
objects. The resulting archetypes of data sharing practices 
are interpreted as differentiated primarily based on the core 
motivation for data sharing of the actors involved, which is 

often the ultimate determinant of whether data is shared or 
not (Gelhaar et al., 2021b; Müller et al., 2020). Further, the 
archetypes reveal the interplay of dimensions and character-
istics along all three meta-dimensions—data, organizational 
structures, and network dynamics. As such, archetype I is 
primarily concerned with regulatory compliance, whereas 
archetype II is oriented towards efficiency and technological 
integration. Archetype III is characterized by an emphasis 
on sellable and interoperable data, while archetype IV is 
oriented towards sharing data for social and ecological well-
being. These core motivations often unfold in structural and 
architectural consequences that lead to a correlated differen-
tiation in the characteristics of data sharing practices among 
the archetypes, which we were able to uncover through our 
taxonomy-based coding and cluster analysis.

Archetype analysis and comparison

Archetype I reflects a strong orientation toward sharing data 
compliant with existing regulations, such as the General 
Data Protection Regulations or the Data Governance Act 
(Cichy et al., 2021; Mollick, 2016; S. Spiekermann et al., 
2015). It includes data sharing practices that rely on legal 
interoperability and typically involve sharing sensitive per-
sonal data about individuals. The importance of this arche-
type is underpinned by recent and future efforts of regula-
tory bodies to develop and establish policies, standards, and 
regulations, such as the Supply Chain Act. In this context, 
data trusts are gaining momentum as independent interme-
diaries that ensure privacy and security for data sharing 
and add algorithmic solutions for safeguarding data and its 
usage across organizational boundaries (Czech et al., 2023; 
Lauf et al., 2023; Schweihoff et al., 2023b). While exist-
ing literature (e.g., Schweihoff et al., 2023b) focuses on the 
design and characteristics of intermediaries, they outline 
the necessity to transcend the descriptive domain toward 
a more prescriptive domain and interdisciplinary research. 
Hence, they call for elaborating on design solutions for shar-
ing data since recent regulatory endeavors such as the Data 
Governance Act and DA might mandate specific functions 
and practices (Schweihoff et al., 2023b) to which we con-
tribute with archetype I.

Archetypes II and III are rooted in the overall aspiration 
of organizations for continuous improvement and economic 
growth. Our findings are closely tied to related emerging 
streams of research on data monetization, data ecosystems, 
data trading, and data marketplaces. These fuel the endeav-
ors of organizations to share data beyond organizational 
boundaries, e.g., for improving production efficiency, service 
innovation (e.g., predictive maintenance), value co-creation 
(novel joint business models), and financial revenue (e.g., 
selling trial data) (Abbas et al., 2021; Gelhaar et al., 2021b; 
M. Spiekermann, 2019; Sterk et  al., 2022). With these 
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archetypes, we contribute to the call of, i.e., Jussen et al. 
(2024b), outlining the need for research on understanding 
data sharing operationalization, the critical considerations 
in the practice, and its implications for internal optimization 
and value co-creation as an essential prerequisite for prac-
titioners' future decision-making processes on data sharing.

In contrast, archetype IV addresses data sharing practices 
that reflect a growing interest in sustainability and corporate 
social responsibility of organizations to contribute to the 
overall well-being of society (Enders et al., 2022; Janssen 
et al., 2012; Sayogo & Pardo, 2012; Susha & Gil-Garcia, 
2019). The emerging concept of data collaboratives, which 
focuses on sharing data in partnerships between organi-
zations for a common good (Susha et al., 2017; Susha & 
Gil-Garcia, 2019) or releasing data publicly (Enders et al., 
2022; Janssen et al., 2012; Zuiderwijk et al., 2014), is par-
ticularly pursued by organizations to contribute to a better 
environment and life for society. With archetype IV, we can 
respond to various calls in research on understanding the 
determinants of sharing data in collaborative networks to 
encourage enthusiasts (Sayogo & Pardo, 2012) to support 
in structurally describing different forms of data sharing to 
allow the derivation of advantages and disadvantages (Susha 
et al., 2017), and the call for additional research to deepen 
our understanding of the potential impact of data sharing by 
organizations to engage in societal value creation (Enders 
et al., 2022).

In comparing the archetypes, two underlying perspectives 
were recognized. The first relates to the different roles plat-
forms can take in data sharing practices. In archetype III, the 
platform is the only technological architecture present, being 
implemented as a data marketplace that facilitates the trad-
ing of data assets by matching supply and demand (Abbas 
et al., 2021; Richter & Slowinski, 2019). Archetypes II and 
IV, on the other hand, do not exclusively employ platforms. 
Rather than focusing on market interactions, they serve as 
a common space to exchange data from different domains 
and provide adjacent services such as query searches or 
data harmonization (Agahari et al., 2021; Schweihoff et al., 
2023a). This allows organizations to engage and co-create 
value through these data sharing practices (Dreller, 2018). 
While data privacy-preserving services may encourage the 
use of data platforms to share sensitive data, as in archetype 
I (van den Broek & van Veenstra, 2015), our analysis reveals 
that only half of the sampled practices use data platforms. 
Closed APIs seem to provide even greater reliability and 
data security, and the connection of multiple different parties 
plays a subordinate role.

Second, differences in the perception of value in and from 
data are highlighted through the archetypes. In the question 
of what value is assigned to data, the archetypes differ in 
that archetype IV is characterized by the view that data is 
a public good. This contrasts in particular with archetype 

III, which tends to view data as an internal asset. These 
different perceptions consequently translate into various 
approaches to generating value from data. Concerning the 
type of value, archetypes I and IV describe use cases for 
sharing data where primarily social or environmental value 
is created, while archetypes II and III are clearly focused on 
economic value generation. A sharp distinction may however 
not always be applicable, as social or environmental motiva-
tions can lead to indirect financial effects (e.g., by improv-
ing a company’s reputation, which consequently leads to 
increases in sales). Regarding the immediateness of value 
manifestation, the archetypes represent a continuum, with 
archetype III representing direct monetary value creation 
through the selling of data and archetype IV representing 
indirect or long-term value creation triggered by potential 
spillover effects.

This comparison emphasizes the importance of assess-
ing the unique requirements of a data sharing practice and 
designing it to meet its specificities, with the understanding 
of data value and, according to core motivation, often being 
the central starting point.

Theoretical implications

For researchers in the field of data sharing, the presented 
taxonomy provides a standardized framework for describ-
ing, classifying, and configuring data sharing practices 
and enables scholars to effectively contextualize their 
work. As an analytic theory, our study contributes to 
the organization of knowledge in the emerging field of 
data sharing within IS research and facilitates the sys-
tematic understanding and analysis of data sharing prac-
tices (Gregor, 2006). Moreover, the presented taxonomy 
allows researchers to triangulate research on related topics 
(e.g., data ecosystems, data marketplaces, data spaces), 
elucidating design options of data sharing practices as 
the constituent activity of these concepts and facilitating 
the development of rigorous theories to accumulate both 
descriptive and prescriptive knowledge in the field of data 
sharing (Gregor & Hevner, 2013). Consequently, the tax-
onomy and archetypes can build the foundation for studies 
pursuing design-oriented objectives such as designing a 
repository for concepts and best practices of data sharing 
practices, methods for individual and group work based 
on the taxonomy (e.g., cards with general descriptive 
information, supplemented with industry- or organization 
specific knowledge), or applying the taxonomy to real-
world cases to build systematized repositories serving the 
development and application of computationally-intensive 
approaches (e.g., applying generative AI) to derive novel 
patterns. While research and practical endeavors on data 
ecosystems and data spaces are still in emergence, the tax-
onomy supports amalgamating aspects of these concepts, 
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such as governance design, infrastructural design, and 
actor engagement strategies towards sustainably estab-
lishing data sharing practices within these networks. Our 
taxonomy can further serve as a foundational framework 
for developing rigorous theories, incorporating exist-
ing information systems (IS) theories. This includes the 
resource-based view, which aligns data sharing design 
options with organizational resources; actor-network the-
ory, which explores the interactions and interdependencies 
among actors in data sharing within related concepts; and 
socio-technical systems theory, which examines the inter-
dependent social and technical components of complex 
data sharing systems. Building on this conceptualization, 
the identified archetypes further develop a foundational 
understanding of data sharing practices in the real world, 
empirically contributing to the body of knowledge on 
configurational options for data sharing. The archetypes 
provide an in-depth characterization of data as the share-
able entity, organizational structures, as well as inter-
organizational network dynamics, addressing recent calls 
for conceptualizing data sharing practices, elaborating on 
the interplay of the multiple dimensions and participation 
requirements (Azkan et al., 2020) by examining archetypes 
of data sharing (Schweihoff et al., 2023a). As another 
empirical implication, we offer a systematically analyzed 
dataset comprising 121 empirical cases of data sharing 
practices that illustrate various configurational options in 
Table 6 in the Appendix. Focusing only on publicly avail-
able sources ensures reproducibility and extendibility for 
future research, providing a valuable resource for further 
studies on data sharing practices.

Practical implications

For practitioners, particularly decision-makers, our find-
ings enhance the ability to establish effective data sharing 
practices, thereby maximizing the potential of data sharing 
across organizational boundaries. Our research offers clear, 
actionable guidance on configuring data sharing practices 
and operationalizing strategic approaches to data sharing, 
applicable at both the ideation and implementation stages. In 
addition, our study provides a detailed, empirical overview 
of data sharing practices, presenting four ideal archetypes 
that aid decision-makers in configuring and evaluating prac-
tices to fit their organization’s specific context. The derived 
archetypes and corresponding cases (see Table 5) serve as 
reference points and cases for comparison, facilitating this 
configuration process in practice and the systematic identi-
fication and communication of similarities and differences 
between real-world cases. This is further supported by the 
cross-table analysis (see Fig. 5), which offers insights into 
how market participants currently organize their data shar-
ing practices. Consequently, the presented findings provide 

a robust framework for understanding configuration options 
and pathways to establish goal-oriented data sharing prac-
tices from a multidimensional perspective. Therefore, this 
framework can influence decision-making processes by pro-
viding a structured approach to understanding and navigat-
ing the complexities of data sharing. Decision-makers can 
leverage this framework to identify viable data sharing strat-
egies, align them with organizational goals and existing net-
works, and anticipate potential challenges and opportunities.

Limitations and future research opportunities

Our research has limitations that point to opportunities for 
future research. Taxonomy-based research is inherently 
dynamic, capturing a moment in time (Nickerson et al., 
2013), which also applies to our specific study and its find-
ings. Given the evolving nature of the field, future research 
should revisit and expand upon our findings to maintain 
relevance. Current and future advancements in data eco-
systems, data spaces, and legislation are expected to shape 
future practices and may result in changing configurations 
or other archetypes. Therefore, our findings may not encom-
pass future innovations, as they are based solely on existing 
practices.

Our study primarily relies on publicly available data 
sharing practices and may miss emerging or not publicly 
communicated cases, dimensions, and characteristics (e.g., 
decision-making authority or funding). Future studies should 
address these gaps by directly engaging with companies to 
validate our results and augment the dataset and findings 
with novel insights. Further, as we aim to develop a tax-
onomy to inform the conceptualization and design of data 
sharing practices, we excluded, e.g., literature on the techni-
cal mechanisms that might lead to lacking dimensions and 
characteristics that focus on the realization and implemen-
tation of the technical exchange of data. Hence, complete-
ness cannot be guaranteed, which offers potential for future 
research, such as extending the taxonomy towards including 
(sub-ordinate) dimensions and characteristics regarding the 
(technical) realization of data sharing practices or more dif-
ferentiated elaboration of dimensions, e.g., the ‘technical 
architecture.’ Further, due to the complexity and multidi-
mensionality of data sharing practices, the taxonomy could 
be expanded by, e.g., applying hierarchical taxonomy devel-
opment (Nickerson et al., 2024) with multiple categories, 
dimensions, and corresponding characteristics to describe 
data sharing practices holistically at any hierarchical level. 
While our research provides an industry-agnostic taxonomy 
and archetypes for data sharing practices, future research 
should reveal insights into industry-specific nuances and 
peculiarities, such as regulations in the pharma and agri-
cultural sectors or the additional complexity of competition 
and cartel rights in the automotive industry. To evaluate the 
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archetypes, we used quantitative and qualitative measures. 
However, future research could qualitatively validate our 
findings through expert interviews that may provide addi-
tional insights and unveil interrelations among archetypes 
and critical strategic decision-making factors that guide 
companies in adopting different archetypes in the design 
phase of data sharing practices.

Conclusion

Our study conceptualizes the characteristics and design 
options for data sharing practices, resulting in two artifacts 
as its primary contributions: first, a theoretiscally grounded 
and empirically validated taxonomy that summarizes the 
dimensions and characteristics of data sharing practices, 
and second, four generic archetypes that represent recurring 
patterns across all characteristics. To ensure both scientific 
rigor and practical relevance, we developed our findings 
based on existing literature and 121 real-world data sharing 
practices. Our findings contribute to the descriptive and ana-
lytical knowledge in the field of data sharing by providing 
an integral view of data sharing practices and consolidating 
and organizing existing knowledge on data sharing. Conse-
quently, we contribute to a fundamental understanding of 
data sharing with empirical, theoretical, and practical impli-
cations to guide and promote future research endeavors as 
well as the efforts of organizations willing to engage in data 
sharing practices.
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