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Zusammenfassung

Moderne drahtlose Transceiver verwenden digital-intensive Schaltungsarchitek-
turen, um die Vorteile von CMOS-Technologien zu nutzen, erfordern jedoch
immer noch analoge Frontend-Komponenten bei Mikrowellenfrequenzen, um
Signale über die Luft zu senden und zu empfangen. Die begrenzte Transis-
torgeschwindigkeit und Durchbruchspannung von CMOS-Technologien stellen
erhebliche Hürden für die Entwicklung von Mikrowellenschaltungen dar, ins-
besondere von Leistungsverstärkern. Aus diesem Grund wurde das analoge
Frontend üblicherweise in einem separaten integrierten Schaltkreis auf Basis
von leistungsstarken, aber hochpreisigen III-V-Halbleitersubstraten implemen-
tiert. Die fortlaufend steigenden Betriebsfrequenzen, die inzwischen in den
Millimeterwellenbereich reichen, haben zu hohen Anforderungen an die Tran-
sistorgeschwindigkeit, aber auch zu einer erhöhten Realisierbarkeit von phasen-
gesteuerten Antennenarrays geführt. Dies hat CMOS zu einer möglichen
Alternative zu III-V-Technologien gemacht, wodurch die Integration eines
gesamten Transceivers auf einem einzigen Chip ermöglicht wurde. Obwohl die
Geschwindigkeit von CMOS-Transistoren mit der Technologieverkleinerung
einen positiven Trend gezeigt hat, hat die Spannungsfestigkeit kontinuierlich
abgenommen, was die Entwicklung von Leistungsverstärkern in fortgeschrit-
tenen CMOS-Knoten zunehmend herausfordernd macht. Die Skalierung jen-
seits des 28-nm-Knotens wurde durch die Einführung von FinFET- und SOI-
Prozessen ermöglicht. Die überlegene digitale Leistung von FinFET Tech-
nologie und ihr besseres Skalierungsverhalten haben es zur bevorzugten Wahl
für digitale Anwendungen gemacht, während sich SOI als besser geeignet
für analoge Schaltungen erwiesen hat. Dies hat die Frage aufgeworfen, ob es
vorteilhafter ist, das gesamte System auf einem FinFET-Chip zu integrieren oder
die digitalen und analogen Funktionen zwischen FinFET und SOI aufzuteilen.
Diese Arbeit zielt darauf ab, die Leistung der 16-nm-FinFET- und 22-nm-FD-
SOI-Prozesse für die Entwicklung von Millimeterwellen-Leistungsverstärkern
zu untersuchen und zu vergleichen. Sie behandelt Aspekte der Schaltungsen-
twicklung sowie der Bauelementmodellierung, wobei ein besonderer Schwer-
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Zusammenfassung

punkt auf der Charakterisierung von einzelnen Bauelementen wie Transistoren
und Transformatoren liegt. Die Untersuchungen werden im E-Band (60-90
GHz) durchgeführt, einem Frequenzbereich von Interesse für verschiedene An-
wendungen, vor allem für Automotive Radar. Im Gegensatz zu den meisten
bestehenden Veröffentlichungen zu diesem Thema liegt der Fokus dieser Arbeit
darauf, den Einfluss von Technologieeigenschaften auf die Schaltungsperfor-
mance zu verstehen, anstatt innovative Schaltungsarchitekturen für eine bes-
timmte Technologie vorzuschlagen. Die Arbeit ist wie folgt aufgebaut: Kapitel
1 gibt eine Einführung in millimeterwellenbasierte drahtlose Verbindungen
und einen Überblick über die relevanten Anwendungen. Kapitel 2 behan-
delt die Grundlagen von Millimeterwellen-Leistungsverstärkern und der dafür
benötigten Halbleitertechnologien, wobei der Schwerpunkt auf stark miniatur-
isierten CMOS-Prozessen liegt. Kapitel 3 schlägt ein neues Konzept für die
Messung des Gate-Widerstands vor, das anschließend mithilfe von Teststruk-
turen in der 16-nm-FinFET Technologie validiert wird. Kapitel 4 bis Kapitel 6
umfassen den Kern dieser Arbeit, der in der Entwicklung einer algorithmischen
Methodik für das Design von Millimeterwellen-Leistungsverstärkern besteht,
um einen fairen Vergleich zwischen verschiedenen Prozessen zu ermöglichen,
in diesem Fall 16-nm-FinFET und 22-nm-FD-SOI. Insbesondere skizziert
Kapitel 4 das Design der aktiven Stufen unter Verwendung des neutralisierten
Differenzpaarkonzepts sowie einer Methodik zur Optimierung der Transistor-
Layoutparameter. Kapitel 5 behandelt das bekannte Problem der Leistungsver-
schlechterung aufgrund der Einfügedämpfung des Ausgangsanpassungsnetzw-
erks. Es schlägt eine ganzheitliche Figure of Merit vor, die es ermöglicht, diesen
Effekt zu minimieren, und nutzt diese in einer Layout-Optimierungsmethodik
für transformatorbasierte Impedanzanpassungsnetzwerke. Die Analyse der
Ergebnisse liefert wertvolle Erkenntnisse über den Einfluss des Metall-Stacks
und des Transformatorlayouts. Das Kapitel gibt auch Richtlinien für das Design
von Messstrukturen zur Charakterisierung von Transformatoren, die mithilfe
von Teststrukturen im 16-nm-FinFET validiert werden. Kapitel 6 stellt das De-
signverfahren eines vollständigen Leistungsverstärkers dar, ausgehend von den
in den vorherigen Kapiteln entwickelten Elementen. Ein 3-stufiger Prototyp
bei 80 GHz und ein 2-stufiger Prototyp bei 70 GHz werden im 16-nm-FinFET
und im 22-nm-FD-SOI-Verfahren hergestellt, charakterisiert und mit früheren
Arbeiten verglichen. Schließlich werden in Kapitel 7 die Schlussfolgerungen
der Studie präsentiert.
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Abstract

State-of-the-art wireless transceivers utilize digital-intensive architectures to
exploit the advantages of CMOS technologies, but they still require analog front-
end components at microwave frequencies to transmit and receive signals over
the air. The limited transistor speed and breakdown voltage of CMOS technolo-
gies pose significant hurdles to the design of microwave circuits, particularly
of Power Amplifiers. For this reason the analog front-end has been tradition-
ally implemented in a separate integrated circuit based on high-performance,
high-cost III-V semiconductor substrates. The ever-increasing operating fre-
quencies reaching into the millimeter-wave spectrum have lead to more severe
requirements on the transistor speed but also to better feasibility of phased an-
tenna arrays. This has made CMOS a viable alternative to III-V technologies,
enabling the integration of an entire transceiver on a single chip. Although the
speed of CMOS transistors has shown a positive trend with technology scaling,
the voltage handling capability has been continuously degrading, rendering
the design of Power Amplifiers in deeply scaled CMOS nodes increasingly
challenging. Scaling down beyond the 28 nm node was made possible by the
introduction of FinFET and SOI processes. The superior digital performance
of FinFET and its better scaling behavior have made it the preferred choice
for digital applications, whereas SOI has shown better suitability for analog
circuits. This has raised the question of whether it is more advantageous to
integrate the entire system on FinFET or to distribute the digital and analog
functions between FinFET and SOI. This thesis aims to investigate and com-
pare the performance of the 16 nm FinFET and the 22 nm FD-SOI processes for
the design of millimeter-wave Power Amplifiers. It delves into circuit design
aspects as well as device modelling topics, with special emphasis on the char-
acterization of standalone devices such as transistors and transformers. The
investigations are conducted in the E-band (60-90 GHz), a frequency range of
interest for several applications, above all automotive radar. Unlike most of the
existing literature on this subject, the focus of this work is on understanding the
influence of the technology features on the circuit performance rather than on
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Abstract

proposing innovative circuit architectures for a specific technology.
The thesis is organized as follows: Chapter 1 provides an introduction on
millimeter-wave wireless links along with an overview of the relevant ap-
plications. Chapter 2 discusses the fundamentals of millimeter-wave Power
Amplifiers and of the enabling semiconductor technologies focusing on deeply
scaled CMOS processes. Chapter 3 proposes a novel concept for the measure-
ment of the gate resistance, which is subsequently validated with the aid of test
structures in the 16 nm FinFET technology. Chapters 4 through 6 encapsulate
the core of this work, which consists in the development of an algorithmic
methodology for the design of millimeter-wave Power Amplifiers to enable a
systematic comparison between different processes, in this case 16 nm FinFET
and 22 nm FD-SOI. More specifically, Chapter 4 outlines the design of the
active stages employing the neutralized differential pair concept along with a
methodology to optimize the transistor layout parameters. Chapter 5 addresses
the well-known issue of the performance degradation caused by the insertion
loss of the output matching network. A holistic figure of merit which allows to
minimize this effect is proposed and utilized in a layout optimization method-
ology for transformer-based matching networks. The analysis of the results
provides valuable insight into the impact of the metal stack profile and of the
transformer layout. The chapter also provides guidelines to design measure-
ment structures for the characterization of standalone transformers, which are
validated with the aid of test structures in 16 nm FinFET. Chapter 6 presents the
design procedure of the complete Power Amplifier starting from the building
blocks designed in the previous chapters. A 3-stage prototype at 80 GHz and
a 2-stage prototype at 70 GHz are fabricated in the 16 nm FinFET and in the
22 nm FD-SOI processes respectively, characterized and compared to previous
art. Finally in Chapter 7 the conclusions of the study are presented.
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1 Introduction

1.1 The millimeter wave range

The terms Radio Frequency (RF), Microwave and Millimeter Wave (mmW)
refer to different subsets of the radio waves, which cover the frequency range
from a few Hz up to 300 GHz. Although these terms are widely used in the
literature on Integrated Circuit (IC) design, the boundaries of the corresponding
ranges are often not well-defined or vary across different authors. According
to [GP17], the RF frequency range is the portion of the spectrum between a
few MHz and 1 GHz, the microwave range between 1 GHz and 30 GHz and the
mmW range between 30 GHz and 300 GHz, as summarized in Figure 1.1.
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Figure 1.1: Electromagnetic spectrum.

The attractiveness of mmW frequencies lies in the availability of large, relatively
unutilized portions of spectrum, which make wide bandwidths feasible. This in
turn results in higher data rates, as shown by Shannon’s theorem [Sha49]. This
states that the channel capacity C, that is the maximum theoretically achievable
data rate, is given by:

C = BW × log2 (1 + SNR) (1.1)
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1 Introduction

where BW is the bandwidth of the channel and SNR is the signal-to-noise ratio
of the signal. Since C depends linearly on BW and logarithmically on SNR, it
is easily concluded that increasing BW is the most convenient way to increase
the data rate.
The main disadvantage of mmW propagation is that the geometrical atten-
uation of the Electromagnetic (EM) waves is proportional to f2, where f is
the frequency. Moreover, while below 10 GHz the air medium is approxi-
mately attenuation-free for EM waves, above 10 GHz the atmospheric attenua-
tion αatm (f) becomes considerable and frequency-dependent [MP05]. The total
path loss Lpath can be expressed as [SPD+16]:

Lpath = 10 log10

(
4𝜋Df

c0

)2
+ αatm (f)D (1.2)

where D is the distance between the Transmitter (TX) and the Receiver (RX)
and c0 is the speed of light in a vacuum. As displayed in Figure 1.2, αatm shows
several peaks over frequency, which are caused by various resonance effects.
This restricts the usage of mmW frequencies to short-range applications and
limits the usable bands to the intervals between the peaks to avoid excessive
attenuation.

Figure 1.2: Atmospheric attenuation of EM waves at sea level.

This theory assumes Line of Sight (LOS) propagation, that is free-space prop-
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agation between two points. However in virtually any real scenarios the prop-
agation is of non-LOS type due to the presence of obstacles along the path,
which results in multipath propagation effects and additional losses.
The mmW spectrum can be divided into a number of partially overlapping
frequency bands, each identified by a letter, as shown in Table 1.1 [MP05].

Band Frequency
Range (GHz)

Ku 12-18
K 18-27
Ka 26.5-40
Q 33-50
U 40-60
V 50-75
E 60-90
W 75-110
F 90-170
D 110-170
G 140-220

Table 1.1: List of mmW frequency bands.

1.2 Phased Antenna Arrays

The most widespread method to counter the high path loss at mmW frequen-
cies it is to employ a phased-array antenna concept [SCS+18], in which the
Radio Frequency Front-End (RFFE) circuitry of the Transceiver (TRX) and
the corresponding antennas are replicated N times, as shown in Figure 1.3a.
The main advantage of this approach is that the direction of the beam can be
electronically steered towards a desired target by adjusting the phase relation
among the various antenna elements. This operation, which goes under the
name of "beamforming", can be implemented in the analog or digital domain or
by means of a hybrid approach [AKS+18]. In Figure 1.3a analog beamforming
is considered, which includes a phase shifter after each RFFE block.
Applying Friis transmission equation [Poz11] to a system consisting of the
phased-array TRX under analysis (Figure 1.3a) in transmission mode and an-
other generic TRX in receiving mode, one finds that the minimum output power
PTX,min in dBm from each RFFE block which can be detected by the RX satisfies
the following link-budget equation [SPD+16]:
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Ptx,min |dBm = 10 log10 (kBT × 103 × BWrx) + NFrx (f0) + SNRmin + Lfe,rx (f0)+
− Grx (f0) + Lpath (f0) + Lpol + Lfe,tx (f0) − Gtx (f0)

(1.3)

where kB is Boltzmann’s constant, T the absolute temperature in Kelvin, BWrx
the bandwidth of the RX, NFrx the noise figure of the RX, SNRmin the minimum
allowed signal-to-noise ratio for the received signal and Lpath is defined in (1.2).
Furthermore Lpol is the loss caused by the polarization mismatch between the
TX and RX antennas, Lfe,tx and Lfe,rx are the losses caused by the front-end
components of the TX and RX chains respectively. Finally Gtx and Grx are the
gain of the transmitting and receiving antennas respectively.
Using a phased array as transmitting antenna, one obtains:

Ptx,min |dBm = 10 log10 (kBT × 103 × BWrx) + NFrx (f0) + SNRmin + Lfe,rx (f0)+
− Grx (f0) + Lpath (f0) + Lpol + Lfe,tx (f0) − Ga,tx (f0) − 10 log10 (N2)

(1.4)

where Ga,tx is the gain of a single antenna element and the term N2 results from
the fact that the overall antenna gain and transmitted power are N times larger
than those of a single antenna element. The conclusion that the transmitted
power increases by a factor N2 is however not correct, since one should compare
to a single antenna with the same physical size of the array, which would result
in the same gain and power. As a matter of fact the key advantage of the array
is that the reduced output power requirements on each TX unit block allow in
many applications to use deeply scaled CMOS technologies, as explained in
section 2.2. This mitigates the concerns about the increased area occupation
and power consumption of the RFFE. Furthermore, the phased array concept
allows to electronically steer the direction of the beam. It is noteworthy that
phased arrays become feasible at mmW frequencies because the required size
and spacing of the antenna elements are compatible with the size of the IC. In
state-of-the-art systems the antenna array is typically implemented by means
of patch elements built on the package of the IC [ZGZ+21], as shown in Figure
1.3b, which minimizes the footprint and the interconnection losses.
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Figure 1.3: Illustration of a TRX concept based on phased antenna arrays, including (a) the circuit
schematic of the TRX IC and (b) a view of a patch antenna array implemented on the
package of the IC.

1.3 Applications at millimeter-wave frequencies

In the last 2-3 decades the interest of analog circuit designers has progressively
shifted towards the mmW frequency range due to the ermergence of count-
less new applications. The main fields of interest are Wireless Local Area
Network (WLAN) and Wireless Personal Area Network (WPAN) [RKS17],
mobile backhaul [DOA+17], automotive radar [Sch05], satellite communica-
tions [KLM+20] and mmW imaging [WCC19]. Cellular communications have
also been affected through the introduction of the mmW bands in the 5G stan-
dard. In the rest of this chapter cellular communications and automotive radar
are discussed at some length due to their relevance for this research work.

1.3.1 Cellular Communications

Cellular communications is by far the most popular field due to its impact on
the everyday life of virtually anyone. The last three decades have witnessed an
unprecedented development of the communication standards, driven by the need
to transfer increasing volumes of data with the lowest possible latency. A rapid
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evolution has come about from the earliest purely analog first generation (1G) in
the 80s with maximum achievable Data Rate (DR) of DRmax = 9.6 kb/s, all the
way to the latest 5G New Radio (NR) in the late 2010s with DRmax = 20 Gb/s
[BB+10,MSM15]. This impressive evolution has been attained by continuously
improving the following aspects:

• The Channel Access Method (CAM), namely the utilization of the air
propagation medium. Simultaneous communication channels can be en-
abled transmitting information at different frequencies using Frequency
Division Multiple Access (FDMA) or at different times by means of Time
Division Multiple Access (TDMA). Another technique is the Code Divi-
sion Multiple Access (CDMA), along with its 3G evolution CDMA2000,
which is based on the orthogonal coding of the information. Starting from
4G the dominant standard has become Orthogonal Frequency Division
Multiple Access (OFDMA), which combines aspects of both TDMA and
FDMA.

• The Modulation Scheme, namely the way the information is encoded on
the carrier signal, which starting from 2G is based exclusively on digital
techniques. Depending on the utilized modulation scheme, a different
number of symbols can be transmitted or received in a given bandwidth.
Gaussian Minimum Shift Keying (GMSK), used only in 2G, can transmit
2 symbols, whereas Quadrature Phase Shift Keying (QPSK), which has
become widely used starting with 2G, can transmit 4 symbols. Finally
Quadrature Amplitude Modulation (QAM), the most widespread scheme
in the 4G and 5G standards, can transmit 16, 64, 128, 256 or even 1024
symbols. A limit to the number of symbols is posed by the Signal-to-
Noise Ratio (SNR) of the received signal, which should be large enough
to allow for correct demodulation.

• Multiple-Input Multiple-Output (MIMO) [HGPR+16], that is the utiliza-
tion of multiple antennas at the TX and RX to implement beamforming
and spatial multiplexing [CFH+10]. The term "massive MIMO" is often
used in conjunction with mmW communications to indicate the pres-
ence of large antenna arrays, which enable hybrid approaches between
beamforming and spatial multiplexing (see Figure 1.4).

• Polarization diversity, that is the transmission of two different signals
over a single antenna exploiting the two orthogonal polarizations.
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Figure 1.4: 5G Base Station (BS) utilizing massive MIMO to serve multiple LOS and non-LOS
users in a scattering-rich environment (reprinted from [ZAA21] ©2022 IEEE).

While the generations from 1G to 4G operate mostly in the sub-6 GHz range, the
latest 5G, currently under deployment, makes use for the first time of frequency
bands in the mmW range. Interestingly, the most important mmW bands of the
5G standard are located mostly in the Ka band, between 28 GHz and 42 GHz,
that is between the first and second attenuation peak of Figure 1.2. Significant
research efforts are currently in progress to enable 6G communications, which
are expected to utilize operating frequencies in the sub-Terahertz band and reach
DR beyond 100 Gb/s [YXXL19].

1.3.2 Automotive Radar

A radar is a system whose goal is to identify the position and velocity of an
object. In the automotive context it is used mostly for the Automatic Cruise
Control (ACC), Advanced Driver Assistance System (ADAS) and Blind Spot
Detection (BSD) functions and is playing a pivotal role in the advance of
autonomous driving. In many cases the automotive radar is monostatic, that is
the same antenna performs the transmitting and receiving functions, as shown
in Figure 1.5a. Applying Friis transmission equation one can determine the
maximum distance Rmax at which an object with radar cross section 𝜎 can be
detected:
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Generation Standards CAM Frequency
(GHz)

DRmax (Mbps) Modulation
Schemes

1G AMPS FDMA 0.85 0.0096 FM

2G GSM, EDGE TDMA,
CDMA

0.38-1.9 0.056 GMSK, QPSK

3G UMTS
(WCDMA,
HSPA+),

CDMA2000

CDMA 0.7-2.6 14.7 QPSK

4G LTE OFDMA 0.7-5.9 150 QPSK, 16/64
QAM

5G NR OFDMA 0.7-71 20000 QPSK,
16/64/256

QAM

Table 1.2: Summary of the 5 generations of mobile communication standards

Rmax =
4

√︄
PtxσG2c2

0
Prx,m (4π)3f2 (1.5)

where Ptx is the transmitted power, Prx,m the minimum receiver power which
can be detected and G the antenna again. The equation shows that if the aper-
ture of the antenna is assumed constant over frequency, Rmax is proportional to
1/
√

f [Sko80].
One first classification of radar systems is based on the type of signal uti-
lized to illuminate the target: the most classical implementation uses pulsed
signals, whereas more recent, fully integrated systems use the Frequency Mod-
ulated Continuous Wave (FMCW) [B+05] or Phase Modulated Continuous
Wave (PMCW) [GSD+17] approaches. In the FMCW radar a target placed at
distance R is illuminated using a mmW Continuous-Wave (CW) carrier with
linear frequency modulation of period Tchirp and excursion Δf = BW, as shown
in Figure 1.5b.
The distance R of the target can be computed from the frequency fbeat of the
beat between the transmitted signal and the reflected echo:
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(a) (b)

Figure 1.5: Automotive radar: (a) illustration of operating principle (reprinted from [AHEK+17]
©2018 IEEE) and (b) typical waveforms employed in FMCW radars.

fbeat =
BW

Tchirp

2𝑅
𝑐0

(1.6)

Since the maximum beat period which can be resolved is Tbeat = Tchirp, the min-
imum measurable beat frequency is 𝛿fbeat = 1/Tchirp and the range resolution
𝛿R of the radar is given by:

𝛿R =
c0

2BW
(1.7)

This equation shows that the resolution improves as the BW increases, which
explains why also the operating frequencies of the radar have been progressively
pushed towards the mmW range. Based on the maximum detectable distance,
automotive radar systems can be classified into Short-Range Radar (SRR) and
Long-Range Radar (LRR). The former typically operates at 24 GHz, the latter
at 77 GHz, which fall into the K-band and E-band respectively. Recent re-
search developments show increasing interest in the D-band for next-generation
automotive radars [AKE+20].
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2 Basics of Power Amplifiers and
Enabling Technologies

The emerging applications mentioned in Chapter 1 have brought new and
significant challenges to the implementation of microwave circuits and systems.
One key aspect is the selection of the proper semiconductor technology, which
has to take into account performance as well as cost considerations. While for
digital circuits CMOS technologies are an obvious choice, mmW front-ends
can be implemented in a variety of different technologies ranging from III-V
compound semiconductors to CMOS in its multiple variants to silicon bipolar.
From the performance perspective one could claim that the technology choice is
mainly driven by the Power Amplifier (PA). This is indeed the most challenging
block in the transmitter chain of a transceiver, because it has to generate and
sustain high power levels with good efficiency and often wide bandwidth, while
meeting potentially stringent linearity requirements [WS15]. While technology
selection is crucial, the employment of suitable circuit design techniques is at
least equally important for a successful design. This Chapter outlines the
basic concepts of solid-state PA design at mmW frequencies and presents a
short review of the main technology options along with their strengths and
weaknesses. Special attention is devoted to deeply scaled CMOS technologies,
which constitute the main focus of this work, and to the design techniques which
allow to overcome their limitations.

2.1 Basics of Power Amplifiers

2.1.1 Terminology and Definitions

A PA is an active circuit designed to amplify the power of a signal with band-
width BW from a level Pin to a level Pout, with Pout > Pin. To do so, a Direct
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Current (DC) power PDC is absorbed from a supply, which provides the active
devices in the circuit with the necessary bias current. For CMOS technologies,
which are the focus of this work, the supply voltage is denoted by VDD and
the bias current by Id, where the subscript "d" refers to the drain terminal of a
Metal-Oxide-Semiconductor (MOS) transistor. The most important figures of
merit of a PA are the output power Pout, the gain G = Pout/Pin, the drain effi-
ciency η = Pout/PDC and the linearity. At mmW frequencies the Power-Added
Efficiency (PAE) is typically used instead of η to take into account the effect of
the limited G of the amplifying stages. It is defined as:

PAE =
Pout − Pin

PDC
=

Pout
PDC

(
1 − 1

G

)
= η

(
1 − 1

G

)
(2.1)

2.1.2 Loadline and Loadpull Analysis

Vsupply

Lb

Cb

RL

Figure 2.1: Simple Common-Source (CS) stage considered in the loadline theory.

A PA normally operates with large signal levels, which bring the active devices
to some extent out of the linear operating region. The standard circuit character-
ization by means of the S-parameters is therefore insufficient and large-signal
simulation and characterization techniques are required. Considering the sim-
ple CS stage of Figure 2.1, where Lb and Cb form a bias-T circuit to decouple
the DC bias from the RF signal, the output power is given by [RS06]:

Pout =
V2

supply

2RL,opt
(2.2)
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where Vsupply is the supply voltage and RL,opt is the optimum load resistance
which maximizes the output voltage and current swing. This result is based
on the highly simplistic loadline theory [Cri06], which combines the I-V char-
acteristics of the transistor with that of the purely resistive load RL, as shown
in Figure 2.2a. The most important assumption is that the knee voltage Vknee
of the DC characteristics is equal to 0 V, as shown in Figure 2.2b, so that the
transistor remains in the saturation region over the entire swing of the output
voltage. Since the DC model of the transistor does not include any reactive
components, the optimum load can be assumed to be a pure resistance. This
is normally a reasonable hypothesis at frequencies of a few GHz, but certainly
not in the mmW range. Under all these assumptions, if the output voltage sig-
nal |vout | swings between 0 V and 2Vsupply and RL = RL,opt, the output current
signal is |iout | = |vout |/RL,opt, from which (2.2) follows immediately.

(a) (b)

Figure 2.2: Typical loadline plots of a PA with (a) full and (b) approximated (Vknee = 0 V) DC
characteristics of the active device.

In a pratical design scenario the large-signal behavior is studied using the full
transistor model, which includes the dynamic and non-linear effects [SSKJ87].
The analysis conducted in the following is based on such device models and
holds for a CW excitation at a fixed operating frequency in the mmW range.
Due to the terminal parasitic capacitances, the active device presents significant
capacitive reactance at the output, namely:
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Zout = Rout + jXout (2.3)

with Xout < 0Ω. For this reason the optimum load impedance ZL,opt is in
general complex:

ZL,opt = RL,opt + jXL,opt (2.4)

where XL,opt = −Xout is an inductive reactance which neutralizes the output
capacitance of the active device. Since Rout and Xout vary as a function of the
signal level, the optimum load impedance can only be determined running a
Harmonic Balance (HB) analysis with a generic load impedance ZL = RL + jXL
and performing a two-dimensional sweep of RL and XL. This goes under the
name of loadpull analysis and produces the loadpull circles, namely the contours
of constant Pout, G or PAE. Depending on which of these quantities have to be
optimized, the corresponding ZL,opt is determined [GH12]. Typical loadpull
circles of Pout, G and PAE for a PA output stage are shown in Figure 2.3 and
2.4 for small-signal and large-signal conditions respectively. Figure 2.3 shows
that as long as small-signal conditions are maintained, the loadpull circles have
cicular shape and the optimum impedances for Pout, G and PAE coincide. Figure
2.4 instead shows that as the drive level increases and brings the PA out of the
linear operating region, the curves tend to become elliptical and the optimum
impedance values progressively depart from each other [Cri06]. In this scenario
all the quantities are evaluated at a fixed compression point to ensure that the
PA is always in the same "amount" of large-signal drive in the various loading
conditions which are compared. In this work the 3-dB compression point is
chosen, as indicated by the "3dB" subscript in Figure 2.4. The output Matching
Network (MNW) is normally designed in such a way to provide the PA with the
optimum impedance level determined by the loadpull analysis, as discussed at
length in Chapter 5.
Once fixed the load impedance, the behavior of Pout, G and PAE as a function
of Pin can be simulated. One typical outcome is shown in Figure 2.5: for low
Pin, G is constant and equal to the small-signal value Gss but at some point
it starts decreasing or "compressing", where the compression level is defined
as C(Pin) = Gss − G(Pin). This happens because the output voltage or current
of the active devices fall out of the saturation region and start clipping. As
a consequence the PA approaches the maximum Pout it can generate with the
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Figure 2.3: Typical loadpull curves for a PA output stage in small-signal conditions.
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Figure 2.4: Typical loadpull curves for a PA output stage at the 3-dB compression point.

given Vsupply, the so-called saturation power Psat. As a result of these different
behaviors, the PAE normally shows a peak (PAEpeak) when the compression
level is equal to a few dB, as shown in Figure 2.5.

2.1.3 Operating Class

A linear or quasi-linear PA excited by a CW stimulus is said to operate in class
A, AB or B depending on the fraction of the period during which the active
devices conduct [Cri06]. In class-A the transistors are turned on during the
entire signal period, in class-B only during half of it. All the intermediate
conditions fall into the so-called class-AB. The time-domain waveforms of
the gate-to-source voltage Vgs (t) and drain current Id (t) for a single-stage CS
PA operating at f0 = 1 GHz are shown in Figure 2.6 for the three scenarios.
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PAEpeak

Gss Psat

Figure 2.5: Typical large-signal behavior of a mmW PA.

The operating frequency is purposedly chosen in the low RF range because
it allows to observe the clipping behavior of Id (t). Due to the limited ft and
fmax, at mmW frequencies the transistor can not generate enough harmonics to
reproduce exactly the sharp transition from above threshold to below threshold.
This explains also why switching PA modes such as classes D, E and F are
normally not used at mmW frequencies [CK14].
The operating class is dictated by the gate-to-source bias voltage Vgs,0 of the
transistor relative to its threshold voltage Vt. For Vgs,0 = Vt the amplifier
operates in class B, whereas for Vgs,0 > Vt it operates either in class AB or
in class A depending on the value of Pin. It operates namely in class A if
the waveform Vgs (t) never drops below Vt for all the applied values of Pin,
otherwise it operates in class AB. From Figure 2.6 it is clearly visible that the
utilized active device has Vt ∼ 0.2 V. It can be proved analytically that the
maximum achievable drain efficiency ηmax increases as one moves from class
A (ηmax = 50%) towards class B (ηmax = 78%) thanks to the decreasing DC
component of Id (t). As long as G is larger than approximately 10 dB, which
is normally the case at RF frequencies, one has (1 − 1/G) ≥ 0.9 and therefore
PAE ∼ η. However at mmW frequencies G could be as low as 10 dB or less, so
that PAE can drop significantly below η. Since moving towards class-B results
also in lower G as an effect of the lower ft, at mmW frequencies it is typically
more convenient to bias in class A or AB.
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(a) (b)

(c)

Figure 2.6: Vgs (t) and Id (t) waveforms of a CS single-stage PA biased in (a) class A (Vgs,0 =

0.6 V), (b) class AB (Vgs,0 = 0.4 V) and (c) class B (Vgs,0 = 0.2 V), excited by a CW
signal at f0 = 1 GHz with Pin = −5 dBm.

2.1.4 Figure of Merit, Efficiency of Multi-Stage PA

Assessing the overall performance of a PA requires a unified way to take into
account all the metrics introduced in section 2.1.1, that is Pout, G and PAE.
As an example, designing a circuit targeting only very large Pout could end up
in an implementation with very low G and therefore very low PAE. On the
other hand one might seek a solution with very large PAE, but end up with
an insufficient Pout for the target application. The most common criterion to
assess the overall performance of a PA is the Figure of Merit (FoM) from the
International Technology Roadmap for Semiconductors (ITRS) [A+05], which
combines all these metrics in a single expression. It is given by:
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FoM = Gss (dB) + Psat (dBm) + 10 log10 (PAEpeak (%)) + 20 log10 (f0) (2.5)

The frequency term f0 is critical for mmW PAs because at high frequency it
becomes increasingly hard to obtain large G and PAE.
Due to the low gain of the active devices, at mmW frequencies multi-stage de-
signs are normally required to achieve the desired amplification. Unfortunately
every additional amplifying stage causes a degradation of PAE. Considering
a two-stage amplifier (Figure 2.7) where each stage Si has power gain Gi and
power-added efficiency PAEi, with i = 1, 2, the overall PAE (PAEPA) is given
by [YMYZ15]:

S1

G1,PAE1 G2,PAE2

S2

Figure 2.7: Two-stage PA chain.

PAEPA = PAE2

1 − PAE2 − PAE1

PAE2 + PAE1
G1 (G2 − 1)

G1 − 1

 (2.6)

The equation shows that 1) PAEPA can be at most equal to PAE2 and 2) the
larger the gain G2 of stage S2, the lower the impact of PAE1 on PAEPA. Adding
a stage S0 before S1 and applying (2.6) iteratively it can be verified that the
impact of each new stage on the overall PAEPA becomes less and less relevant.
The main conclusion is that the output stage, also called "core" throughout this
work, should have large G and PAE to optimize the performance of the PA
and minimize the sensitivity on the preceding stages, the so-called "drivers".
For this reason the design of a PA starts always from the output stage and then
proceeds backwards to the less critical drivers.
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2.2 Enabling Technologies

The transistor is the fundamental building block of every IC and the reference
component of any semiconductor technologies. In digital circuits it works
essentially as a switch, with the output signal commuting between two logical
states denoted as 0 and 1. In state-of-the art microprocessors clock frequencies
of at most a few GHz are used [PPS+13]. On the other hand in analog circuits
such as the RFFE of a TRX (see section 1.2) transistors work with continuous-
amplitude signals, normally a sinuoidal carrier in the RF or mmW frequency
range modulated by a signal with bandwidth BW which carries the information
to be transmitted or received. The RFFE includes amplifiers such as PAs and
Low-Noise Amplifiers (LNAs), circuits for frequency up- and down-conversion
(mixers), frequency dividers and multipliers, Voltage-Controlled Oscillators
(VCOs), Phased-Locked Loops (PLLs), filters and many others. The digital
or analog nature of an IC is the fundamental criterion for the selection of the
most appropriate semiconductor process. As mentioned in the introduction,
in the digital domain the technology of choice is CMOS due to its superior
performance, maturity, low cost and ease of mass production. In the analog
domain instead the picture is more complicated due to the availability of several
technology options with different trade-offs between cost and performance. The
two broadest categories are the so-called III-V compund semiconductors, which
include GaAs, GaN and InP, and the silicon-based technologies, namely CMOS
and bipolar. Some of these technologies utilize Field-Effect Transistor (FET)
devices, some others rely on bipolar transistors and a few of them offer even
both options. In the realm of analog circuits the desired features are mostly
large unity gain frequency ft and maximum oscillation frequency fmax (see
section 3.1). They depend, among other things, on the electron mobility μn in
the utilized material and, as a rule of thumb, should be larger than twice the
operating frequency of the circuit. Specifically for PAs, an equally important
feature is the voltage-handling capability, that is the ability to sustain high output
voltage swings. The reference figure of merit is the breakdown field Ebd or,
equivalently, the off-state breakdown voltage BVoff , that is the smallest drain-
to-source voltage for which the device is permanently damaged. In practice
BVoff provides an upper bound for Vsupply, which translates into a maximum
Pout achievable by the PA (2.2). In CMOS technologies BVoff is not always
reported because the Safe Operating Area (SOA) is more severely limited by
the gate oxide breakdown, as clarified in section 4.4. Moreover Vsupply = VDD
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is normally used, where VDD is the supply voltage for digital applications. For
technology selection purposes it should be kept in mind that a semiconductor
material with large bandgap typically results in high BVoff but low μn [PAO+02].
Table 2.1 shows an overview of the most advanced nodes for each technology
with the corresponding RF figures of merit. Additionally Figure 2.8 shows
the result of a survey conducted by GeorgiaTech [WWN+20] which includes
the most important mmW PAs published between the years 2000 and 2020, in
which all the above-mentioned technologies are represented. These data are
used throughout the rest of this section to compare the various technologies and
highlight their advantages and disavantages.

Table 2.1: RF figures of merit of RF transistors in common semiconductor technologies for mmW
applications.

Category Technology ft (GHz) fmax (GHz) Vsupply (V) BVoff (V)

III-V 35 nm GaAs HBT [ARCRVR+18] 515 1000 - 2
III-V 20 nm GaN HEMT [SRT+13] 450 600 - 10
III-V 130 nm InP DHBT [UPR+11] 520 1100 - 3.5
Bipolar 90 nm SiGe HBT [PAG+14] 505 720 - 1.6
CMOS 45 nm planar [LJW+07] 350 280 1.2 -
CMOS 22 nm FinFET [LCR+20] 300 450 1 -
CMOS 22 nm FD-SOI [OLC+18] 350 370 0.8 -
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Figure 2.8: Survey of Psat of mmW PAs published in the time frame 2000-2020 [WWN+20]
(reprinted from [CQP+20] ©2020 IEEE).
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2.2.1 III-V Compund Semiconductors

III-V compound semiconductors have been for many years the technology of
choice for RF and mmW applications thanks to their large μn and BVoff . Among
the processes listed in Table 2.1, GaAs and InP utilize mostly the Heterojunction
Bipolar Transistor (HBT), whereas GaN is based on the High Electron Mobil-
ity Transistor (HEMT), a special type of FET, but in principle both types of
structures are feasible in each technology. III-V semiconductors are still widely
used for PAs which require very high output power and do not benefit from
the usage of phased arrays (see section 1.2), for instance in sub-6GHz cellular
applications. Figure 2.8 shows that III-V compounds are in this regard much
better than silicon-based technologies. More specifically, GaN shows the high-
est output power but tends to converge with GaAs as the operating frequency
increases above 100 GHz. Consistently with this observation, Table 2.1 shows
that GaN has by far the largest BVoff but also the worst ft/fmax among III-V
technologies [SRT+13]. InP is not as good as GaN in terms of voltage handling
capabilities but is the absolute best in terms of ft/fmax, with reported values
of 520 GHz/1100 GHz [UPR+11]. Although GaAs has achieved lately almost
comparable performance [ARCRVR+18], most PAs in the sub-THz range up to
300 GHz published to this day are designed in InP. The main disadvantages of
III-V processes are the high cost and the non suitability for mass production.
Moreover the presence of separate ICs for the digital and analog functions leads
invariably to considerable losses at the interface between the two.

2.2.2 Silicon-based Technologies: CMOS and Bipolar

CMOS technologies have been historically conceived and developed exclusively
for digital applications, since the limited μn of Si made them unsuitable for RF
and mmW applications. The continuous scaling to smaller gate length Lg,
however, allowed to overcome this limit, as shown by the equation below:

ft =
μnE

2𝜋Lg
=

vn,sat

2𝜋Lg
=

1
2𝜋τt

(2.7)

where E is the electric field across the channel, vn,sat the electron saturation
velocity and τt the channel transit time of the electrons. Starting from the
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0.18 μm node in the 2000s it became clear that ft and fmax values compatible
with mmW operation could be attained [SHBR05]. This triggered a huge
research effort to optimize the technology for these applications, with the intent
of fabricating an entire transceiver on a single IC. Unfortunately the scaling
comes also with a strong decrease of BVoff [RZN19,TF03], which poses severe
limitations to the voltage handling capability. Bipolar silicon technologies such
as SiGe are often used instead of CMOS as they allow to attain larger Pout
thanks to the superior BVoff of bipolar devices. Most SiGe processes offer the
Bipolar CMOS (BiCMOS) option, that is the integration of CMOS devices on
the same substrate, to combine the advantages of the two technologies. Despite
the cost being lower than that of III-V semiconductors, it is still significantly
larger than that of CMOS and mass production is not equally easy. Nonetheless
SiGe BiCMOS is nowadays one of the most popular mmW technologies for
applications whose output power specifications cannot be met by conventional
CMOS.

2.2.3 Deeply Scaled CMOS Technologies

One of the key concept of CMOS technologies for digital applications is the
presence of two complementary transistor types, the n-channel MOS (nMOS)
and the p-channel MOS (pMOS). For mmW circuits nMOS devices are mostly
of interest, whereas pMOS have been traditionally avoided due to the lower
mobility of the holes compared to the electrons (μh < μn). Recently the perfor-
mance of pMOS devices was significantly improved utilizing strain engineering,
so that their usage for these kind of applications has become possible [JBA16].
The standard CMOS variant is the so-called planar bulk CMOS, shown in Fig-
ure 2.9a. With the continuous downscaling this concept started to approach
its limits due to the exacerbated Drain-Induced Barrier Lowering (DIBL) and
increased subthreshold current Isub, which pushed the off-state power consump-
tion of digital circuits to unacceptable levels. In order to continue the scaling
process beyond the 28 nm node [Kuh12], two new approaches were devised
to mitigate those effects, namely Silicon-on-Insulator (SOI) [KN14] and Fin-
FET [JCV+09]. SOI devices in their Partially Depleted (PD) and Fully Depleted
(FD) variants, are obtained by adding a Buried Oxide (BOX) layer to isolate
the channel region from the substrate and block the current leakage through
the substrate itself (Figure 2.9b). In FinFET devices instead the planar channel
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region is replaced by a three-dimensional structure made up of a number of dis-
crete fins, which are wrapped by a triple gate electrode for better electrostatic
control of the channel (Figure 2.9c). It should be noticed that the SOI and Fin-
FET structures are not mutually exclusive, since SOI affects only the substrate
region and FinFET only the channel region. The most correct naming for the
mentioned CMOS processes is therefore bulk planar, SOI planar and bulk Fin-
FET. More recently, FinFET SOI technologies have been proposed [ZCT+16]
to combine the advantages of the two approaches, but to this day they have not
yet been widely adopted.
FinFET processes are particularly suitable for digital applications due to the
superior electrostatic control of the channel, analog gain, DIBL, subthreshold
slope, device density and scaling behavior. However for mmW applications
they are disadvantaged by their three-dimensional structure. The increased
parasitic capacitances [TRML+12] and gate resistance lead indeed to degraded
ft and fmax, so that further device optimization is required. Furthermore the
larger current density in the metal interconnects results in higher sensitivity to
Electromigration, as explained extensively in section 4.4.1. On the other hand,
in SOI processes the BOX reduces the parasitic capacitances towards the bulk,
resulting in relatively large ft/fmax. Moreover it eliminates the parasitic diode
between the source/drain (S/D) implant regions and the bulk, which eases the
implementation of stacked PA architectures (see section 2.3). Thanks to the
particularly thin BOX, in FD-SOI technologies a so-called back-bias voltage
Vbb can be applied between the well and the substrate, which allows for a wide-
range tuning of Vt [ZLO+21]. With Vbb > 0 V a larger Vt is obtained, whereas
Vbb < 0 V results in lower Vt.
One major weakness of CMOS technologies at RF and mmW frequencies is
that they require low substrate resistivity ρsub [NRS+22, BYC+03], typically a
fewΩ cm, to mitigate latch-up effects [Hu84]. The main consequence is that the
quality factor Q of the passives is degraded due to the strong electrical coupling
to the substrate. A large ρsub is feasible only in PD-SOI processes [RNN+22],
with reported values in the order of a few kΩ cm.
In order to enable interconnections with low resistivity and passives with sat-
isfactory Q, CMOS technologies optimized for RF applications typically offer
metal stack options with one or more ultra-thick metal layers. These are nor-
mally located at the top of the stack to minimize the electrical coupling to
the substrate. Another important feature is the vertical separation between
the metal layers. It plays a major role for vertically-coupled transformers (see
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(a) (b) (c)

Figure 2.9: Illustration of the transistor structure in the main CMOS flavors: (a) bulk planar, (b)
SOI planar and (c) bulk FinFET.

section 5.2.2), as it influences the magnetic coupling between primary and
secondary and the Self-Resonant Frequency (SRF).

2.2.4 The 16 nm FinFET and 22 nm FD-SOI processes

In this thesis the most utilized technology is a 16 nm FinFET process [WLC+13],
abbreviated as "16FF" in the text. It is used for the gate resistance and trans-
former characterization test structures in Chapter 3 and 5 respectively as well
as for the three-stage PA prototype described in Chapters 4, 5 and 6. The
second utilized technology is a 22 nm FD-SOI process [ZLO+21], abbreviated
as "22SOI", which is used for the two-stage PA prototype described also in
Chapters 4, 5 and 6. From the point of view of mmW circuit design, the most
critical features of a technology are the availability of accurate high-frequency
active and passive device models in the Process Design Kit (PDK) and of a
suitable metal stack. In the rest of this section this information is provided for
the 16FF and 22SOI processes.

The 16FF process offers a layout Parametric Cell (PCell) for the RF transistor
which allows to vary the number of fins Nfins, number of fingers Nfing, gate
length Lg and gate pitch PP. The multiplicity M, that is the number of transistor
units connected in parallel, is also important for the design but is not a parameter
of the PCell. A graphical representation of the geometrical features of the RF
transistor is provided in Figure 2.10a. The parameter PP can take on the values
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1 × PPref , 1.07 × PPref and 1.44 × PPref , where PPref is the smallest available
value and 1.44 × PPref was introduced by the foundry as enhanced option for
mmW applications. The gate length Lg = N × Lg,ref can take on several values,
where Lg,ref is the smallest possible value and N can be equal to 1, 1.125, 1.25
and 1.5. Values of N larger than 1.5 are also available but not of interest for
the application at hand because they cause a degradation of the channel transit
time τt (2.7).
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Figure 2.10: Parameters of the RF transistor layout PCell in the (a) 16FF and (b) 22SOI processes.

The 22SOI process has been developed and advertised as mmW technology,
and indeed the PDK offers a mmW transistor PCell with several convenient
features. The main parameters are the finger width Wf , number of vertical
fingers Nvf , number of fingers Nfing, gate length Lg and gate pitch PP (see
Figure 2.10b). The gate pitch PP can take on the values P = 1 × PPref , 2×PPref
and 3 × PPref , where PPref is the smallest available value but not the same as in
16FF. The transistor PCell has the option to split the gate fingers longitudinally
in a number Nvf of sections (NREP in [ZLO+21]), where Nvf can take on the
values 1, 2 or 3, so that the total finger width becomes Wf,tot = NvfWf . For a
given Nvf , one has Nvf + 1 gate contacts, so that increasing Nvf results in lower
gate resistance, with beneficial effects on the fmax of the transistor, as discussed
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in Chapter 3. The gate length is Lg = N × Lg,ref , where Lg,ref is the smallest
value, once again different compared to 16FF and N can take on the values 1,
1.11, 1.33, 1.56 and larger.
In planar technologies, including 22SOI, the conducting channel is a planar
sheet located below the gate finger (Figure 2.11a), so that the total active width
of the transistor is given by:

Wtot = WfNfingM (2.8)

Conversely in FinFET technologies the conducting channel is formed on the
outer surface of the three-dimensional fins (Figure 2.11b), so that the device
effective width is equal to:

Wtot,eff = NfinsLfinNfingM (2.9)

where Lfin is the total fin length. One can also define a width based on the
physical size of the gate finger, as in (2.8), which goes under the name of drawn
width:

Wtot,d = (wfin + pfin (Nfins − 1))NfingM (2.10)

where pfin is the fin pitch and wfin is the width of a single fin. While in a planar
technology Wtot,d and Wtot,eff coincide, in FinFET they can be significantly
different. In 16FF one has Lfin ∼ 2pfin, so that Weff ∼ 2Wd, which has severe
consequences on the reliability of the device (see section 4.4.2).

In 16FF the RF metal stack consists of 9 copper layers (Mi) + 1 aluminum layer
(AL), as shown in Figure 2.12a. The 22SOI process instead offers two different
metal stack options, one almost identical to 16FF (9Mi + 1AL) called MO1 and
one with an additional copper thick layer (10Mi + 1AL) called MO2 (Figure
2.12b). One important technological question tackled in Chapters 4 and 5 of
this thesis is whether or not the more expensive MO2 results into significant
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(a)

Wf,d

Lfin pfin
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Figure 2.11: Illustration of the geometrical features of a single gate finger in (a) a planar and (b) a
FinFET transistor.

performance improvement over MO1. Finally, due to the reasons explained in
section 2.2.3, both 16FF and 22SOI have a ρsub of only a few Ω cm.
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Figure 2.12: Qualitative representation of the RF metal stacks in (a) 16FF and (b) 22SOI.
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2.3 Design Considerations

Designing mmW circuits and specifically PAs is in general a challenging task
regardless of the utilized technology because at such high frequencies the gain
of the active devices degrades and the losses of the interconnects become
significant. This calls for special attention in the layout phase, which requires
careful extraction and simulation of the parasitics. As explained at length in
Chapter 5, an additional complication comes into play if deeply scaled CMOS
technologies are used, as the increased Impedance Transformation Ratio (ITR)
required by the output MNW results in additional degradation. In the last few
decades this problem has been solved using circuit architectures based on device
stacking [KK15, DHG+13] and power combining [NCC12, ZR14, ALK+08].
Device stacking consists in connecting N identical active devices as shown in
Figure 2.13a in such a way that the supply voltage can be increased by a factor
N with respect to a single CS stage.

NVDD

M1

M2

MN

vout,1

vout,N

iout

Vin

vout,2

iout

(a)

PAu

PAu

PAu

PAu

(b)

Figure 2.13: Illustration of the (a) FET stacking and (b) power-combining PA architectures.

Designing the circuit in such a way that the supply voltage and the voltage
swing are equally distributed among the N devices, the output voltage at the ith
drain node can be written as:
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Vout,i (t) = iVDD (1 + sin (ω0t)) (2.11)

Denoting |vout | and |iout | the voltage and current amplitudes in a single CS stage,
(2.11) shows that the voltage amplitude at the top drain of the N-stacked device
is |vout,N | = N|vout |. Moreover the circuit topology constraints the current
signal amplitude to be |iout,N | = |iout |. It follows that R′

L,opt = NRL,opt, where
R′

L,opt is the optimum load resistance of the N-stacked device and RL,opt that
of a single CS stage. Assuming that the voltage swings across the various
devices are perfectly phase-aligned and that the load impedance is purely real,
the theoretical output power of the N-stacked device is given by:

Pout,N =
NV2

DD
2RL,opt

= NPout (2.12)

where Pout is the output power of a single CS stage (2.2). Stacking reduces also
the ITR required by the MNW, thus providing a twofold benefit.
Power combining consists in summing up the output power of several identical
unit PAs (PAu) by means of a passive power combiner. Figure 2.13b shows
an example with four differential unit PAs and a four-way transformer-based
series combiner. Since the active size of each unit PA is a quarter of that
which would be required to obtain the same Pout from a single PA, ZL,opt is
also larger, which results once again in a relaxation of the ITR of the output
MNW. Thanks to the the extensive usage of device stacking and power com-
bining, a large number of mmW PAs in deeply scaled CMOS technologies
with excellent performance have been demonstrated. Designs of this type have
emerged in all the CMOS flavors mentioned in section 2.2.3, namely planar
bulk [TNH14, SPD+16, DDT+20], planar SOI [CHA+13, AJA+14] and bulk
FinFET [DDT+20, CCW+21]. The work in [DDT+20] is particularly interest-
ing because it shows how the stacked architecture can be easily extended to a
differential configuration and utilized as building block within a power com-
bining concept (see Figure 2.14).
It should be considered that, as helpful as they might be, device stacking and
power combining are not free of issues. Stacked devices typically suffer from
phase misalignment among the drain voltage signals [DHG+13] and reliability
issues, whereas power combining architectures suffer from large area con-
sumption and power combiner loss [ZR14]. This translates into a limit on the
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Figure 2.14: Schematic of the 28nm bulk CMOS PA from [DDT+20], featuring extensive usage of
device stacking and power combining (reprinted from [DDT+20] ©2020 IEEE).

maximum number of devices which can be stacked, or unit PAs which can
be power-combined, without incurring excessive efficiency degradation. The
scope of this thesis is not to propose a novel circuit design concept, but rather
to investigate the fundamental limitations of a technology and its suitability for
the design of mmW PAs. A critical part of this effort is to investigate at length
the trade-off between the active size of the PA and the insertion loss of the
MNW. For this reason, stacking and power combining are deliberately not used
throughout this work.
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3.1 Introduction

The small-signal model of a FET in CS configuration operating in the saturation
region, shown in Figure 3.1, is one of the foundations of analog circuit design. It
allows to express the key RF figures of merit such as ft and fmax in terms of some
circuit components which depend on the physical properties of the transistor.
It includes the parasitic gate (Rg), source (Rs) and drain (Rd) resistances, the
parasitic gate-to-source (Cgs), gate-to-drain (Cgd) and drain-to-source (Cds)
capacitances and the output resistance r0 to model the channel length modulation
effect. It also includes a voltage-controlled current source to model the drain
current id = gmvgs, where gm is the transconductance of the transistor and vgs
is the gate-to-source voltage signal.

Rg

Cgs Cds

Cgd

gmvgs ro

Rs

Rd

vgs

G

S

D

Figure 3.1: Small-signal model of a CS FET in saturation.

From this circuit model one easily obtains [GP17]:

ft =
gm

2𝜋
(
Cgs + Cgd (1 + gm (Rs + Rd)

) (3.1)
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fmax =
ft

2

√︄
gmCgd

(
Rg + Rs

)
Cgs + Cgd

+
Rg + Rs

ro

(3.2)

The equations above show that the gate resistance does not affect the ft of the
transistor but it does have a significant impact on fmax [Lit01]. It also has a
major impact on the noise figure NF [RYL94], which is however not relevant
for this work. From the analog circuit perspective, this translates into a severe
limitation mainly for mmW front-end blocks such as PAs and LNAs. In order
to keep Rg low, circuit designers have to select a suitable geometry for the
active devices [NCC12], and to do so it is crucial that the behavior of Rg be
correctly captured in the compact model of the transistors. In the last years
a lot of research work has been published on this topic, achieving very good
results [JOC+98, KKJS07, CM01, DSC+12, CTC+14]. Since the target of any
model is to reproduce measurements as closely as possible, using the best-
known measurement methodology is a fundamental pre-requisite.
One key aspect in device characterization at mmW frequencies is the de-
embedding of the on-chip interconnect parasitics, which are caused mainly by
the measurement pads and by the feedlines connecting the Device Under Test
(DUT) to the pads themselves. Most of the traditional de-embedding methods
are based on a lumped representation of the parasitics and make use of one or
more auxiliary structures to eliminate their contributions and extract the behav-
ior of the DUT. The most popular is the open-short method [KGV91], which is
used as reference in this Chapter. The main limitation of the lumped methods is
that they neglect the distributed nature of the interconnects, which results in de-
grading accuracy as the frequency increases. In order to partially take this effect
into account, some more refined methods have been devised [KCL12,THJB05],
which achieve higher accuracy but require additional de-embedding structures
and therefore larger chip area.
In the analyzed literature the standard structure with a single transistor in CS
configuration and open-short de-embedding is consistently used for the ex-
traction of Rg. In this work we consider also an alternative structure with
the transistor connected in capacitor mode, called ”capacitor-like” structure,
which requires only the open de-embedding step. The Chapter is organized
as follows: in section 3.2 the physical origin of the various contributions of
the gate resistance is briefly explained. In section 3.3 the main features of the
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two measurement methodologies are presented along with a list of fabricated
test structures in the 16FF process. In section 3.4 the measurement setup is
described and some of the figures of merit utilized throughout the Chapter are
introduced. In section 3.5 the capacitor-like structure is analyzed in detail and
some design guidelines are derived to achieve accurate measurement results. In
section 3.6 the standard and capacitor-like structures are compared and finally
in section 3.7 the conclusions of this study are summarized. The main results
presented in this Chapter are extracted from [4].

3.2 Physical origin and modeling

Over the years the gate stack of the MOS transistor has undergone several de-
velopments, mainly driven by the need to maintain good electrostatic control of
the channel and gate isolation in spite of the continuous scaling. A major break-
through was achieved in the first decade of the 2000s with the transition from
the SiO2 oxide layer with polysilicon gate electrode to the high-k dielectrics
with metal gate electrode [DAB03,RW15]. Although this was mostly aimed at
improving the digital performance, significant benefit was observed also in the
analog domain thanks to the lower resistivity of the metal gate compared to the
polysilicon one, which resulted in lower Rg [VRC+11]. From the technological
standpoint, the change of gate electrode material posed new challenges to the
traditional Gate First (GF) fabrication process, which exploits the polysilicon
metal gate for the self-aligned implantation of the source and drain extensions.
This is possible because the polysilicon, unlike most metals, can withstand the
high temperatures required by the annealing step after the dopant implantation.
A common solution was the adoption of the so-called Gate Last (GL) process,
in which the gate metal deposition is performed at the end [Fra11]. In order to
maintain the self-alignment capability offered by the polysilicon, the Replace-
ment Metal Gate (RMG) technique was devised, in which a dummy polysilicon
gate is used for the dopant implantation and subsequently replaced with a metal.
For quite some time, the GF and GL approaches coexisted, leading to two dif-
ferent gate stack structures. The GL stack, shown in Figure 3.2b, consists of
a pure metal gate on top of a layer of a so-called Work Function (WF) metal,
which is required to obtain the desired threshold voltage. On the other hand the
GF stack, shown in Figure 3.2a, consists of a polysilicon layer on top of a thin
WF metal layer. Besides defining the threshold voltage, in this case the WF
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metal reduces the gate depletion of the polysilicon gate, which would otherwise
lead to an undesired increase of the electrical oxide thickness. Furthermore,
it prevents reactions between the high-k dielectric and the polysilicon at high
temperatures, ensuring the stability and performance of the device. Finally, a
silicide layer is also added on top of the stack to lower the gate resistance. To
this day, most foundries have transitioned to the GL approach for deeply scaled
nodes.

substrate

high-k dielectric
WF metal

polysilicon

silicide

(a)

substrate

high-k dielectric
WF metal

metal

(b)

Figure 3.2: Schematic representation of the (a) GF and (b) GL stacks.

The modeling of Rg is a rather complicated topic due to the multiple contri-
butions involved and the non-trivial dependency on the transistor geometrical
parameters. In CMOS technologies a multi-finger layout is normally used for
RF transistors to achieve the desired device width while keeping Rg low. Con-
sidering the relatively simple case of a planar technology, the input resistance
presented by a single gate finger can be modeled by means of a distributed
Resistive-Capacitive (RC) network, as shown in Figure 3.3. The main contribu-
tions are the bias-independent electrode resistance, which can be decomposed
into a horizontal (rel,h) and a vertical component (rel,v), and the bias-dependent
channel resistance rch (Vgs), which is connected to the electrode through the
oxide capacitance cox [JOC+98, KKJS07, LGC+97, DSC+12]. The relative
magnitude of these components depends strongly on the gate process. Indeed
GF typically shows lower horizontal component due to the silicides and larger
vertical component due to the interfaces between silicides and polysilicon and
between polysilicon and WF metal. On the other hand GL shows larger hor-
izontal component due to the higher resistivity of the WF metal but lower
vertical component due to the absence of the silicide layer. Moreover, since
the WF metal extends along the vertical sides of the gate electrode, for short
gate length a significant lateral resistance component arises as an effect of the
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reduced metal volume.
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Figure 3.3: Distributed model of a single gate finger of a MOS transistor, including the gate electrode
resistance, the oxide capacitance and the channel resistance contributions.

Unfortunately this distributed representation of the MOS structure can not be
easily integrated in a compact model of the transistor, where it is preferable to
use only one node for each terminal to prevent long simulation times at circuit
level. For this reason the distributed network is typically simplified into a single
lumped resistance Rg placed at the input of the equivalent circuit [EC00] as in
Figure 3.1, which can be written in the form:

Rg = Rel,h + Rel,v + Rch (3.3)

where Rel,h, Rel,v and Rch are lumped equivalent resistances which absorb the
contributions of the elementary resistances of Figure 3.3. In terms of the
device parameters, Rel,h is proportional to Wf/Lg, whereas Rel,v is proportional
to Lg/Wf [KKS05], where Wf is the finger width and Lg the gate length. Since
each component of the model has to be bias-independent, the dependency of
Rch on Vgs is normally sacrificed, and the value at one typical Vgs operating
point is chosen.
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In FinFET technologies the structure of the gate electrode is more complicated
than in planar due to the inhomogeneous profile of the gate finger resulting
from the presence of the fins [WC05, MPR+15]. This gives rise to additional
components of Rg, so that careful optimization of the transistor is required to
limit Rg to acceptable values. This is one of the reasons behind the choice of
the 16FF process for the investigation carried out in this Chapter.

3.3 Measurement structures for the gate
resistance

The standard method for the measurement of the gate resistance is based on
the structures in Figure 3.4. The main structure in Figure 3.4a consists of an
RF transistor in CS configuration, the so-called DUT, routed to RF Ground-
Signal-Ground (GSG) pads. The open in Figure 3.4b is obtained from the
main structure removing the DUT, whereas the short in Figure 3.4c is obtained
from the open shorting the input and output feedlines to ground. These are the
structures which are commonly used to extract Rg as well as the other equivalent-
circuit parameters of the transistor. Using the small-signal equivalent circuit in
Figure 3.1, the gate resistance can be extracted from the 2-port Y-parameters
using the formula Rg = Re(1/Y11) [DSC+12], under the assumption that the
source and drain parasitic resistances Rs and Rd are negligible with respect to
Rg.
The alternative capacitor-like structure in Figure 3.5 consists of an RF transistor
with the gate connected to both the input and output pads, and source and drain
shorted to ground. The naming is due to the fact that in this configuration the
channel is shunted out and the transistor behaves as a capacitor Cgg in series
with Rg, where Cgg = Cgs + Cgd is the total gate capacitance of the transistor.
One key advantage of the capacitor-like structure is that it requires only the open
de-embedding step. Indeed, once the shunt parasitic components introduced by
the pads are removed with the open de-embedding, one is left with a T-network
formed by the feedlines and the DUT, as shown in Figure 3.6. Taking Z21 of this
network automatically excludes the contribution of the feedlines (Zfl) and no
additional de-embedding step is required. Based on considerations very similar
to those done for the standard structure, it is found that Rg = Re(Z21), again
under the assumption that Rs,Rd ≪ Rg. It should be noted that this concept
can not be used in 1-port configuration, as it would require both the open and
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Figure 3.4: Standard structures for Rg measurement: (a) Main, (b) Open and (c) Short.
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Figure 3.5: Capacitor-like structures for Rg measurement: (a) Main and (b) Open.

short de-embedding steps.

P1 P2

Z21

Zfl Zfl

Open de-embedding

Figure 3.6: Illustration of the de-embedding methodology in the capacitor-like structure.

For this study 18 test structures utilizing both the standard and capacitor-like
concept were fabricated in the 16FF process. The list of all the available
structures with the corresponding geometrical features is presented in Table
3.1. All the utilized devices are RF transistors with the lowest threshold voltage
available in the PDK, approximately 0.2 V. The various structures differ in the
values of the transistor parameters that have the strongest impact on Rg, namely
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Nfins, Lg and M. On the contrary Nfing and PP are fixed to 10 and 1.07 × PPref
respectively because of their weaker influence. In addition to several instances
of the capacitor-like structure, three standard structures with different values
of M (1,4,8) were fabricated for comparison. For both types of structures, the
on-chip interconnections are de-embedded up to the third level of metallization
(M3).

Table 3.1: List of Gate Resistance test structures on the 16FF testchip.

DUT Structure Type Nfins Lg (nm) M

1 Capacitor-like 6 20 1
2 Capacitor-like 10 20 1
3 Capacitor-like 16 20 1
4 Capacitor-like 20 20 1
5 Capacitor-like 6 20 4
6 Capacitor-like 10 20 4
7 Capacitor-like 16 20 4
8 Capacitor-like 20 20 4
9 Capacitor-like 6 20 8
10 Capacitor-like 10 20 8
11 Capacitor-like 16 20 8
12 Capacitor-like 20 20 8
13 Capacitor-like 20 16 8
14 Capacitor-like 20 18 8
15 Capacitor-like 20 24 8
16 Standard 20 20 1
17 Standard 20 20 4
18 Standard 20 20 8

3.4 Measurement setup, simulation setup and
figures of merit

The measurement setup consists of a FormFactor Elite 300/AP-0011 Probe
Station for 300 mm wafers, a Keysight N5227A PNA Vector Network Analyzer
(VNA) with frequency range from DC up to 67 GHz and FormFactor Infinity
RF GSG probes for on-wafer probing with frequency range from DC up to
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3 Gate Resistance Characterization Techniques

110 GHz. In order to be able to measure the S-parameters up to 110 GHz, the
frequency range of the VNA is extended using a Keysight N5250CX10 mmW
module for each port. The output of the mmW module and the input of the RF
probes are connected using 1-mm coaxial cables. For the 2-port S-parameter
measurement the VNA is calibrated up to the probe tips using a standard 2-port
Short-Open-Load-Thru (SOLT) method. A block-diagram and a photograph of
the measurement setup are shown in Figure 3.7a and 3.7b respectively.

1 2

VNA

MMW
module

MMW
module

RF probes

Wafer

(a)

VNA

MMW MODULE
MMW MODULE

RF PROBES

(b)

Figure 3.7: (a) Block-diagram and (b) photograph of the measurement setup.

The measurements were carried out with RF input power Pin = −20 dBm at
both ports, for values of the gate bias voltage Vgs ranging between 0 V and
0.8 V. For the standard structure, a drain bias voltage VDD = 0.8 V was used.
In order to assess the quality of the measurement, the relative deviation ΔRg
of the measured gate resistance (Rg,meas) from the simulated one (Rg,sim) was
used:

ΔRg =
Rg,meas − Rg,sim

Rg,meas
(3.4)

One issue with this figure of merit is that the details of the device model from
the foundry are not known. For this reason we first verified that Rg,sim follows
the expected scaling law with respect to Nfins and M [HN19], given by:
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3.5 Capacitor-like structures

Rg =
Rconn + Rel,v/Nfins + Rel,h × Nfins

M
(3.5)

where Rconn is a constant which includes end resistances, contact resistances
and interconnects up to M3. This result, shown in Figure 3.8, justifies the usage
of the foundry model as reference to assess the quality of the measured data.

Figure 3.8: Scaling behavior of Rg vs Nfins and M obtained from the foundry model and from
the scaling law (3.5) with Rel,v = 155.4Ω, Rel,h = 0.3Ω, Rconn = 21.7Ω for an RF
transistor with Nfing = 10, Vgs = 0.4 V at f0 = 50 GHz.

3.5 Capacitor-like structures

This section focuses on the analysis of the capacitor-like structure. The plot of
Rg vs frequency for DUT12 with Vgs = 0.4 V in Figure 3.9a shows very good
agreement with the foundry model over the entire frequency range. On the other
hand the plot of |ΔRg| over frequency for different bias conditions in Figure 3.9b
shows that the best agreement between measurement and simulation is obtained
for Vgs = 0.4 V. The reason is that, as explained in section 3.2, the dependency
of Rch on Vgs is neglected in the model, and a single value at a "convenient" Vgs
is taken. Based on these data, the chosen bias point seems to be Vgs = 0.4 V,
which is a reasonable choice, as it was observed to be the bias condition which
optimizes ft. In practice, since the transistor is biased most of the times close

39



3 Gate Resistance Characterization Techniques

to Vgs = 0.4 V, the error introduced by this approximation is small.

(a) (b)

Figure 3.9: (a) Measured and simulated Rg at Vgs = 0.4 V and (b) |ΔRg | for different values of Vgs.
Both quantites refer to DUT12 and are plotted as a function of frequency.

Table 3.2 reports the values of ΔRg for different DUTs at Vgs = 0.4 V and
f0 = 50 GHz. The value f0 = 50 GHz is chosen because it is approximately in
the middle of the analyzed frequency range. It can be observed that a minimum
total device width is required to achieve good agreement between measurement
and simulation. The reason is that for the smallest devices like DUT1, the
total gate capacitance Cgg of the transistor is smaller or comparable to the pad
capacitance Cpad ∼ 25 fF, which results in a large numerical error in the open
de-embedding step. Based on these considerations, a large value of M should
be used if the width of the transistor is small. This is not necessary if the width
of the device is large enough, as in the case of Nfins = 20.

Table 3.2: ΔRg in % at f0 = 50 GHz with Vgs = 0.4 V for capacitor-like structures using transistors
with various combinations of Nfins and M.

M
Nfins

6 10 16 20
1 -52 -18.3 -5.6 3.9
4 9 3.8 4.2 -1.6
8 1.7 -1.8 -4.2 -1.7

In Figure 3.10 the measured Rg is compared to simulations as a function of
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3.5 Capacitor-like structures

the geometrical parameters Nfins and Lg. In order to capture the device-to-
device (mismatch) variations and the die-to-die, wafer-to-wafer and lot-to-lot
(process) variations, Monte Carlo simulations with 2000 samples are run for
each set of parameters. The results are displayed in 3 different curves: the
mean value 𝜇(Rg) of the gate resistance and the so-called ±3𝜎 curves, i.e.
the quantities 𝜇(Rg) ± 3𝜎(Rg), where 𝜎(Rg) is the variance of Rg. These are
relevant because they define the interval in which Rg falls with a probability of
99.7%, and therefore provide a good estimation of the process and mismatch
variation. The measured data show very good correlation with 𝜇(Rg) and
lie completely in the interval delimited by the ±3𝜎 curves. Based on these
simulation results, an overall Rg fluctuation of up to 55% above or below the
mean value is expected. One interesting observation from Figure 3.10b is that
the spread of Rg becomes tighter for large values of Lg. This is expected
because Lg is one of the transistor parameters which is most affected by the
process variation. Since the fluctuation 𝛿Lg is independent of Lg, its impact
decreases as Lg gets larger.

(a) (b)

Figure 3.10: Measured and simulated Rg from capacitor-like structures with M = 4 and Vgs = 0.4 V
at f0 = 50 GHz (a) as a function of Nfins (with Lg = 20 nm, Nfing = 10) and (b) as a
function Lg (with Nfins = 20, Nfing = 10).
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3.6 Comparison between standard and
capacitor-like structures

In order to make an effective comparison between the two types of structure,
standard DUTs 16, 17 and 18 have been included in the testchip, having the
same transistor parameters as capacitor-like DUTs 4, 8 and 12 respectively.
Comparing ΔRg of the 3 pairs of structures, it is found that the standard struc-
ture gives the best results for M = 1, as shown in Table 3.3. Larger values of M
(4 and 8) lead to larger deviations and should be avoided. In this specific case
the capacitor-like structure is not very sensitive to M due to the large device
width (Nfins = 20), but in general it shows the opposite behavior, as discussed in
section 3.5. Differently from the capacitor-like structure, in the standard struc-
ture Rg is not connected in parallel with Cpad, therefore the higher Cgg resulting
from the larger M does not bring any advantage to the measurement. On the
contrary, the larger number of devices in parallel exacerbates the error caused
by the two-step de-embedding methodology. Therefore the recommendation is
to keep M as low as possible, which is exactly the opposite as in the case of the
capacitor-like structure. All in all, the achievable ΔRg with the two structures
is comparable if the recommended value of M is used in each case.

Table 3.3: ΔRg in % at f0 = 50 GHz with Vgs = 0.4 V for standard and capacitor-like structures
with Nfins = 20, Nfing = 10, Lg = 20 nm and different values of M.

Structure Type
M

1 4 8
Standard 1.7 16.4 21

Capacitor-like 3.9 -1.6 -1.7

The second important comparison criterion is the variation of the measured
Rg over frequency, which could be potentially influenced by the de-embedding
structures. It can be quantified by means of the normalized standard deviation
over frequency 𝜎̂Rg/Rg, where Rg and 𝜎̂Rg are respectively the mean value and
the standard deviation of Rg over frequency, defined as:

Rg =
1
N

N∑︁
i=1

Rg (fi) (3.6)
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3.7 Summary

𝜎̂Rg =

√√√
1
N

N∑︁
i=1

(Rg (fi) − Rg)2 (3.7)

with N being the number of frequency points. The normalized standard de-
viation is plotted in Figure 3.11 as a function of Vgs for the standard and
capacitor-like structures with different values of M. It can be observed that
the measurements performed with the two structures show a variation over
frequency between 2% and 10%. In most cases the variation is between 2%
and 5%, with the exception of the capacitor-like structure with M = 1 and the
standard structure with M = 8, which show up to 7% and 10% deviation respec-
tively. This shows that the standard structure with large M and the capacitor-like
structure with small M represent the worst case not only in terms of agreement
with the model, as discussed in sections 3.5 and 3.6, but also in terms of
variation over frequency.

Figure 3.11: Normalized variance of Rg over frequency as a function of Vgs for standard (DUTs
16,17,18) and capacitor-like (DUTs 4,8,12) structures.

3.7 Summary

This chapter provided an overview of the physical origin of the gate resistance in
MOS transistors and discussed its impact on the performance of RF and mmW
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circuits. It presented two different methodologies for the characterization of
the gate resistance itself, based on the standard and capacitor-like structures,
which were analyzed and compared with the aid of test structures in the 16FF
process. It was found that the design guidelines to achieve best accuracy in the
two types of structure are somehow opposite: for the standard structure there
is a constraint on the maximum transistor size, whereas for the capacitor-like
structure on the minimum size. Following these guidelines, the two methods
achieve similar agreement with the foundry model and similar variation over
frequency. For the capacitor-like structure, a process and mismatch variation
study based on Monte Carlo simulations was performed, showing that the gate
resistance can fluctuate up to 55% above and below the average value.
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4 Design of the Amplifying Stages

Nearly all published mmW PAs are designed for a specific application using
a semiconductor technology which allows to meet the desired specifications.
Drawing conclusions on the performance of different technologies with respect
to one another based on this kind of work is typically cumbersome because
they are all based on different architectural solutions and on the optimization of
different parameters. Substantial literature has been published specifically on
technology comparison topics [JJO+18, ARÖ+19], but most of it is limited to
the comparison of standard figures of merit like ft, fmax, BVoff and Noise Figure
(NF). The main contribution of this work is to establish a systematic technology
benchmarking methodology specifically tailored for mmW PAs, which takes
into account the large-signal performance. This Chapter deals with the design
of the amplifying stages of the PA, which are based on a simple circuit architec-
ture widely used in CMOS technologies, as explained in section 4.1. The center
frequency of the PA is chosen to be f0 = 80 GHz because it is sufficiently large
for the amplifying stage to be significantly affected by the layout parasitics.
Moreover it is located in the E-band, which is of interest for many applications
such as automotive radar (see section 1.3.2) and mobile backhaul. In section 4.2
some application-independent design criteria are chosen, which serve as foun-
dation for an algorithmic design methodology. In section 4.3 this methodology
is applied to the design of two PA output stages with optimum performance
in the 16FF and 22SOI processes respectively. In 22SOI the impact of the
metal stack on the performance of the amplifying stage is analyzed comparing
the two available stack profiles for RF applications. Finally in section 4.4 the
electromigration phenomenon and its different relevance in planar and FinFET
processes is analyzed, using the designed 16FF and 22SOI amplifying stages
as test vehicles. The design of the MNWs is also a fundamental part of this
methodology, but it is tackled separately in Chapter 5 due to the different op-
timization criteria. The main results related to 16FF presented in sections 4.1
through 4.3 are extracted from [3].
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4.1 Circuit Topology, Layout and Extraction
Methodology

In order to enable a fair comparison among different technologies, a relatively
simple and widespread circuit architecture utilizing the Neutralized Differential
Pair (NDP) [AMB+11, DN10, ZR13] (Figure 4.1a) is used for the amplifying
stages. These are built out of a NDP unit device with a compact layout concept
very similar to that proposed in [CPH19, YGH+22], as shown in Figure 4.1b.
Each unit device consists of two identical transistors and two cross-coupled
Metal-Oxide-Metal (MOM) neutralization capacitors Cn, all from the PDK. The
selected active devices are those with RF-optimized layout and with the lowest
threshold voltage, so as to maximize the output voltage and current swings.
The value of Cn is selected in such a way to attain perfect neutralization, that is
maximum stability factor Kf .
The PA stage is particularly sensitive to the gate and drain parasitic resistances
(Rg, Rd), which cause degradation of G and Pout respectively. In order to
minimize these resistances, the gate and drain terminals of the unit cell are
routed to the uppermost copper layer of the metal stack (Mtop), using the largest
possible trace widths and number of vias allowed by Design Rule Checking
(DRC). In an earlier version of the design, the gate was routed only up to
Mtop−1 to limit Cgd. However subsequent iterations revealed that extending this
routing up to Mtop provides a better outcome, as Cgd can be fully compensated
by Cn regardless of its magnitude. In order to minimize the imbalance effects
between the two differential terminals, the highest possible symmetry about the
horizontal axis is maintained in the layout of the unit cell. The only exception
are the neutralization paths, which have to be drawn on opposite sides of the
active device due to layout constraints.
In order to achieve the desired Pout, the utilized layout concept allows to connect
a number M of unit cells in parallel side-by-side in a seemless way, as shown in
Figure 4.1c. The utilized concept with local neutralization in the unit device has
been preferred over the one with only two neutralizing capacitors for the entire
stage [ZR14]. This solution improves the modularity of the design making Cn
less sensitive to the interconnect parasitics and leads to a larger quality factor
Qn of the neutralization path. Moreover the placement of the capacitors on
the upper and lower side of the unit cell does not cause any overhead in the
layout parasitics. Large values of M, which are typically required for the PA
core, give rise to long gate (RFinp, RFinm) and drain (RFoutp, RFoutm) lines,
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Figure 4.1: NDP-based PA amplifying stage: (a) circuit schematic, (b) layout of a unit cell and (c)
layout of a full stage with M = 8.

which show substantial transmission-line behavior at the design frequency. As
M increases, the output signals of the different unit devices reach the output
of the stage with slightly different attenuations and phases, which translates
in a degradation of the Maximum Available Gain (MAG). In the case of the
output stage, this poses a limit to the maximum Wtot which can be used without
excessive performance loss. This effect is shown in Figure 4.2 for different
parasitic extraction methodologies, namely RC extraction, RLCk extraction
and EM simulation. The fact that RLCk predicts a stronger degradation than
RC for M ≥ 8 confirms that the parasitic inductance plays a critical role at
this frequency and cannot be neglected. Moreover, since the EM simulation
predicts an even stronger degradation than RLCk for large M and it is known
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to be more accurate for the extraction of inductive parasitics, it was decided to
use it as standard extraction methodology in this work.

Figure 4.2: MAG of PA amplifying stage in 16FF with Nfins = 12, Nfing = 16, Lg = 1.5 × Lg,ref ,
PP = 1.44 × PPref , Vgs = 0.5 V at 80 GHz as a function of M with different parasitic
extraction methodologies.

4.2 Design Criteria

Depending on the application, the PA has to generate a given output power
Pout, which requires a certain total active device width Wtot for the output stage.
Unfortunately, as Wtot gets larger, the increased interconnect parasitics and ITR
of the output MNW cause significant degradation of G and, consequently, of
PAE. As mentioned in section 2.3, these issues can be partially overcome
using the stacking and power-combining architectures. However, since one
goal of this work is to investigate the capabilities and limitations of a certain
technology, these techniques are deliberately not used. For the same reason, as
mentioned in the introduction to this Chapter, this study does not aim at meet-
ing the specifications of a given application, but targets a joint optimization of
the technology-dependent quantities like Pout, G and PAE. On the contrary,
application-dependent metrics such as linearity and bandwidth are not consid-
ered. The ITRS FoM introduced in section 2.1.4 is therefore a good metric
to drive the design of the output stage. One major issue is that Gss, Psat and
PAEpeak correspond to different drive levels of the amplifying stage and can
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not be easily maximized simultaneously. For the purpose of layout optimiza-
tion, the following modified version evaluated at the 3dB-compression point is
therefore adopted:

FoM3dB = G3dB (dB) + Pout,3dB (dBm) + 10 log10 (PAE3dB (%)) + 20 log10 (f0)
(4.1)

where the choice of the 3dB-compression point can be justified by the very
same considerations presented in section 2.1.2. The performance degradation
introduced by the output MNW is not included in (4.1) because it requires a
separate optimization procedure, as discussed at length in Chapter 5.

4.3 Design of the PA output stages

Once the circuit architecture and the layout type are fixed as described in section
4.1, the most critical aspect of the design is the selection of the transistor
parameters. As briefly mentioned in the Introduction to this Chapter, these are
typically chosen based on considerations about ft and fmax [ZR13,CRN09]. The
novelty of the proposed methodology consists in using a well-defined figure of
merit, namely FoM3dB, capable of capturing the large-signal behavior of the
PA. Besides the figure of merit, the methodology requires an algorithmic design
approach along the lines of [YGT+07], which is shown throughout the rest of
this section for the 16FF and for 22SOI processes. It should be pointed out that
FoM3dB is strictly speaking a good figure of merit only for the output stage.
This stems from the fact that Pout is less critical for the drivers, and it should
be just large enough to provide enough input power to the subsequent stage.
Nonetheless the same NDP unit device designed based on FoM3dB is used for
both the core and driver stages, which only differ in the value of M, as explained
in Chapter 6.
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4.3.1 Design in 16FF

In 16FF the main design parameters are the geometrical features of the active
devices, such as the number of fins Nfins, number of fingers Nfing, gate length Lg,
gate pitch PP and multiplicity M (see Figure 2.10a). One additional parameter
is the gate-to-source bias voltage Vgs, which sets the operating class of the PA.
The target of the design is to determine the set of parameters which maximizes
FoM3dB of the PA core using the layout concept shown in section 4.1. This is a
challenging task due to the multidimensional nature of the problem. Moreover,
for each set of parameters one has to determine the optimum complex loadpull
impedance (ZL,opt) which maximizes FoM3dB (see section 2.1.2). The key
strategy to simplify the task is to start from the parameters which have little or
no influence on the routing parasitics, such as Nfins, PP, Lg and Vgs, as their
effect can be studied by means of pre-layout simulations. Afterwards one can
proceed to the optimization of Nfing and M, which have a major effect on the
routing parasitics and therefore require post-layout simulations. From Fig. 4.3
it can be observed that FoM3dB shows a peak at Vgs = 0.5 V and Nfins = 12.
Considering that the utilized transistor has Vt ∼ 0.2 V, the value Vgs = 0.5 V
corresponds to class-A operation (see section 2.1.3). The peak with respect to
Nfins results from the interplay between Pout and G: while the former increases
monotonically with Nfins, the latter follows closely the gate resistance Rg, which
has an optimum with respect to Nfins [CM01,MPR+15].
In Table 4.1 a performance comparison for different values of PP is shown, but
only for 1.07×PPref and 1.44×PPref . The value 1×PPref is not included because
it results in worse peformance and does not support all the gate lengths used in
this comparison. It is observed that 1.44 × PPref delivers 2.4 dB larger FoM3dB
compared to 1.07 × PPref . The improvement comes from the larger spacing
ΔP/S between each gate (G) finger and the adjacent source (S) and drain (D)
contacts, which results in lower parasitic capacitances and larger gain (Figure
4.4). Additionally, the slightly wider S/D contacts lower the associated parasitic
resistances Rs and Rd, leading to higher Pout. Due to process-related limitations,
with PP = 1.44 × PPref the only possible gate length value is Lg = 1.5 × Lg,ref ,
which takes one design parameter out of the design problem.
In 16FF the PCell from the foundry offers layout options with routing up to
M1 or up to M3. It was noticed that in the device with PP = 1.44× the routing
up to M3 offered by the foundry is not optimal. As a matter of fact Rs and Rd
can be improved significantly without violating DRC by increasing the trace
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Figure 4.3: FoM3dB vs Vgs and Nfins of PA core in 16FF with Nfing = 16, Lg = 1.5 × Lg,ref ,
PP = 1.44 × PPref , M = 1 at 80 GHz based on pre-layout simulations..

Table 4.1: Large-signal performance of PA core in 16FF with Nfins = 12, Nfing = 16,
Lg = 1.5 × Lg,ref , M = 1 at 𝑓0 = 80 GHz for different values of PP (pre-layout).

PP (nm) Vgs (V) Pout,3dB (dBm) G3dB (dB) PAE3dB (%) FoM3dB (dB)

1.07 × PPref 0.53 6 9.9 42.8 70.3
1.44 × PPref 0.53 7.1 11 45.2 72.7

widths and making the vias rectangular instead of square on the corresponding
contacts. All in all, this custom routing achieves an improvement of FoM3dB of
about 0.6 dB compared to the standard routing, as shown in Table 4.2.

Table 4.2: Effect of M1-M3 routing on large-signal performance of 16FF PA core with Nfins = 12,
Nfing = 16, Lg = 24 nm, PP = 1.44 × PPref and M = 1 (pre-layout) at 80 GHz.

Routing M1-M3 Pout,3dB (dBm) G3dB (dB) PAE3dB (%) FoM3dB (dB)

Pcell Default 6.1 10.6 42.2 71
Custom 6.5 10.6 44.2 71.6

In order to determine the optimum values of Nfing and M a post-layout analysis
is required. The layout of the unit cell is shown in Figure 4.1b, where Mtop is
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Figure 4.4: RF transistor layout in 16FF with PP = 1.07 × PPref and PP = 1.44 × PPref .

M9, whereas AL is not used because of its larger resitivity. The question arises
as to whether it is better to have 1) less NDP unit devices with more fingers
or 2) more NDP unit devices with less fingers. If the horizontal width of the
unit device scaled proportionally to Nfing one could easily say that approach 2)
is better, since the interconnections in the lower metal layers are minimized.
Unfortunately this is not the case because there is an additional spacing between
the unit cells caused by the substrate contact around the transistor. Therefore
if a small Nfing is chosen, the transmission-line effect described in section 4.1
comes into play at relatively low M. The results in Figure 4.5 show that the
extreme Nfing values of 6 and 32 allowed by the PCell are sub-optimal, whereas
for Nfing between 12 and 20, fairly good peak FoM3dB is achieved. Based
on the available data, Nfing = 16 and M = 8 are chosen. In order to avoid
an unnecessary increase of the horizontal size, a single substrate contact was
drawn manually all around the entire NDP array instead of using the standard
PCell option with an individual contact around each transistor.
In conclusion, the unit cell in 16FF utilizes RF transistors with Nfins = 12,
Nfing = 16, Lg = 1.5 × Lg,ref , PP = 1.44 × PPref , corresponding to an active
width Wu ∼ 19.2µm, where ”u” stands for ”unit device”. The correct way to
compute Wu in a FinFET technology is explained in detail in section 2.2.4.
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Figure 4.5: FoM3dB vs M of PA core in 16FF at 80 GHz with Nfins = 12, Lg = 1.5 × Lg,ref ,
PP = 1.44 × PPref for different values of Nfing based on post-layout simulations.

Based on this analysis the PA core consists of M = 8 unit devices, resulting
in a total core width Wtot = 153.6 µm. This value could in principle change
once the impact of the output MNW is considered, as discussed in Chapter 5.
A three-dimensional view of the PA core with M = 8 is shown in Figure 4.6.
With Vgs = 0.5 V, a bias current density of 570 µA/µm is obtained.
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Figure 4.6: Three-dimensional view of the PA core with M = 8 in 16FF.

The FoM3dB loadpull circles for the designed core displayed in Figure 4.7a
show an elliptical shape similar to that of the sample curves from Figure 2.4.
Furthermore Figure 4.7b shows that the location of the ZL,opt value which
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maximizes FoM3dB is a trade-off among those which maximize Pout,3dB, G3dB
and PAE3dB respectively.

0
.2

0
.5

1
.0

2
.0

5
.0

+j0.2

-j0.2

+j0.5

-j0.5

+j1.0

-j1.0

+j2.0

-j2.0

+j5.0

-j5.0

0.0

(a)

0
.2

0
.5

1
.0

2
.0

5
.0

+j0.2

-j0.2

+j0.5

-j0.5

+j1.0

-j1.0

+j2.0

-j2.0

+j5.0

-j5.0

0.0

(b)

Figure 4.7: (a) Loadpull circles of FoM3dB and (b) comparison of the optimum load impedances
for G3dB, Pout,3dB, PAE3dB and FoM3dB on a Smith-Chart for the optimized PA output
stage in 16FF.

4.3.2 Design in 22SOI

The design in 22SOI follows a logic similar to the one used for 16FF but is
slightly more complex due to the larger number of design parameters involved.
The first step is to determine the optimum back-bias voltage Vbb (see section
2.2.3), which in the utilized device can take on values between 0 V and 2 V.
Figure 4.8a shows that as Vbb increases, the output power for a given value of
Vgs also increases due to the lower Vt. Figure 4.8b shows that the effect on
FoM3dB is merely a shift of the peak of to a lower Vgs, without any significant
improvement in the value itself. For this reason it is decided to use Vbb = 0 V.
The optimization of the transistor parameters starts once again from those
whose influence can be accurately described by pre-layout simulations, first and
foremost the gate pitch PP. The results in Table 4.3 refer to a unit NDP with
the same equivalent geometrical parameters and active width (Wu = 19.2 µm)
as the 16FF device determined in section 4.3.1. It is observed that, differently
from 16FF, in 22SOI a larger PP not only does not lead to improved FoM3dB,
but causes even a slight degradation. The device with PP = 2 × PPref achieves
indeed a significant reduction of Rs and Rd, but shows two fundamental issues.
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4.3 Design of the PA output stages

(a) (b)

Figure 4.8: (a) Pout,3dB and (b) FoM3dB vs Vgs of 22SOI PA core with Wf = 1.2µm, Nvf = 1,
Nfing = 16, Lg = 1.33 × Lg,ref , M = 1 (pre-layout) at 80 GHz for different values of
Vbb.

The first is that the spacing ΔP/S between the gate fingers and the S/D contacts
does not increase with respect to PP = 1 × PPref (see Figure 4.9), so that the
parasitic capacitances Cgs, Cgd and Cds do not decrease. The second is that the
distance ΔG/S between the G and S/D contacts increases significantly, resulting
in substantial overhead on Rg. Adding a gate pitch option at half-way between
1 × PPref and 2 × PPref following the same guidelines used in 16FF is expected
to improve the performance. Since such a custom layout would require to build
the device model from scratch, this is left as a possible subject of future work.
The optimum Vgs for PP = 1 × PPref is 0.53 V, which corresponds once again to
class A operation, considering that the device has Vt ∼ 0.23 V. In this analysis
Vgs = 0.5 V is taken for simplicity and "compatibility" with 16FF, as it shows
only a minor performance difference compared to 0.53 V.

Table 4.3: Performance of PA core in 22SOI with Wf = 1.2µm, Nvf = 1, Nfing = 16,
Lg = 1.33 × Lg,ref , M = 1 and different values of PP at f0 = 80 GHz (pre-layout).

PP Vgs (V) Pout,3dB (dBm) G3dB (dB) PAE3dB (%) FoM3dB (dB)

1 × PPref 0.53 5.8 11.5 39.7 71.3
2 × PPref 0.56 6.6 10.5 40.1 71.2
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Figure 4.9: RF transistor layout in 22SOI with PP = 1 × PPref and 2 × PPref .

Figure 4.10a shows the behavior of FoM3dB as a function of the total finger width
Wf,tot = Nvf ×Wf , where Nvf = 1, 2, 3 and Wf is scaled to keep Wf,tot constant.
It is observed that choosing Nvf = 2 or 3 allows the use of a significantly larger
Wf,tot than it would be possible with Nvf = 1, as the onset of the performance
degradation is shifted to much larger values of Wf,tot. Even though they are
slightly below the peak of FoM3dB, the values Wf,tot = 1.8µm and Nvf = 3 are
chosen to avoid excessive degradation of PAE. As far as Lg goes, Figure 4.10b
shows that Lg = Lg,ref delivers the highest FoM3dB. This can be explained by
the larger bias current (ID ∝ W/L), which results in higher Pout,3dB.
The optimization of the parameters which require a post-layout simulation leads
to an important problem tackled in this work, that is whether or not the more
expensive metal stack option MO2 brings significant benefits over MO1 (see
Figure 2.12b) [RNC+20]. For each metal stack option the input and output
terminals of the PA core are routed up to the top available metal layer, i.e. M9
for MO1 and M10 for MO2, to minimize the interconnection resistance and
inductance. Figure 4.11 shows that using MO1 the peak FoM3dB is 77.7 dB
and occurs for M = 6, whereas using MO2 it is 78.3 dB and occurs for M = 8,
which corresponds to a 0.6 dB improvement. The difference however increases
with M, and if a large Pout is required by the application, the improvement
delivered by MO2 becomes substantial. The metal stack has also an impact on
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(a) (b)

Figure 4.10: FoM3dB of PA core in 22SOI, sweep over (a) Wf , Nvf (Lg = 18 nm) and (b) over Lg
(Wf = 0.6µm, Nvf = 3), based on pre-layout simulations at 80 GHz with Nfing = 16,
PP = 1 × PPref , M = 1, Vgs = 0.5 V.

the output MNW, as discussed at length in Chapter 5.

Figure 4.11: Performance of PA core in 22SOI with Wf = 0.6µm, Nvf = 3, Nfing = 16, Lg = Lg,ref ,
PP = 1× at 80 GHz utilizing MO1 and MO2 (post-layout).

A post-layout analysis utilizing MO2 with joint sweep of Nfing and M similar to
that shown in Figure 4.6 for 16FF leads once again to the choice of Nfing = 16
and M = 8. Differently from 16FF, each transistor has its individual substrate
contact because the standard PCell of the component does not offer the option
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to leave it out. In order to limit the size of the NDP array, the substrate contacts
of adjacent devices are overlappred laterally. In conclusion, the optimum
unit device in 22SOI has Wf = 0.6 µm, Nvf = 3, Nfing = 16, Lg = 18 nm,
PP = 1 × PPref , which corresponds to a unit device active width Wu = 28.8 µm.
As shown in Figure 4.12, the core has M = 8, subject to change once the effect
of the output MNW is considered. With Vgs = 0.5 V the resulting bias current
density is 597 µA/µm.
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Figure 4.12: 3D view of the PA core with M = 8 in 22SOI with MO2.

4.4 Reliability Considerations

Reliability is a fundamental constraint to take into account in the design of PAs
and, in general, of circuits which entail high power levels. While this aspect
is sometimes neglected in academic contexts, it should always be considered
in an industrial scenario to ensure that the lifetime of the designed system
complies with the requirements. One mechanism which can cause the failure
of an IC is the voltage stress at the terminals of the active devices, which can
lead to the irreversible breakdown of the gate oxide or of the substrate parasitic
diodes. Another one is a high current level in the metal interconnects, which
can result in Electromigration. The voltage stress issue is caused by the fact
that when operating at full power, the voltage swings across the terminals of
the transistor are close to the maximum allowed values, defined by the Safe
Operating Area (SOA). While Vgs and Vds are controlled and known to be in
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the ranges (0V, 2Vgs) and (0V, 2VDD) respectively, Vgd is simply the result
of the swings on the other two terminals and as such is more likely to fall out
of the SOA. One of these voltages exceeding the allowed limits can lead to
hot-carrier stress, with considerable degradation of the performance, or to gate
oxide breakdown, normally resulting in permanent failure of the device [JF13].
From this point of view no major differences are expected between 16FF and
22SOI, since they have the same nominal supply voltage. Transistors in non-
SOI technologies feature two substrate pararasitic diodes, one between source
and bulk (Dsb) and one between drain and bulk (Dsb). The voltage swing
across these diodes can give rise to junction breakdown. In CS amplifiers like
those analyzed in this work Dsb does not play any role because bulk and source
are shorted, whereas Ddb is exposed to Vds and could in principle undergo
breakdown. In this work only the Electromigration issue is addressed due to
its increasing relevance in deeply scaled CMOS nodes. The rest of this section
is devoted to the analysis of this phenomenon in the 16FF and 22SOI PA unit
devices designed in sections 4.3.1 and 4.3.2.

4.4.1 Electromigration: Analysis Techniques

Electromigration (EMG) is a phenomenon consisting in the displacement of
atoms within the conducting material of the interconnects caused by high current
levels. It can lead to an alteration of the interconnect resistance or, in the worst
case, to unwanted open or short circuits. The average time required for a
certain metal or via interconnect to fail as an effect of EMG when it is exposed
to a current density J at a temperature T is given by the mean time to failure
MTTF (J,T). This can be calculated using Black’s equations [Bla69]:

MTTF (J,T) = A
Jn exp

(
Ea

kBT

)
(4.2)

where Ea is the activation energy, kB is Boltzmann’s constant, A is a con-
stant which depends on the properties of the material and the geometry of the
interconnects and n is a technology-dependent scaling exponent. The statisti-
cal behavior of the wear-out process over time is typically described using a
log-normal distribution with density function:
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f (t) = 1
tσ
√

2π
exp

(
− (ln(t) − ln (MTTF(J,T)))2

2σ2

)
(4.3)

where t is time and σ is the standard deviation. Integrating (4.3) the cumulative
failure rate fr at time t0 is obtained:

fr (t0, J,T) =
1
2

(
1 + erf

(
ln(t0) − ln (MTTF (J,T))

√
2σ

))
(4.4)

There exist commercial sign-off tools which utilize this statistical model to
determine potential EMG issues in a given circuit layout. Taking as constraint a
lifetime tlife and the maximum failure rate fr,max, the tool computes the maximum
allowed current density Jlim for each metal or via layer using (4.4) with t0 = tlife
and fr = fr,max. The actual current density is simulated using an extracted RC
netlist of the layout and this value is compared to Jlim, thus detecting a pass or
a fail. In this work tlife = 5 yr and fr = 1 dpm (defect per million) are assumed,
which means that a maximum failure rate of one device out of one million is
tolerated when the circuit undergoes the specified stimulus continuously for 5
years.
Due to its strong impact on Jlim, the temperature T of the interconnect should
be estimated as accurately as possible. It can be expressed as:

T = Tenv + ΔTJH + ΔTSH (4.5)

where Tenv is the environment temperature, ΔTJH the temperature increase
caused by the Joule effect and ΔTSH the temperature increase caused by the
transistor Self Heating (SH) effect. Tenv is application-specific and should
be the highest value for which circuit operation must be guaranteed. Since
in this work no application is specified, Tenv = 80 ◦C is considered, which is a
typical value for many applications. The Joule effect is the temperature increase
caused by the current flow in the conductor, which depends on the Root-Mean-
Square (RMS) value of the current density Jrms. The SH effect is the heating
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of the active devices and resistors, which cause a temperature increase in the
overlaying metal interconnections given by:

ΔTSH = Csh,iΔTfeol (4.6)

where ΔTfeol is the temperature increase of the transistor or resistor in the Front
End of Line (FEOL) and Csh,i is the SH coefficient of the i-th metal layer or via.
In this work one of the above mentioned commercial tools for reliability sign-off
is utilized for the analysis of the NDP unit devices in 16FF and 22SOI designed
in sections 4.3.1 and 4.3.2 respectively. The simulation setup consists of the
NDP with input and output matched to 100Ω differential source and load by
means of ideal Inductive-Capacitive (LC) MNWs centered at 80 GHz, as shown
in Figure 4.13. Running a transient analysis under a given bias current Id and
an input RF signal at 80 GHz with power Pin one can determine the current
density at every point of the layout and compare it with Jlim.

Vgs

AC

Pin Pout

VDD

R

OUT-MNWIN-MNW

G+
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D+

D-

VSS

M1

M2

Cn

Cn

Figure 4.13: Testbench for EMG analysis of the NDP unit device.

In order to cover all the operating scenarios of the PA, two distinct analyses
are performed. The first one with DC excitation only, sweeping the gate bias
voltage Vgs to obtain different bias currents Id, including the value Id,bias for
which the stage has been designed. The second analysis is run with fixed DC
bias Id = Id,bias and an RF signal at 80 GHz with variable input power Pin. A
typical outcome of the DC analysis is shown in Figure 4.14, where the numbers
on the vertical axis correspond to the various metals and vias. For each value
of Id the presence of the horizontal blue line denotes an EMG violation on the
corresponding layer, whereas the vertical black line indicates Id = Id,bias. A set
of horizontal lines completely located on the right-hand side of the black vertical
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line denotes a full pass, whereas lines breaking into the left-hand side indicate
a potential concern on that specific metal or via. The same considerations hold
for the Alternate Current (AC) analysis, whose outcome is a similar plot but as
a function of Pout, with the vertical black line corresponding to Pout,3dB.

4.4.2 Electromigration in 16FF and 22SOI

Significant differences between planar and FinFET technologies have been
observed in the way the effects described in section 4.4.1 come into play. As
explained in section 2.2.4, in FinFET technologies the total effective width
Wtot,eff of an active device is typically larger than the drawn width Wtot,d, in
the case of 16FF by a factor of 2. The main consequence is that, assuming
the same Wtot,eff for the two types of process, in FinFET the current density
in the interconnects is larger than in planar. Another key difference is that in
FinFET the heat generated in the fins can not be sufficiently dissipated into
the substrate due to the limited contact surface [KBL14], as clearly visible
comparing Figures 2.11a and 2.11b. Based on these considerations, EMG is
expected to be more of concern in 16FF than in 22SOI.
The analysis technique described in section 4.4.1 was applied to the NDP unit
devices in 16FF and 22SOI designed in section 4.3. The scope is not only to
check whether these are clean from the point of view of EMG, but also to justify
some layout choices that have been made and provide a comparison between
the two technologies. Figures 4.14a and 4.14b show the results with only DC
excitation at Tenv = 80 ◦C for an NDP in 16FF based on active devices which
utilize the standard and custom M1-M3 routing respectively (see section 4.3.1).
The layout with standard routing shows violations on via1, m2, m3 and via3
and marginal violations on via2, m4, via4 and via5 for Id = Id,bias. Using the
transistor layout with custom routing significant improvement is achieved but
the violations are not completely resolved. A moderate relaxation of tlife and fr
is expected to clear the residual violations, but unfortunately the model files in
16FF do not allow to specify values other than tlife = 5 yr and fr = 1 dpm.
A similar analysis is performed in 22SOI to compare NDPs with PP = 1 × PPref
and PP = 2 × PPref . Increasing the gate pitch helps to relax the EMG limits by
allowing the current in the interconnects above the active device to spread over
a larger area. This is confirmed by the plots in Figures 4.15a and 4.15b, which
show that for Id = Id,bias using PP = 2 × PPref instead of PP = 1 × PPref solves
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most of the violations, with some residual issues only on m4.
A comparison of Figures 4.14b and 4.15b shows that a similar number of fails
are reported in the two technologies in spite of the larger Wu of the 22SOI
device. The expectation that 22SOI be much better than 16FF in terms of EMG
however is not verified. The reason is that the behavior of Jlim as a function of T
in 22SOI follows exactly Black’s law (4.2), whereas in 16FF it shows significant
relaxation at high T. Moreover the Csh,i coefficients are larger in 22SOI than
in 16FF so that, even though ΔTfeol is larger in 16FF, ΔTSH is larger in 22SOI.
These differences in the modelling of EMG are due to the fact that the 16FF
and 22SOI processes come from different foundries. Since each foundry can
decide to adopt a more or less conservative approach, a direct comparison is
difficult.

(a) (b)

Figure 4.14: EMG plots as a function of Id with Pin = 0 W at Tenv = 80 ◦C for unit NDPs in 16FF
using active devices with M1-M3 routing (a) from foundry and (b) custom.

The AC analysis is conducted for both technologies setting Id = Id,bias and
sweeping Pin. As shown in Figure 4.16a, in 16FF there are some fails at low
Pin which are resoved at larger Pin. This might appear counter-intuitive at first,
but is in fact expected. Indeed the output voltage and current waveforms of a
single transistor terminated on an impedance ZL = (V0/I0)ejϕ are given by:

Vout (t) = Vdd + V0cos(ω0t + ϕ) (4.7)
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(a) (b)

Figure 4.15: EMG plots as a function of Id with Pin = 0 W at Tenv = 80 ◦C for unit NDPs in 22SOI
using active devices with (a) PP = 1 × PPref and (b) PP = 2 × PPref .

Iout (t) = Id − I0cos(ω0t) (4.8)

The DC and AC terms of the current waveform have opposite signs because the
former flows into the device and the second into the load. The average power
dissipated in the transistor reads:

Pd,tr =
1
T

∫ T

0
Vout (t) · Iout (t) dt = VddId −

V2
rms

|ZL |
cos(ϕ) (4.9)

where Vrms = V0/
√

2. Since cos(ϕ) is positive for any passive load, Pd,tr is
maximum with Pin = 0 W and decreases with increasing Pin, which results
in less severe ΔTSH. This makes total sense physically, as the RF power is
generated in the transistor and dissipated on the load. At very large Pin however
ΔTJH tends to become dominant, which might result into new fails, even on
layers that had been resolved at large Pin. This effect is clearly observed on
via3 in 16FF, which fails at low power, gets resolved for Pin around 4 dBm and
fails again above 6 dBm or so (Figure 4.16a). In conclusion the DC and AC
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analyses are both necessary and the observed violations should be combined.
In 22SOI none of the low-power fails gets resolved at high power, as shown in
Figure 4.16b, which can be explained once again by the more stringent limits
compared to 16FF.
In 16FF the active device with custom routing was adopted in the design because
it shows better performance as well as better robustness to EMG compared to
the one with standard routing (see section 4.3.1). In 22SOI the device with
PP = 2 × PPref shows better robustness to EMG compared to the one with
PP = 1 × PPref but worse performance, especially for large values of M, as
discussed in section 4.3.2. For this reason, and partly because the EMG analysis
was performed only after the design and tape-out were completed, the layout
with PP = 1 × PPref was used in the final design.

(a) (b)

Figure 4.16: EMG plots as a function of Pin for Vgs = 0.5 V (Id = Id,bias) at Tenv = 80 ◦C for unit
NDPs (a) in 16FF with custom M1-M3 routing and (b) in 22SOI with PP = 1 × PPref .

4.5 Summary

In this chapter the design of the amplifying stages of the PA was discussed in
detail. The ITRS figure of merit evaluated at the 3dB-compression point was
identified as the proper metric to drive an algorithmic optimization method-
ology and applied to the design of NDP-based output stages with optimum
performance in the 16FF and 22SOI processes. The design procedure has high-
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lighted the impact of the transistor layout features on the circuit performance,
above all the gate finger width, the number of gate contacts, the gate pitch, the
routing of the bottommost metal layers and the number of unit device cells in
the stage. In 22SOI it was found that the metal stack option with one additional
ultra-thick metal brings a modest improvement of FoM3dB of about 0.6 dB and
only above a certain value of the multiplicity. Furthermore the electromigra-
tion effect and its different impact on planar and FinFET technologies has been
discussed with the support of simulations of the unit NDPs in 16FF and 22SOI.
Some mitigation measures have been proposed for the two technologies, high-
lighting the fact that they might lead to performance degradation in some cases.
Due to the slightly different methodologies used to model the wear-out in the
two processes, the outcome of this analysis can not be regarded as a comparison
of the physical limitations of the two technologies. Nonetheless, it provides
limiting values which can be utilized for the circuit design.
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Impedance MNWs are critical components in analog circuits, especially at RF
and mmW frequencies, as they ensure maximum power transfer through the
circuit and prevent reflection phenomena. As any other passive circuits they
introduce power loss, which proves particularly harmful in the case of the output
MNW, since it causes further reduction of G2 in (2.6). It is well-known that the
Insertion Loss (IL) of the MNW increases with the Impedance Transformation
Ratio (ITR), a phenomenon which is referred to as "fundamental limitation of
impedance matching networks" throughout this work. While this principle is
undoubtedly true, an intuitive explanation and a comprehensive statement on its
validity limits are missing in the published literature. This is what it is attempted
to provide in section 5.2, pointing out the main differences between two of the
most common types of MNW topologies, namely the LC and transformer-based
networks. Another critical problem tackled in this Chapter is that of predicting
the IL caused by the MNW in the PA without simulating the entire circuit. In
section 5.3 it is shown that the formulas proposed in the available research work
typically correspond to one of the microwave power gains, whose definitions
are briefly recalled in section 5.1, and hold only under certain assumptions on
the termination impedances. As a conclusion, a large-signal generalization of
the transducer power gain is identified as the most suitable figure of merit to
achieve global efficiency optimization, even under non-linear operation of the
active stages. In section 5.4 a layout optimization methodology for transformer-
based MNWs is outlined and applied to the synthesis of output MNWs for the PA
cores in 16FF and 22SOI designed in Chapter 4. This analysis sheds some light
on many interesting design aspects, such as the advantages of using transformers
with 1:2 turn ratio and operating above the Self-Resonant Frequency (SRF).
Furthermore, it allows to extend the comparison of the two available metal
stack options in 22SOI started in Chapter 4 to include the impact on the passive
components. In section 5.5 a study on the standalone characterization of
transformers is carried out and validated by means of suitable test structures
in the 16FF process. Finally in section 5.6 the conclusions of this Chapter
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are summarized. The main results presented in sections 5.1 through 5.3 are
extracted from [5], those in section 5.4 related to 16FF from [3] and those in
section 5.5 from [2].

5.1 The Microwave Power Gains

Any two-port electrical network can be represented as a black box driven by a
source with impedance Zs and terminated a load with impedance ZL, as shown
in Figure 5.1. The black box can be any active or passive electrical network
and can be described by its S-parameters under linear operating conditions.
In the case under analysis the black box is an impedance MNW, Zs is the
complex output impedance of the preceding PA stage and ZL is the complex
input impedance of the following stage. In the case of the output MNW, ZL is
typically the 50Ω antenna impedance.

MNW

Zs

ZLvs

Gmax

Gp

Gt Zout
Zin

Pav,in
Pin

Pav,L
PL

Figure 5.1: Schematic of a MNW with source and load impedances Zs and ZL (reprinted from [5]
©2021 IEEE).

It is possible to define three types of power gains, namely the available gain
Ga = Pav,L/Pav,in, the operating gain Gp = PL/Pin and the transducer gain
Gt = PL/Pav,in [GP17]. Pin is the power delivered to the input, Pav,in the avail-
able power at the input, PL the power delivered to the load and Pav,L the available
power at the load. Another fundamental definition is Gmax, namely the com-
mon value of Ga, Gp and Gt obtained when Pin = Pav,in and PL = Pav,L, which
corresponds to the maximum power transfer condition. The expressions of the
power gains [GP17] are reported below, with the exception of Ga, which is not
of interest for our analysis.
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Gt (Γs, ΓL) =
|S21 |2

(
1 − |ΓL |2

) (
1 − |ΓS |2

)
| (1 − ΓLS22) (1 − ΓSS11) − S12S21ΓSΓL |2

(5.1)

Gp (ΓL) =
|S21 |2 (1 − |ΓL |2)

|1 − S22ΓL |2 − |S11 − ΔSΓL |2
(5.2)

Gmax =
|S21 |
|S12 |

(Kf −
√︃

K2
f − 1) (5.3)

Kf =
1 + |ΔS|2 − |S11 |2 − |S22 |2

2|S21 | |S12 |
(5.4)

In these equations Sij are the 2-port S-parameters, ΔS = S11S22 − S12S21 is
the determinant of the S-matrix, Γs and ΓL are the source and load reflection
coefficients and Kf is the stability factor. The reflection coefficient Γi associated
to the impedance Zi is defined as:

Γi =
Zi − Z0
Zi + Z0

(5.5)

where Z0 is the normalization impedance of the S-matrix.
While the power gains were originally defined to quantify the gain of active
circuits, in this case they are used to estimate the loss of a passive network.
Based on the definitions above, they have the following straightforward physical
interpretation:

• Gmax is the power gain obtained when the input and output of the MNW
are conjugately matched to the source and load respectively.

• Gp is the power gain obtained when the input is conjugately matched to
the source but with generic matching condition at the load, hence taking
mismatch loss at the output into account. If the circuit is unconditionally
stable, there exists only one value of ΓL for which Gp = Gmax.

• Gt is the power gain obtained with generic matching conditions at the
source and at the load, hence taking mismatch losses at both input and
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output into account. If the circuit in unconditionally stable, there exists
only one set of values (Γs, ΓL) for which Gt = Gmax.

In order to quantify the insertion loss of a MNW, the power gain corresponding
to the actual source and load matching condition of the network should be
used [HTC08].

5.2 The fundamental Limitation of Impedance
Matching Networks

As mentioned in the Introduction to this Chapter, the fundamental limitation of
the impedance MNWs consists in the fact that the IL increases with the ITR.
This phenomenon is typically observed in deeply scaled CMOS technologies,
since the progressive reduction of the supply voltage VDD in more advanced
nodes results in a similar decrease of the maximum voltage swing at the drain
of the active devices. In order to keep the output power at a fixed desired level,
the current swing has to increase. This is achieved by increasing the active
width of the output stage, which leads invariably to a smaller optimal load
impedance ZL,opt. Since ZL,opt is typically much smaller than the load presented
to the PA, for instance the 50Ω antenna, a MNW with a large ITR is required,
which suffers from low efficiency. With increasing operating frequencies and
aggressive technology scaling, this fundamental limitation of impedance MNW
is coming back into focus [CS17]. This issue is frequently mentioned in
several publications about mmW PAs [SPD+16, HCM16] to justify the use
of device stacking and power combining. Most of these works refer to a
single but very relevant study by Aoki et al. [AKRH02], which analyzes how
LC and transformer-based MNWs are affected by this limitation. Since a full
understanding of this topic is critical to determine which types of MNWs require
efficiency optimization, in this section the main statements of [AKRH02] are
reviewed and discussed. Using the LC MNW as case study, an attempt is made
to provide a more intuitive view of the problem. As for the transformer, the
applicability of the statements made in [AKRH02] is discussed, comparing the
main results with those from later studies.
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5.2.1 LC Matching Networks

In [AKRH02] the efficiency is defined as η = PL/Pin, which corresponds to Gp
from section 5.1. Based on this formulation, the efficiency ηLC of the single-
section LC MNW with series-C/shunt-L topology in Figure 5.2a is derived:

ηLC =
Q2

L + 1

Q2
L + 1

2

(
r +

√︃
r2 + 4Q2

L (r − 1)
) (5.6)

The capacitor is assumed to be ideal (QC = ∞), whereas the inductor is assigned
a finite quality factor QL = Rlp/(𝜔Lp), where Rlp is the parallel parasitic re-
sistance of the inductor itself. Additional assumptions are that the load RL is
purely resistive and that L and C are chosen to obtain a purely resistive input
impedance Rin, so that the ITR can be defined as r = RL/Rin. A parameter
called power enhancement ratio E = rη is also introduced, which corresponds
to the power enhancement that the MNW would provide if the input and output
voltages of the two-port network were referred to an identical impedance level,
that is E = V2

out/V2
in. In Figure 5.2b it is shown that the efficiency of the MNW

degrades with increasing E or, equivalently, with increasing ITR, and improves
with increasing QL.
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Figure 5.2: Single-section LC MNW: (a) Circuit schematic and (b) plot of Efficiency vs E for
different values of QL (reprinted from [5] ©2021 IEEE).
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While it is obvious that including the parasitic resistance Rlp in the model re-
sults in efficiency degradation, it might not be so clear why this degradation
increases with the ITR. In order to scale down the resistance, the load has to be
shunted by a reactive impedance, in this case inductive, to move in the desired
direction on the Smith Chart. The more the resistance has to be scaled down,
the smaller the shunt inductance has to be. Since a constant QL is assumed for
the inductor, a smaller L comes with a smaller Rlp. This causes the voltage
and current division to become increasingly unfavorable for the load, which
results in larger power loss. The very same considerations presented so far
apply to Transmission Line (TL)-based MNWs, which are nothing else than the
distributed counter-part of the LC networks.

5.2.2 Transformers

Integrated transformers consist of two magnetically coupled inductors called
"primary" and "secondary" which are typically built on the topmost ultra-
thick layers of the metal stack. They are classified based on the geometrical
shape of the inductors and on the topology, which can be stacked or inter-
leaved [CNP+19], corresponding to vertical and lateral magnetic coupling re-
spectively. As an example Figure 5.3 shows the three-dimensional view of a
stacked octagonal transformer built on metal layers Mtop and Mtop−1. Trans-
formers have found very large application in the last couple of decades in
differential mmW PAs because they allow to perform impedance transforma-
tion, single-ended to differential conversion and DC biasing of the active stage
concurrently [BY19,Bev20,TPAG13].
A simple yet accurate lumped model of a transformer [LSC+20] consists of
the primary and secondary inductors of inductance Lp and Ls respectively and
magnetic coupling factor km, as shown in Figure 5.4a. The loss is modeled by
means of the series resistances Rp and Rs, which allow to define the Q-factors
as Qp = (𝜔Lp)/Rp and Qs = (𝜔Ls)/Rs. The stray parasitic capacitances of
the primary and secondary coils are modeled by Cp and Cs, whereas Cc mod-
els the capacitive coupling between the two coils. The analysis conducted
in [AKRH02] is based on a simplified version of this model, shown in Figure
5.4b, which neglects the parasitic capacitances, thus limiting the validity of
the results to frequencies significantly smaller than the SRF of the transformer.
Although this assumption generally does not hold in the MNWs designed in this
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Mtop-1

Mtop

Figure 5.3: Three-dimensional view of a vertically-coupled octagonal transformer.

work, as will be discussed in section 5.4, the model of Figure 5.4b is nonetheless
useful to explain how the fundamental limitation applies to transformers.
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Figure 5.4: Lumped model of a transformer-based MNW at (a) high-frequency and (b) low-
frequency (<SRF).

In [AKRH02] it is shown that under the conditions on Lp and on the load
impedance ZL reported in A.1, the maximum transformer efficiency ηtr,max is
obtained:

73



5 Design of the Matching Networks

ηtr,max =
1

1 + 2

√√(
1 + 1

QpQsk2
m

)
1

QpQsk2
m
+ 2

QpQsk2
m

(5.7)

This expression is independent of the ITR as well as of the individual values of
Rin and RL and can be proved to be equivalent to the Gmax of the transformer.
Hence the above-mentioned conditions on Lp and ZL are those which guarantee
simultaneous conjugate match at input and output. While this proves that this
condition is theoretically achievable in transformers as opposed to LC networks,
it should be also mentioned that the required condition on Lp and ZL are
normally not at all easy to meet. An efficiency estimation comparable to (5.6)
can be obtained from the model of Figure 5.4b considering a purely resistive
load RL and without imposing any constraints on the parameter values [TP19]:

ηtr =
PL
PIN

=
RL

RL + RS + RP
(RL + RS)2 + (𝜔LS)2

(𝜔km)2LpLs

(5.8)

The input impedance of the transformer reads:

Zin = Rin + jXin =

(
Rp +

𝜔2k2
mLpLs (Rs + RL)

(Rs + RL)2 + (𝜔Ls)2

)
+ j

(
𝜔Lp −

𝜔3k2
mLpL2

s
(Rs + RL)2 + (𝜔Ls)2

)
(5.9)

Combining (5.8) and (5.9) an expression of ηtr as a function of the input
resistance Rin is obtained, which can be seen as the counter-part of (5.6) for
transformers:

ηtr (Rin) =
1(

1 + Rs
RL

) (
1 + 1

Rin
Rp −1

) (5.10)

This expression shows that indeed the efficiency of the transformer does not
depend on the ITR [CHW+16] but it does depend individually on Rin and
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RL. Quite understandably, the transformer has high efficiency only if Rs ≪ RL
and Rp ≪ Rin, where Rin and RL are imposed by the preceding and following
amplifying stages respectively. A considerable degradation is expected in the
presence of an "unfavorable" impedance environment, that is when the values
of RL or Rin are small. A small Rin is the typical case of the output stage of a
mmW PA in a deeply scaled CMOS technology.

5.3 Figure of Merit for the Insertion Loss

Equations (5.6) and (5.10) presented in section 5.2 for LC and transformer-
based MNWs are based on a definition of the IL which is equivalent to Gp.
As explained in section 5.1, this power gain assumes that the input of the
MNW is matched to the source, typically an amplifying stage of the PA. This
matching condition, however, is not automatically fulfilled but has to be enforced
during the design phase. For this reason, if the figure of merit is used for a
design optimization, in which the trade-off among all requirements leads to
unintentional mismatch, Gt is a much better choice. The main issue is that in
the case of the output stage of a PA the mismatch loss at the interface with
the MNW typically shows a non-linear behavior, whereas in Gt a small-signal
behavior is implicitely assumed. In the rest of this section this topic is discussed
at length and a solution is proposed which partially overcomes the limitations
of Gt.

5.3.1 Literature Review

This subsection presents a review of the main methodologies and figures of
merit used in the literature for the design of the MNWs, which leads to the
solution proposed in this work.
The methodology proposed in [YMYZ15] focuses on the design of transformer-
based MNWs, deriving closed-form equations for Lp, Ls and km. This is done
using the model of Figure 5.4b and enforcing the condition Zin = ZL,opt, where
ZL,opt is the optimum loadpull impedance of the amplifying stage. Quite inter-
estingly, no constraints are set on the efficiency of the transformer. This is not
necessarily an issue if the impedance environment imposed by the design does
not result in very low efficiency, but this is not known a priori.

75



5 Design of the Matching Networks

In several works focusing on transformers as standalone components, ηtr,max
(5.7) or the equivalent Gmax (5.3) are chosen as the quantity to be opti-
mized [CX05, LKBB09, LKB15]. This approach is effective for estimating
the maximum efficiency of the transformer, but may not be as useful in circuit
design scenarios, as it implicitly assumes that the MNW is conjugately matched
both at the input and at the output. This condition can be indeed achieved with
a transformer-based MNW [TP19], at least in principle, but it has to be en-
forced separately as a design constraint. ηtr,max is also used in some works on
transformer-coupled PAs [VR17, Boe10], sometimes under the name of "pas-
sive efficiency", but rather as a guideline than as an optimization parameter.
In [CRN09] it is clearly stated that an output MNW should target loadpull
match at the input (Zin = ZL,opt) and maximum Gp at the same time. It is also
mentioned that Gp is the correct figure of merit to optimize, as opposed to Gmax,
since the load is not by default conjugately matched to the output of the MNW.
This approach is valid but it has the dowside of using two different optimization
parameters.
In [CPH18] a holistic approach is proposed which co-optimizes the active
device size and the MNW to achieve the lowest possible loss in large-signal
conditions. This allows for instance to reduce the size of the active device if
ZL,opt becomes too small for the MNW to be implemented with good efficiency.
Taking the LC network as case study, in [CS17] it is clarified that one should
take into account not only the so-called "loss efficiency" ηloss, which is equiva-
lent to Gp, but also the matching efficiency ηmatch, which quantifies the power
lost due to the mismatch between the active device and the input of the MNW.
This is given by:

ηmatch =
4RinRs

|Zin + Zs |2
(5.11)

where Zs = Rs + jXs is the impedance presented by the output terminals of the
active stage and Zin = Rin + jXin is the input impedance of the MNW. In order
to minimize the end-to-end loss of the network, the quantity to be maximized
is:

ηtot = ηmatchηloss (5.12)

76



5.3 Figure of Merit for the Insertion Loss

The main advantage of this formulation is that it quantifies the overall loss of the
MNW through a single figure of merit, making it a valuable tool for addressing
our design problem.

5.3.2 Proposed Figure of Merit

In order to clarify the relevance of the methodology from [CS17], the single-
section LC network with series-L/shunt-C topology of Figure 5.5 is considered.
The operating frequency is f0 = 80 GHz, the load impedance ZL = 50Ω and
the source impedance Zs = (4 − 3j)Ω, which are reasonable estimations for the
output stage of a CMOS PA at these frequencies. Furthermore constant values
of QL = 20 and QC = 15 are assumed for the quality factors of the inductor
and capacitor. The plots in Figure 5.6 are obtained sweeping the values of L
and C to generate all possible values of Zin on the Smith-Chart. The color
associated with each Zin point represents the corresponding ηmatch, ηloss and
ηtot in dB, displayed in Figure 5.6a, 5.6b and 5.6c respectively. While ηmatch
has by definition a maximum for Zin = Z∗

s , ηloss shows a decreasing behavior as
the impedance moves towards the outer rim of the Smith-Chart. As a result, the
maximum of ηtot is located at a point which is not exactly Zin = Z∗

s , but slightly
displaced towards ZL, as shown in Figure 5.6c.

L(QL)

ZLC(QC)

Zin

Zs

vs

Figure 5.5: LC MNW with series-L/shunt-C topology with source and load impedances (reprinted
from [5] ©2021 IEEE).

It can be easily recognized that ηtot (5.12) is equivalent to Gt, which is confirmed
also in [TP19]. Hence selecting the values of L and C which maximize Gt allows
to attain the Zin sweet spot shown in Figure 5.6c. Unfortunately this result holds
only as long as the active device operates in small-signal conditions. This is
typically not the case for the output stage of a PA, as discussed in detail in section
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Zin=Zs
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Zin=Zs
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Figure 5.6: (a) ηmatch, (b) ηloss and (c) ηtot in dB as a function of Zin for the LC network of Figure
5.5 at f0 = 80 GHz with ZL = 50Ω, Zs = (4 − 3j) Ω, QL = 20 and QC = 15 (reprinted
from [5] ©2021 IEEE).

2.1.2. In this case ηmatch should be replaced by a large-signal generalization
ηmatch,LS capable of predicting the elliptical behavior of the loadpull curves:

ηtot,LS = ηmatch,LSηloss (5.13)

where ηloss is the same as in small-signal conditions. Unfortunately ηmatch,LS is
normally available only in the form of loadpull data, not as analytic expression.
One simple solution is to use (5.11) replacing Zs with Zs,opt = Z∗

L,opt, where
ZL,opt is the optimum load impedance for the active stage determined by the
loadpull simulations:

ηmatch,LS ∼
4RinRs,opt

|Zin + Zs,opt |2
(5.14)

This amounts to approximate the elliptical curves of ηmatch,LS with circles
centered at Zin = ZL,opt. If the stage for which the MNW is designed operates
in the linear regime, which is normally the case for the driver stages, ηtot,LS
coincides with ηtot. One major ambiguity of this definition is that there exist
several values of ZL,opt, depending on the metric to be optimized, as explained
in section 2.1.2. In large-signal conditions ηtot,LS corresponds exactly to the IL
introduced by the MNW only if ZL,opt is the load impedance for maximum G
and Zin is exactly equal to ZL,opt. Unfortunately none of these two conditions
are verified: the former because the utilized design technique selects the load
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impedance for maximum FoM3dB and the latter for the reasons discussed above.
However it can be shown that the actual IL is monotonic with respect to ηtot,LS,
which can therefore be used effectively as a figure of merit to drive the design.
In terms of power gains ηtot,LS is equivalent to a modified version of Gt called
Gt,LS, in which the source impedance Zs is replaced by Zs,opt (5.15).

5.4 Transformer-Based Output Matching
Network Design and Optimization

One of the main advantages of transformer-based MNWs over the LC coun-
terpart is the possibility of performing the impedance transformation and the
single-ended to differential conversion concurrently. This aspect does not hold
particular relevance for this work because the designed PAs are fully differen-
tial, as explained in Chapter 6, but is in general highly beneficial. Since no
major differences in terms of IL for a given ITR are anticipated between the two
types of networks, it is decided to use transformers due to their higher expected
sensitivity to the metal stack profile.
For an effective design methodology, a simple model which relates Gt,LS to
the electrical parameters of the transformer is required. Over the years a
large number of accurate scalable models have been proposed, both of lumped
[BSRP06, GJLY06, EGKB07, LKBB12, TPAG13] and distributed [CRN09,
HHG+12, NW20, WW21] type. Unfortunately none of these models is suffi-
ciently accurate and yet simple enough to enable an effective design. Moreover,
deriving a closed-form expression of Gt,LS is not possible even with the highly
simplified model of Figure 5.4b. For these reasons in this work a layout opti-
mization approach based on EM simulations [TNM+20] is adopted. It makes
use of a PCell, which allows to generate layouts of octagonal stacked transform-
ers with 1:1, 1:2 or 2:1 turn ratios. A rectangular ground ring is also included
to take into account the coupling effects to the ground plane and to provide a
physical reference for the excitation signals. The adjustable parameters are the
coil metal layers Mp and Ms, the ground plane metal layer Mgp, the radii rp and
rs, the trace widths wp and ws, the number of turns np and ns, the turn spacings
sp and ss and the horizontal offset xoff between the two inductors (Figure 5.7).
The subscripts ”p” and ”s” refer to the primary and secondary coil respectively.
In practice the layouts generated in this section have either 1:1 or 1:2 turn ratio,
therefore the only possible metal layer assignment is Mp = Mtop, Ms = Mtop−1
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and Mgp = Mtop−2, where Mtop can be the top copper layer or AL (see Figure
2.12). In this way the underpasses of the secondary coil, if present, can be
drawn on Mtop−2.

Mtop

Mtop-1

Mtop-2

Mtop-2 (GP)

P1

P3

P2

P4

rp

xoff

rs

ws

wp

ss

Figure 5.7: Graphical representation of the transformer layout PCell used for the optimization of
the MNW. The transformer geometrical parameters are highlighted along with the port
configuration used for the S-parameter simulation.

The 4-port S-parameters can be extracted using ports P1, P2, P3 and P4, which
excite the four terminals of the transformer with respect to the ground ring.
Starting from (5.1), Gt,LS can be expressed as follows:

Gt,LS (Γs,opt, ΓL) =
��Sdd,21

��2 (
1 − |ΓL |2

) (
1 − |Γs,opt |2

)��(1 − ΓLSdd,22
) (

1 − Γs,optSdd,11
)
− Sdd,12Sdd,21Γs,optΓL

��2
(5.15)

In this expression Sdd,ij are the 2-port differential S-parameters of the trans-
former [FLWL03], which can be extracted from the 4-port single-ended S-
parameters [HKGZ10]. The reason why only the differential mode is consid-
ered is that the target PA is fully differential, as mentioned at the beginning
of this section. For the output MNW the load reflection coefficient ΓL is the
one corresponding to ZL = 100Ω, since each terminal of the secondary of the
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transformer is terminated on one 50Ω port of the VNA.
The optimization methodology is applied to determine the transformer layout
with maximum Gt,LS for PA cores in 16FF and 22SOI based on the unit device
from section 4.3.1. This is done with different values of M, each corresponding
to a unique ΓL,opt. Since M has the strongest impact on ΓL,opt, the dependency
of the IL of the MNW on the impedance environment is also captured and the
optimum M can be determined.

5.4.1 Output Transformers in 16FF

In 16FF stacked transformers can be implemented using the metal layer pairs
M9/AL or M8/M9. The first option is chosen because it turns out to deliver
higher Gt,LS thanks to the larger thickness of AL compared to M8. This remains
valid in spite of the larger vertical separation between M9 and AL compared to
M8 and M9 and of the larger resistivity of aluminum compared to copper. Once
the output transformer is added, the FoM3dB vs. M of the PA core undergoes
a degradation which follows closely the Gt,LS vs. M curve of the transformer
(Figure 5.9a), thus validating Gt,LS as insertion loss figure of merit.
It is often claimed that transformers should be designed to operate below the
SRF [ZHW22], that is the frequency at which the input reactance Xin crosses
0Ω. This is indeed the case for a single inductor, which presents a capacitive
impedance above the SRF as an effect of the parasitic capacitive coupling to-
wards the substrate (see Figure 5.8a). This makes it unusable in scenarios in
which an actual inductive behavior is required, for instance in an LC MNW.
In a transformer the SRF is dictated by the parasitic capacitance between the
primary and secondary coils (Figure 5.8b), which is normally much larger than
the capacitance between each coil and the substrate. Since Xin depends not
only on the transformer itself, but also on the termination impedance ZL of
the secondary, an open circuit (ZL = ∞) is assumed in the definition of SRF.
Since in a real operating scenario ZL is always a finite complex value, at fre-
quencies above the SRF the transformer does not necessarily show a capacitive
impedance. Even in that case, the impedance transformation action remains
effective. Operation above the SRF comes with two issues: (1) the simplified
model of Figure 5.4b becomes unsuitable to drive the design and (2) imbalance
effects [TP21] kick in due to the significant capacitive coupling between the
two coils. The first issue is not of concern because the utilized design method-
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ology does not rely on a circuit model. The second issue is only relevant if
the transformer operates in balun mode. This does not apply to the case under
analysis, in which a fully differential architecture is used.

SUBSTRATE

Csub Csub

(a) (b)

Figure 5.8: Dominant physical mechanisms which determine the SRF: (a) the capacitive coupling
to the substrate in a single inductor and (b) the capacitive coupling between primary
and secondary in a transformer.

Fig. 5.9a shows that limiting the optimization space to transformers that operate
below SRF and with 1:1 turn ratio, huge performance degradation is incurred
for large values of M, which limits the usable PA core size to M = 4. Fig.
5.9b shows that removing the SRF constraint and considering also transformers
with 1:2 turn ratio results in much better performance. As shown in Table 5.1,
the 1:2 turn ratio becomes convenient for M ≥ 4, as the source resistance Rs
becomes low. Transformers with 1:2 turn ratio are typically above SRF at the
design frequency due to the increased stray parasitic capacitance associated to
the coil with 2 turns. In conclusion, using a transformer with 1:2 turn ratio
above SRF, the value M = 8 determined in section 4.3.1 remains the optimum
choice even after accounting for the losses of the output MNW.
Plotting the difference ΔFoM3dB between the FoM3dB values with and with-
out MNW against M (Figure 5.10) reveals that the degradation of FoM3dB
is minimum in the range between M = 2 and M = 4 and starts increasing
monotonically for larger values of M. This behavior is dictated by the source
impedance: for small values of M the transformer has to match ZL = 100Ω to
a much larger Zs,opt, for large values of M to a much smaller Zs,opt, resulting
in both cases in strong mismatch. For intermediate values of M instead, good
match can be achieved simultaneously at input and output, resulting in low
insertion loss.
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(a) (b)

Figure 5.9: Impact of output MNW on PA core performance as a function of M in 16FF at 80 GHz
(a) using transformer with 1:1 turn ratio below SRF and (b) using transformers above
or below SRF, with 1:1 or 1:2 turn ratio.

Table 5.1: Properties of the optimized transformer-based output MNWs from Fig.5.9b (brown
curve).

M (#) Zs,opt (𝛀) ZL (𝛀) Gt,LS (dB) Turn Ratio SRF (GHz)

1 91.1-104.7j 100 -0.6 1:1 84
2 50-57.8j 100 -0.5 1:1 93
4 24.7-29j 100 -0.63 1:2 75
6 17.7-16.2j 100 -0.87 1:2 75
8 13.2-11.7j 100 -0.9 1:2 58.5
10 11.2-6.7j 100 -1 1:2 48.7

5.4.2 Output Transformers in 22SOI

As far as 22SOI is concerned, the optimization methodology can be applied to
determine whether MO2 brings any benefits over MO1 (see Figure 2.12b) in
the IL of the transformer. One obvious advantage of MO2 is that the additional
thick copper metal layer allows to build one more coil with high Q. Moreover
the upper metal layers M9, M10 and AL are at a larger distance from the
lossy substrate, which results in weaker electrical coupling to the substrate
itself [NRB02]. The main disadvantage of MO2 is that M9 and M10 show a
larger vertical separation compared to M8 and M9 in MO1, which translates
into looser magnetic coupling.
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Figure 5.10: ΔFoM3dB vs M at 80 GHz of PA core in 16FF using the transformer-based MNWs of
Table 5.1.

It is found that the largest Gt,LS is achieved using metal layers AL/M9 with MO1
and M10/M9 with MO2. Figure 5.11a shows that adding the output transformer
to the PA core, the peak of FoM3dB shifts from M = 6 down to M = 4 for MO1
and from M = 8 to M = 6 for MO2. This indicates that the limitation caused
by the insertion loss of the MNW comes into play slightly earlier than the one
caused by the interconnects in the active stage. The reason why this does not
happen in 16FF is that Wu is smaller than in 22SOI, so that for a given M
the optimum source resistance is higher. The plot of ΔFoM3dB as a function
of M in Figure 5.11b reveals that using MO2 the degradation introduced by
the transformer is 0.3 dB to 0.6 dB lower than using MO1. This difference is
modest and is independent of M. The conclusion is that most of the benefit
of MO2 comes from the lower parasitics in the interconnections within the PA
core and such benefit becomes noticeable only above a certain value of M. The
benefit on the IL of the transformer-based MNW is less relevant and does not
depend on the size of the active device. Since MO2 was the standard metal
stack option for the tape-out, the simulation and measurement results presented
in the rest of this work are based on it.

5.4.3 Technology Comparison

The PA cores with output MNW in the two technologies optimized according to
the presented methodology are compared in Figure 5.12. The FoM3dB is plotted
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(a) (b)

Figure 5.11: Impact of output MNW on PA core performance as a function of M in 22SOI at
80 GHz: (a) FoM3dB vs M and (b) ΔFoM3dB vs M.

against Pout,3dB instead of M to allow for a comparison at constant output power.
In both processes the output stage with output MNW attains a peak FoM3dB
slightly larger than 78 dB. In 22SOI the peak FoM3dB occurs at approximately
1 dB higher Pout,3dB thanks to the larger size of the unit device. In 16FF the
same FoM3dB is attained at lower Pout,3dB, but PAE3dB and G3dB are slightly
larger than 22SOI, as shown in Table 5.2. This can be explained to a large
extent by the optimized the gate pitch, as discussed in sections 4.3.1 and 4.3.2.

Figure 5.12: Optimized PA core with and without output MNW in 16FF and 22SOI.
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Table 5.2: Performance comparison of optimized PA cores in 16FF and 22SOI with transformer-
based output MNWs at 80 GHz.

Technology Wu (µm) M (#) Wtot (µm) Pout,3dB (dBm) G3dB (dB) PAE3dB (%) FoM3dB (dB)

16FF 19.2 8 153.6 12.7 9.5 25.4 74.3
22SOI 28.8 6 172.8 13.7 9 23.5 74.5

These results lead to the conclusion that, within the limits of the utilized circuit
architecture, the two technologies show very similar performance for the design
of mmW PAs. The fact that this does not align with the expectations discussed
in section 2.2.3 can be explained mainly by three arguments: (1) stacked-FET
architectures, which would definitely favor 22SOI, are not used, (2) the RF
transistor PCell in 16FF offers better layout options than the one in 22SOI and
(3) the possibility of using transformers above SRF makes them less sensitive
to the utilized metal stack profile.

5.5 Transformer characterization techniques

In many situations the characterization of a transformer as standalone compo-
nent is required, for instance in order to build a compact model of the compo-
nent [LKBB12]. In such a case a large number of transformers with different
geometries should be fabricated and measured, depending on the parameter
range to be covered. Other common application scenarios are the verification
of EM simulation tools or the debug of circuits. For this purpose a certain num-
ber of test structures are needed: a main structure, in which the four terminals of
the transformer are routed to two sets of Ground-Signal-Ground-Signal-Ground
(GSGSG) pads, plus a few de-embedding structures, which depend on the uti-
lized de-embedding methodology. In order to achieve the desired accuracy, a
suitable choice of de-embedding methdology [Lou16] and a proper design of
the corresponding structures are crucial. This tends to become more of an issue
as the operating frequency of the circuit grows into the mmW range, since the
smaller device size required to obtain a sufficiently large SRF makes it more
sensitive to the non-idealities of the de-embedding structures. In the study pre-
sented in this section the main and de-embedding structures are EM-simulated
to predict the accuracy of the de-embedded results. In this way some layout
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guidelines are derived which allow to obtain good accuracy of the extracted
parameters in spite of the simple de-embedding method. Several test structures
implementing these guidelines are fabricated on a testchip in the 16FF process
and measured to demonstrate the concept.

5.5.1 Deembedding Methodology

In this study a very simple two-step open/thru de-embedding method [GTR+07]
is employed. Besides the main test structure (Figure 5.13a), this technique
requires the open (Figure 5.13b) and the so-called "loop-back" thru (Figure
5.13c). The open is obtained by removing the DUT from the main structure,
while the loopback thru is obtained from the open by shorting the end points
of each pair of neighboring feedlines. This method belongs to the category of
lumped methods discussed in the introduction to Chapter 3 and, as such, suffers
from the same limitations.
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Figure 5.13: Schematic representations of the measurement structures: (a) main, (b) open and (c)
loop-back thru (reprinted from [2] ©2022 IEEE).

This work proposes a simulation-based methodology to assess the best way to
lay out the test structures prior to hardware fabrication. The goal is to achieve the
highest possible accuracy in the extraction of the transformer parameters, which
can be computed starting from the simplified model of Figure 5.4b [LKBB09]:

Lp =
Im(Zdd,11)

𝜔
(5.16)
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Ls =
Im(Zdd,22)

𝜔
(5.17)

km =

√︄
Im(Zdd,21) Im(Zdd,12)
Im(Zdd,11) Im(Zdd,22)

(5.18)

Rp = Re(Zdd,11) (5.19)

Rs = Re(Zdd,22) (5.20)

where Zdd is the two-port differential-mode impedance matrix of the trans-
former. The key concept is to simulate the main and de-embedding structures,
including the pads, using a commercial full-wave EM solver and compute the
de-embedded parameters using the equations below:

Yto = Ythru − Yopen (5.21a)

Ztr,de = (Ymain − Yopen)−1 (5.21b)

Ztr,de (i, i) = Ztr,de (i, i) − 0.5 ∗ Y−1
to (i, i) (i = 1...4) (5.21c)

where Ymain, Yopen and Ythru are the four-port admittance matrices of the main,
open and thru structures respectively and Ztr,de is the four-port impedance
matrix of the de-embedded transformer. In this way the measurement proce-
dure is closely reproduced in simulation. These results are then compared to
those obtained simulating the transformer standalone (Ztr,sa) to evaluate the de-
embedding error. A very useful way to visualize the performance of a certain
test structure is to plot the percent de-embedding errors ΔLp, ΔLs, ΔRp, ΔRs
and Δkm as a function of frequency (see Figure 5.14). For instance to calculate
ΔLp, the de-embedded Lp,de and the standalone Lp,sa are first computed from
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the differential parts of Ztr,de and Ztr,sa respectively using (5.16) and finally
ΔLp is computed as:

ΔLp =
Lp,de − Lp,sa

Lp,sa
(5.22)

The other de-embedding errors are obtained in a similar way.

5.5.2 Layout Considerations for the Test Structures

Applying this EM simulation-based method one can easily verify that the two
layout features which mostly affect the de-embedding accuracy are the distance
of the DUT from the pad frame and the area of the loop formed by the feedlines.
Table 5.3 shows that ΔLp decreases in absolute value as the distances Δx and
Δy (see Figure 5.13a) between the DUT and the pad frame increase, since
the unwanted magnetic coupling between the DUT and the ground structure is
reduced. The first layout guideline is therefore to place the DUT far enough
from the pad structures to make this effect negligible.

Table 5.3: Simulated de-embedding error on inductance, resistance and coupling factor at 10 GHz
for different values of Δx and Δy (reprinted from [2] ©2022 IEEE).

𝚫x (µm) 𝚫y (µm) 𝚫Lp (%) 𝚫Ls (%) 𝚫km (%) 𝚫Rp (%) 𝚫Rs (%)

34.5 17.6 -16.6 -16.4 -3.2 -6.6 -5.4
34.5 41.6 -11.8 -11.8 -1.9 -8.2 -6.7
60.9 41.6 -6.4 -6 -2.3 -3.6 -1.7

The second critical effect is the over de-embedding of the inductance. It
occurs because the thru structure forms a conducting loop which is not present
in the original structure (see Figure 5.13c), and has therefore slightly higher
inductance than the one which should be de-embedded. In order to mitigate this
effect the feed lines have to be laid out in such a way to minimize the area of the
loop in the thru structure. Table 5.4 shows that using the layout in Figure 5.15b
instead of that in Figure 5.15a the inductance and coupling factor de-embedding
errors improve from -13.2% to -2.6% and from -10% to -3.4% respectively, but
the resistance de-embedding error degrades from -1.3% to -8.3%. The reason
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Figure 5.14: Simulated de-embedding errors for Δ𝑥 = 60.9µm and Δ𝑦 = 41.6µm (reprinted from
[2] ©2022 IEEE).

is probably that the feed lines run close to the ground plane and to one another
for a significant length, which gives rise to substantial coupling and violates the
fundamental assumptions of the de-embedding methodology. A good trade-off
between the inductance/coupling factor and resistance de-embedding accuracy
can be attained using the feedline layout shown in 5.15c, which is taken as
optimal solution.

Table 5.4: De-embedding error on inductance, resistance and coupling factor at 10 GHz for different
feed line layouts (reprinted from [2] ©2022 IEEE).

Feed-line 𝚫Lp (%) 𝚫Ls (%) 𝚫Rp (%) 𝚫Rs (%) 𝚫km (%)

(Figure 5.15a) -13.2 -12.7 -0.8 -1.3 -10
(Figure 5.15b) -2.6 -2.8 -8.9 -8.3 -3.4
(Figure 5.15c) -7.1 -6.2 -5.1 -4.2 -1.4

5.5.3 Measurement Results

A testchip with six different transformer layouts employing the optimized de-
embedding structures described in section 5.5.2 has been designed and fab-
ricated in the 16FF process, as shown by the die micrograph in Figure 5.16.
These devices utilize the two top copper layers of the stack, M8 and M9 and the
aluminum layer AL (see Figure 2.12a). The geometrical features of the various
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Figure 5.15: Test structures with different feed line layouts: (a) large-loop feed lines, (b) small-loop
feed lines and (c) 45◦ feed lines (reprinted from [2] ©2022 IEEE).

DUTs are reported in Table 5.5, where the transformer parameters are defined
as in section 5.4. Thanks to their relatively small size all the transformers show
SRF above 80 GHz.

Figure 5.16: Die micrograph (reprinted from [2] ©2022 IEEE).

The 4-port measurements have been performed through on-wafer probing us-
ing a VNA calibrated up to the probe tips with frequency range from DC to
67 GHz. Figure 5.17 shows the simulated and measured de-embedding error on
inductance (Figure 5.17a), resistance (Figure 5.17b) and coupling factor (Figure
5.17c) for DUT1. The measured de-embedding error is computed in the exact
same way as shown in section 5.5.1, but using measured instead of simulated
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Table 5.5: Geometrical features of the transformers in the testchip (reprinted from [2] ©2022 IEEE).

DUT Type Mp Ms Nt,p Nt,s rp (µm) rs (µm) wp (µm) ws (µm)

1 Stacked M9 AL 1 1 35 35 4 4
2 Stacked M9 M8 1 1 35 35 4 4
3 Stacked M9 AL 2 1 35 31 4 4
4 Interleaved M9 M8 1 1 35 30 4 4
5 Interleaved AL AL 1 1 29 35 4 4
6 Interleaved M9 M8 2 1 35 30 4 4

data. Since it is inherently not possible to measure the standalone transformer,
the error is computed with respect to the simulated data:

ΔLp,meas =
Lp,de,meas − Lp,sa,sim

Lp,sa,sim
(5.23)

The measured de-embedding errors of inductance and coupling factor show
very good agreement with the simulations. The resistance instead shows quite
substantial deviation due to the low measured values (∼1Ω), resulting in large
relative error.
Table 5.6 reports the measured (subscript "m") and simulated (subscript "s")
values of the de-embedding errors at 40 GHz for the remaining devices. The
data show that the measuredΔLp andΔkm are generally in good agreement with
the simulated values. The residual disagreement stems from the fact that the
EM simulation of the pad structure requires significant layout simplification in
order to complete in a reasonable time, which comes invariably at the cost of
lower accuracy. Also in this case significant ΔRp and ΔRs are observed. The
overall satisfactory agreement between measurements and simulations validates
the discussed layout guidelines for the de-embedding structures.

5.6 Summary

This Chapter has analyzed different techniques to determine the insertion loss
caused by the impedance MNWs within a PA without requiring the simulation
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(a) (b)

(c)

Figure 5.17: Measured and simulated de-embedding error on (a) inductance, (b) resistance and (c)
coupling factor for DUT1 (reprinted from [2] ©2022 IEEE).

of the complete circuit. Building on this knowledge, a large-signal generaliza-
tion of the transducer gain has been identified as the most appropriate figure of
merit for the design of the matching networks. A layout optimization technique
based on this figure of merit was presented and applied to the synthesis of
transformer-based MNWs with minimum loss for the 16FF and 22SOI output
stages designed in Chapter 4. This analysis has shown that transformers oper-
ating above the SRF and utilizing the 1:2 turn ratio can effectively reduce the
insertion loss in scenarios with large impedance transformation ratios. Further-
more, the methodology allowed for a systematic comparison between the two
RF metal stack profiles available in 22SOI. It was demonstrated that the benefit
of an additional ultra-thick metal layer lies rather in the reduced interconnect
parasitics within the PA core than in a better insertion loss of the transformer.
This benefit was shown to be fairly limited for the analyzed PA architecture,
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Table 5.6: Measured and simulated de-embedding errors for all DUTs at 40 GHz (reprinted from [2]
©2022 IEEE).

DUT 𝚫Lp,m
(%)

𝚫Lp,s
(%)

𝚫Ls,m
(%)

𝚫Ls,s
(%)

𝚫km,m
(%)

𝚫km,s
(%)

𝚫Rp,m
(%)

𝚫Rp,s
(%)

𝚫Rs,m
(%)

𝚫Rs,s
(%)

1 -7.7 -8.6 -9.6 -9.4 -3.6 -3.8 -72.2 -7.7 -58.1 -6.9
2 -5.2 -11.5 -5.8 -10.9 -3 -2.6 -63.4 -18.4 -32.9 -13.4
3 -2.4 -8.3 -6.1 -8.6 -1.6 -2.9 -25.5 -14.6 -37.2 -6.1
4 -4.2 -8.6 -2.3 -7.6 -11.3 -4.4 -60.1 -13.7 -38.9 -7.6
5 -9.1 -7.7 -10.5 -8 -7.8 -6.4 -45.3 -10.5 -34.4 -10.6
6 -4.9 -9.5 -0.5 -9.9 -6.7 -1.6 -59 -23 -36.9 -13.9

which should encourage circuit designers to use the less expensive metal stack
profile with only one ultra-thick copper layer. A comparison between the 16FF
and 22SOI processes revealed that, contrary to the common understanding, the
two technologies show very similar performance. This can be attributed to a
large extent to a more carefully optimized RF transistor layout in 16FF. Finally
a test structure concept for the characterization of standalone transformers was
presented, which can be profitably used for modeling or circuit debug purposes.
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The design methodologies presented in Chapters 4 and 5 enabled an unbiased
benchmarking and comparison of the 16FF and 22SOI processes. This was
done for the design of the output section of a PA at 80 GHz with optimal power-
gain-efficiency trade-off. Since the presented conclusions were drawn on the
basis of simulations only, they require validation by hardware results. In order
to show that the described methodology leads to a real and functional design, a
multi-stage PA should be used as circuit demonstrator. This is indeed the typical
architecture utilized in mmW transceiver due to the limited gain of the active
devices at such high frequencies. Besides reflecting the simulated behavior,
the design should also be free of unwanted oscillations, which are a common
plague in analog circuits with high gain.
Serving this validation purpose, this Chapter deals with the design and charac-
terization of full PA prototypes in the 16FF and 22SOI processes. The utilized
ouput stages and output MNWs are those designed in the previous two Chapters,
with only some minor differences dictated by external constraints. Besides the
functional circuit design, lot of attention is devoted to the modeling techniques
for best model-hardware correlation and the necessary checks to detect unde-
sired oscillations prior to IC fabrication. On the measurement methodology
front, a suitable technique is described to deal with the challenge of on-wafer
fully differential E-band measurements. In the last part of the Chapter, the
measured performances of the 16FF and 22SOI prototypes are analyzed and
compared to previous art. The main results related to the 16FF PA prototype
presented in this Chapter are extracted from [3].
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6.1 PA Prototype in 16FF

6.1.1 Design Considerations

In mmW circuit design it is common practice to exploit the input and output
transformers to convert the differential signals into single-ended. While this
is sometimes justified by the application, for instance if the output of the PA
drives directly the antenna of the TX, in many cases the main motivation is
to provide a more measurement-friendly interface. As discussed in section
5.4, the design of a balun comes with imbalance requirements which typically
restrict the design space to transformers which operate below the SRF, leading
to performance degradation. For these reasons in this work it is decided to use a
fully differential configuration for the PA prototypes, with the input and output
routed to GSGSG pads. This simplifies the design of the input and output
transformers but introduces new challenges in the measurement, which has to
be performed with a 4-port VNA in true differential mode. In order to measure
at frequencies up to 110 GHz, the utilized VNA model requires a frequency
extender at each port. Due to the high loss of the cables and of the extenders at
such high frequencies, the VNA can provide at most −3 dBm differential power
at the input of the PA. With this set of boundary conditions it is found that in
16FF two driver stages are required to make sure that the output stage attains
saturation at the design frequency of 80 GHz.
As mentioned in section 2.1.4, the design starts from the output stage and
proceeds backwards. The output stage is the one determined in section 4.3.1,
with the only difference that the input signal lines run on M8 instead of M9.
This reflects a previous version of the core design with reduced Cgd which was
in use at the time of the tape-out, as briefly mentioned in section 4.1. The output
MNW is obtained starting from the one with M = 8 in section 5.4.1, which is
re-tuned replacing ZL = 100Ω with a value which includes the contributions
of the output RF pads and the attached feedlines. The driver stages utilize the
same unit NDP cell as the core. Since the combined gain of the core and the
output MNW is less than 10 dB, PAEPA is significantly affected by PAEdr (2.6),
where the subscript "dr" stands for "driver". The multiplicity Mdr = 4 is chosen
in such a way that the driver is in 0.5-dB compression at the output power level
which forces the output stage in 3-dB compression. This ensures that the driver
does not compress before the output stage [YMYZ15], while simultaneously
allowing to maintain decent PAEdr. For the same reason, the gate bias Vg,dr
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is set slightly lower than in the output stage, namely Vg,dr = 0.45 V. The pre-
driver, abbreviated "predr" in the formulas, is designed to be approximately in
0.2-dB compression at the output power level which forces the driver in 0.5-
dB compression. This is achieved with Mpredr = 2 and Vg,dr = 0.5 V. Since
the driver and output stage have a combined gain of more than 18 dB, PAEPA
is almost insensitive on PAEpredr. The inter-stage and input MNWs are also
designed using the layout optimization methodology of section 5.4. Table 6.1
shows a list of all the transformer-based MNWs in the PA with the related
geometrical features, as defined in section 5.4.

Table 6.1: List of transformer-based MNWs used in the 16FF PA prototype.

Type Mp / Ms np:ns rp / rs (𝛍m) wp / ws (𝛍m) sp / ss (𝛍m) xoff (𝛍m)

Input MNW M8 / M9 1:1 36 / 48 6 / 6 - / - 15
Inter-stage MNW 1 M8 / M9 1:1 23 / 35 5 / 10.8 - / - 8
Inter-stage MNW 2 M8 / M9 1:1 17 / 18 7 / 2 - / - 0

Output MNW AL / M9 1:2 31 / 30 12 / 5 - / 6 4

The complete PA includes two sets of four horizontally-arranged DC pads,
located respectively at the top and bottom side of the die, as shown in Figure
6.1b. They are used to set the DC ground VSS and to provide the active devices
with the gate bias voltages Vg,predr, Vg,dr and Vg,outst and the supply voltage VDD
through the center taps of the transformers. Since a minimum vertical separation
of 150 µm is required between the DC and RF pads to be able to connect the
DC and RF probes at the same time, a large chip area remains potentially
empty. This is filled with large decoupling capacitors, which stabilize the
supply voltage and improve the Common Mode (CM) stability, as discussed at
length in section 6.1.2. The PA includes also a low-resistivity ground mesh on
metal layers M1-M8 to minimize the IR drop. This is only critical for the DC
currents, since in a differential circuit negligible signal current flows through
the ground. The ground mesh serves also the purpose of connecting the grounds
of the supply and of the RF probes, bringing them to the same potentials. The
die micrograph of Figure 6.1b shows that the prototype occupies an area of
0.064 mm2, excluding the pads and the decoupling network.
For the simulation of the complete circuit, a comprehensive representation is
built using the PDK models for the transistors and the capacitors, along with an
S-parameters model for the passives and the interconnects. This is accomplished
using an EM simulator which allows to exclude the PDK components from the
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Figure 6.1: (a) Simplified layout for EM simulation and (b) die micrograph of the three-stage 16FF
PA prototype.

simulation, generate the S-parameter model of the interconnects and finally
assemble the circuit elements together. In order to avoid unacceptably long
simulation times, the RF and DC pad structures and the decoupling capacitors
are excluded from the EM simulation. This is shown in the simplified layout
of Figure 6.1a, in which the interface ports of the model are highlighted in
black. The excluded elements are taken into account separately in the top-level
simulation model of Figure 6.2, where the block "PA" is the comprehensive
representation of the PA discussed above. The RF pad structure is modeled
by two ideal lumped capacitors of capacitance Cpad connected between each
RF input/output and the corresponding RF ground. The value Cpad = 25 fF
is determined from an EM simulation of the pad structure standalone. The
decoupling capacitors Cdec are also placed externally as lumped components,
whereas the DC pads are not modeled at all due to their negligible impact on
the performance.
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Figure 6.2: Top-level simulation model of the three-stage PA prototype.

6.1.2 Stability Analysis

An unstable behavior of a circuit is defined as the unwanted build-up of oscil-
lations caused by the presence of a loop with positive feedback across a block
with large gain. In RF and mmW amplifiers utilizing the CS configuration this
unwanted path typically goes through the Cgd of the active device. Stability
is particularly critical in differential PAs because oscillations can potentially
build up in the Differential Mode (DM) as well as in the CM, especially at
low frequencies, at which the gain of the active devices is large. As a conse-
quence, stability has to be carefully checked for both modes from DC up to
the operating frequency. One advantage of differential PAs based on the NDP
is that in-band DM stability is obtained by design, but unfortunately neither
out-of-band DM stability nor CM stability are guaranteed [DR14]. Over the
years several methods have been proposed to determine potential oscillations
prior to the fabrication of the IC [Sua15]. Unfortunately none of these methods
is "universal" and in fact each of them proves more or less effective depending
on the type of instability, which is typically not known a priori. One popular
method consists in ckecking that the stability factor μ (6.1) for the desired mode,
that is DM or CM, be greater than 1 across the entire frequency range.

μ =
1 − |S11 |2��S22 − S∗
11ΔS

�� + |S12S21 |
> 1 (6.1)

In order to emulate the variation of the bias point over time in Large Signal
(LS) operation, the gate and drain bias voltages of all stages are swept in the
ranges [0,2Vgs] and [0,2VDD] respectively to cover all the theoretically possible
combinations. The CM stability can be assessed using the simulation setup in
Figure 6.3 to derive the stability factors μcc,i, where the subscript i refers to
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the stage under analysis (i = 1, 2, 3). For each stage the two single-ended ports
for the S-parameters (SP) analysis are connected to the Vg,i and VDD lines re-
spectively. The input and output of the PA are terminated on 100Ω differential
to reflect the actual operation of the circuit. The DM stability can be assessed
from μdd, which is obtained from the test setup of Figure 6.2, with two differ-
ential ports placed at the main input and output of the circuit. To be completely
rigorous, this analysis should be also performed for each stage individually, but
is unfortunately not possible due to unavailability of the internal signal nodes
in the PA model.
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Figure 6.3: Test setup for the CM stability analysis.

For the CM analysis it is important to model the supply network as accurately as
possible. The parasitic inductance of the DC cables used for the measurement
is particularly critical as it can favor the build-up of CM oscillations. In the
model of Figure 6.3 it is set to a conservative estimate of 1 µH. The decoupling
capacitors Cdec,g and Cdec,d are used to damp any potential CM oscillation and
for this reason they come with the additional series resistances Rdec,g and Rdec,d
to lower the Q-factor. Even though they are located on-chip, in this testbench
they are added as external components for the reasons explained in section 6.1.1.
The effect of Cdec on the CM stability of the output stage is demonstrated in Fig-
ures 6.4a and 6.4b: without any decoupling capacitors there is a potential CM
instability (μcc < 1) around 1 GHz, whereas with decoupling capacitors uncon-
ditional stability (μcc > 1) is attained over the entire frequency range. The uti-
lized capacitors are a combination of MOM and Metal-Insulator-Metal (MIM)
devices with total capacitances of Cdec,g = 104.7 pF and Cdec,d = 348.4 pF. The
associated series resistances are Rdec,g = 0.36Ω and Rdec,d = 0.14Ω. Figures
6.5a and 6.5b show that the pre-driver and driver stages are also unconditionally
stable for the CM with the same amount of decoupling capacitance as in the
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output stage. Finally, Figure 6.6 shows that the DM is stable over the whole
frequency range.

(a) (b)

Figure 6.4: Common-mode stability factor μcc of the 16FF PA prototype as a function of frequency
for different bias conditions, with excitation applied to the output stage, (a) without and
(b) with decoupling capacitors.

(a) (b)

Figure 6.5: Common-mode stability factor μcc of the 16FF PA prototype as a function of frequency
for different bias conditions, with excitation applied to (a) the pre-driver and (b) the
driver.

The μ-factor analysis is based on the S-parameters and as such is only suitable to
detect linear instabilities [MNQ+99]. There exists another class of instabilities
called parametric oscillations, which can arise in the large-signal regime due
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Figure 6.6: Differential-mode stability factor μdd of the 16FF PA prototype as a function of fre-
quency for different bias conditions.

to the non-linearity of the parasitic capacitances of the active devices. While
a rigorous analysis of these phenomena [SJR06] is beyond the scope of this
work, one simple way to detect them is to run a transient analysis injecting a
short pulse with large amplitude and broad frequency content into the PA and
checking for oscillations at the output. The test is run for the same scenarios
considered in the μ-factor analysis, but in this case the voltage waveforms vout,p
and vout,m at the two differential output terminals are sampled. The injected
signal is a 1.6 V triangular pulse with rise and fall times of 1 ps each. As shown
in Figure 6.7, the output response dies out in about 0.2 ns in all the analyzed
scenarios, which indicates a stable behavior.

6.1.3 Measurement Results

The three-stage 16FF prototype was fabricated and characterized using a 4-port
VNA in true differential mode calibrated up to the probe tips. In the reported
sample the Vgs bias voltages of the three stages were increased by 3.5 mV to
obtain the same quiescent drain current as in the simulation, Id = 134 mA.
This step is necessary to compensate for small fluctuations of the transistor Vt
caused by process variations. The resistive losses on the supply line caused
by the cables and the DC probes were compensated by a suitable increase of
VDD and reduction of VSS to ensure a potential difference of exactly 0.8 V
between the VDD and VSS pads. The measured and simulated differential-mode
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(a) (b)

(c) (d)

Figure 6.7: Transient stability analysis of the 16FF PA prototype with CM step signal applied on
(a) pre-driver, (b) driver and (c) output stage and (d) with DM step signal applied to the
input.

small-signal S-parameters |Sdd,ij | are plotted in Figure 6.8, showing excellent
correlation for |Sdd,21 | and good correlation for |Sdd,12 |. As for |Sdd,11 | and
|Sdd,12 |, some deviation is observed due to the approximated model used for the
RF pads. In these simulations the layout parasitics of the amplifying stages were
modeled using RC extraction up to M3 and EM simulations from M3 to M9,
which resulted in better model-hardware correlation compared to the full EM
simulation methodology discussed in section 4.1. Since the substrate contact
of the NDP was drawn manually, as explained in section 4.3.1, RC extraction
is required to generate a model of the substrate network. The peak of |Sdd,21 |
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6 PA Design and Characterization

is located at 70 GHz, about 10 GHz below the design frequency. This effect is
a consequence of the utilized design methodology and becomes apparent upon
incorporation of the driver stages.

Figure 6.8: Measured and simulated differential-mode S-parameters of the three-stage 16FF PA
prototype.

The large-signal measurements have been performed using the same setup, with
the four VNA sources and receivers leveled from −43 dBm to −6 dBm, so that a
true differential signal with power Pin ranging from −40 dBm to −3 dBm could
be presented at the input of the PA. The VNA measures the differential G of the
PA, which is equal to the large-signal |Sdd,21 |, and uses it to derive Pout, taking
into account the insertion loss of the input RF probe. Measuring the current
consumption Id with the power supply, the PAE can be easily determined.
Figure 6.9 shows that the measured Psat and PAEpeak as a function of frequency
match very well to the simulations. The slight deviation in the low-frequency
range can be explained by the mismatch between the measured and simulated
|Sdd,11 | and |Sdd,22 |. The largest FoM3dB is achieved at 70 GHz, which coincides
with the peak of |Sdd,21 | observed in Figure 6.8. At this frequency the PA has
Gss = 34.9 dB, Psat = 15.2 dBm and PAEpeak = 30.3%, as shown in Figure
6.10a. The measured Id in Figure 6.10b shows very good agreement with the
simulations and a typical class-A behavior, with the active stages fully turned
on also at very low Pin levels.
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6.2 PA Prototype in 22SOI

Figure 6.9: Measured and simulated Psat and PAEpeak as a function of frequency of the 16FF PA
prototype.

(a) (b)

Figure 6.10: Measured and simulated (a) Pout, G, PAE and (b) DC current consumption of the 16FF
PA prototype as a function of Pin at 70 GHz.

6.2 PA Prototype in 22SOI

Most of the design and the measurement considerations presented in section
6.1 are applicable also to the PA prototype in 22SOI. However, due to time
constraints and export control issues, the circuit was designed for a different
frequency and output power level. Specifically, the center frequency was chosen
to be 70 GHz instead of 80 GHz to comply with the US export control rules.
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Moreover, the multiplicity of the output stage was set to the conservative value
Moutst = 4, as the results presented in section 4.3.2 were not available at the
time of the tape-out. Finally, similarly to 16FF, the input lines of the core were
drawn on M9 instead of M10. Consistently with the conclusions of section 4.3.2,
the gate bias voltage of the output stage was set to Vg,outst = 0.5 V. Due to the
lower Wtot and operating frequency compared to 16FF, a single driver stage was
found to be sufficient to saturate the circuit at the center frequency. The driver
multiplicity and bias voltages were chosen to be Mdr = 1 and Vg,dr = 0.5 V
to ensure 0.5-dB compression at the output power level which drives the core
stage in 3-dB compression. The features of the input, output and inter-stage
transformer-based MNWs obtained from the layout optimization methodology
of section 5.4 are reported in Table 6.2. The prototype occupies an area of
0.083 mm2 excluding the measurement pads and the decoupling network, as
shown in the die micrograph in Figure 6.11.

Table 6.2: List of transformer-based MNWs used in the 22SOI PA prototype.

Type Mp / Ms np:ns rp / rs (𝛍m) wp / ws (𝛍m) sp / ss (𝛍m) xoff (𝛍m)

Input MNW M10 / M9 1:1 62 / 58 8 / 4 - / - 20
Inter-stage MNW M10 / M9 1:1 28 / 32 6 / 12 - / - 4

Output MNW M10 / M9 1:2 42 / 44 16 / 6 - / 7 4

The measured small-signal S-parameters in Figure 6.12a show that |Sdd,21 |
peaks at about 64 GHz. This is significantly below the design frequency, but
the shift of 6 GHz is lower than the one observed in 16FF, which seems to be
a consequence of the lower number of stages. A sharp drop of |Sdd,21 | around
35 GHz is also observed, which results in a discrepancy of approximately 5 dB
with the simulations at frequencies above this value. The reason turns out to be
that the circuit has an undesired oscillation at about 17 GHz, even without any
RF excitation applied. This is clearly visible from the output spectrum in Figure
6.12b, where OUT+ and OUT- represent the two output terminals of the PA.
This effect was not predicted by the stability analysis performed before tape-
out due to some inaccurate assumptions in the testbench. A μ-factor analysis
conducted a posteriori with a more accurate testbench shows indeed a potential
CM instability around 20 GHz (see Figures 6.13a and 6.13b), which is very
close to the measured oscillation. The simulation also reveals a potential CM
as well as DM oscillation around 40 GHz, as shown in Figures 6.13b and 6.13c,
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6.2 PA Prototype in 22SOI

520 m

160 m

Figure 6.11: Die micrograph of the two-stage 22SOI PA prototype.

which is however not observed in the measurement. Applying an in-band CW
excitation at the input, the oscillation decreases in amplitude as the power of
the input signal increases and eventually it disappears completely, as shown in
Figures 6.14a and 6.14b. The reason is that at large signal levels the gain of
the PA gets compressed and eventually the loop gain of the system is no longer
sufficient for the onset of an oscillation. In the CW measurements as a function
of Pin this effect translates into a progressive reduction of the gap between the
measured and simulated gain with increasing Pin, as shown in Figure 6.15a. The
measurement was taken at f0 = 66 GHz, at which the PA shows the largest FoM.
The large-signal performance as a function of frequency (Figure 6.15b) shows
also very good correlation between model and hardware. The simulations were
performed using a model of the PA with the layout parasitics extracted entirely
by means of EM simulations, without the need of RC extraction below M3. The
reason is that, differently from 16FF, the substrate contact from the standard
transistor PCell was used, so that the effect of the substrate network is correctly
captured within the transistor model. Based on the collected data, it is expected
that the excellent correlation between simulations and measurements observed
in large-signal conditions will be extended to the small-signal regime after
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6 PA Design and Characterization

applying suitable stabilization measures. For this reason the demonstrated PA
prototype validates the conclusions about 22SOI presented in Chapters 4 and
5.

(a) (b)

Figure 6.12: (a) Measured and simulated differential-mode S-parameters and (b) output spectrum
with DC bias an no RF excitation of the two-stage PA prototype in 22SOI.

6.3 Comparison to Previous Art

Table 6.3 shows a comparison with previous art in the E-band in various
technologies. For this comparison a modified version FoMmod of the ITRS
figure of merit is used, with Gss divided by Nstages to limit the impact of the
gain, as shown in the footnote of Table 6.3. The displayed data confirms the
well-known fact that FinFET technologies [CPH19,CCW+21] show worse per-
formance compared to SOI [CCE20], bulk CMOS [ZR15], SiGe [WR19] and
III-V semiconductor technologies [GURP15] for the implementation of mmW
PAs.
The 16FF prototype achieves competitive FoMmod with previous art in FinFET
technologies [CCW+21] in spite of the simpler architecture and the lower VDD.
The 3dB-bandwidth BW is only 9 GHz because the impedance matching has
been performed only at the center frequency. The core area of 0.064 mm2 is in
line with those reported by other works in deeply scaled CMOS technologies.
As far as the 22SOI prototype is concerned, the measured FoMmod is signif-
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(a) (b)

(c)

Figure 6.13: μ-factor stability analysis for the 22SOI PA prototype for different bias conditions (a)
with CM excitation on driver, (b) with CM excitation on output stage, (c) with DM
excitation.

icantly lower than the one reported in [CCE20]. This primarily stems from
not utilizing the stacked-FET architecture, thereby sacrificing a key benefit of
SOI technologies (refer to section 2.3). Coupled with the sub-optimal design
choices discussed in section 6.2, the resulting Pout falls short of the potentially
achievable value. The core area of 0.083 mm2 is larger than that of the 16FF
prototype in spite of the smaller number of stages, mostly due to the large size
of the input MNW.

6.4 Summary

This Chapter discussed the design of the complete PA chain starting from
the optimized active stages and matching networks determined in Chapters 4
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6 PA Design and Characterization

(a) (b)

Figure 6.14: Output spetcrum of the 22SOI PA with CW input differential signal at 64 GHz with
(a) Pin = −16 dBm and (b) Pin = −14 dBm.

(a) (b)

Figure 6.15: Measured and simulated large-signal performance of the 22SOI PA prototype: (a)
Pout, G and PAE vs Pin at 66 GHz and (b) Psat and PAEpeak vs frequency.

and 5 respectively. Techniques for the modeling of the PA as well as for the
assessment of the stability were also discussed. Following these guidelines,
one PA prototype with three stages and center frequency of 80 GHz and one
with two stages and center frequency of 70 GHz were fabricated in the 16FF
and 22SOI processes respectively. The 16FF prototype demonstrated state-
of-the-art performance among the E-band PAs in FinFET technologies, thus
validating the adopted design methodology. Conversely the performance of the
22SOI prototype remained significantly below the state of the art due to some
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Table 6.3: Performance comparison with state-of-the-art E-band PAs

This work This work [CPH19] [CCW+21] [CCE20] [ZR15] [WR19] [GURP15]

Technology 16 nm
FinFET

22 nm
FD-SOI

22 nm
FinFET

16 nm
FinFET

22 nm
FD-SOI

40 nm
bulk CMOS

0.12 µm
SiGe

150 nm
InP HBT

Frequency (GHz) 70 66 75 65 64 73 70 74
Vsupply (V) 0.8 0.8 1 0.95 1.6 1.8 2 1.8
Vsupply per

transistor (V) 0.8 0.8 1 0.95 0.8 0.9 2 1.8

Nstages (#) 3 2 2 2 2 2 1 1
Gain (dB) 34.9 26.6 (est.) 16.6 21.4 31 25.3 22 10
Psat (dBm) 15.2 11.9 12.8 17.9 21 22.6 24 26.3

PAEpeak (%) 30.3 29.4 26.3 26.5 28.7 19.3 12 27.6
Core Area (mm2) 0.064 0.083 0.054 0.107 0.0335 0.25 3.34 1.72

BW (GHz) 9 7 24 13 NA NA 15 33
FoMmod (dB) 78.5 76.3 72.8 79.1 87.2 85.4 93.7 88.1

*FoMmod = Psat (dBm) + Gss
Nstages

(dB) + 10 log10 (PAEpeak (%) ) + 20 log10 (f0 (GHz) )

sub-optimal design choices. Additionally, an unexpected oscillatory behavior
was observed in the low frequency range, which disrupted the performance
in the small-signal regime. The very good match between simulations and
measurements observed for both processes provides a sound validation for the
technology considerations made in Chapters 4 and 5, which are also the key
conclusions of the entire work.
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7 Conclusions

In this research work the suitability of deeply scaled CMOS processes for
millimeter-wave PAs was thoroughly analyzed. Key challenges related to the
active and passive device modeling and characterization as well as to the cir-
cuit design were addressed. The relevance of the gate resistance in FinFET
technologies and its impact on the performance of the PA were discussed in
detail and a novel measurement technique with only one de-embedding struc-
ture was proposed and verified with hardware results in the 16 nm FinFET
process. A simple measurement technique for integrated transformers with two
de-embedding steps was also described and validated with test structures in
16 nm FinFET.
From the circuit design standpoint one of the main achievements was the devel-
opment of a technology-independent methodology for the design of E-band PAs
with optimal performance. This methodology utilized the ITRS figure of merit
and a large-signal generalization of the transducer power gain to optimize the
amplifying stages and the transformer-based matching networks respectively.
At such high frequencies the fundamental challenge was identified in the de-
sign of the output stage, which should be electrically large to obtain the largest
possible output power but physically compact to minimize the performance
degradation caused by the layout parasitics.
The application of said methodology to the design of PA output sections in
the 16 nm FinFET and in a 22 nm FD-SOI processes, coupled with a detailed
analysis of the electromigration effects, has lead to numerous interesting con-
clusions at the technology level. The initial expectation was that 22 nm FD-SOI
would show better performance than 16 nm FinFET due to the lower transistor
parasitic capacitances, more easily predictable gate resistance, better substrate
isolation, lower sensitivity to electromigration and availability of a metal stack
option with two ultra-thick metal layers. The two processes have shown in
fact very similar performance. This is partly due to the fact that stacked-FET
architectures, which are particularly suitable to SOI thanks to the complete
substrate isolation, were excluded from this investigation. This was however
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done with the precise purpose of focusing on more fundamental features of
the two processes. At the RF transistor layout level, the gate pitch was found
to play a significant role: it should be large enough to reduce the parasitic
capacitance and improve the resilience to electromigration but small enough to
prevent an overhead of gate resistance and routing parasitics. In this repect the
16 nm FinFET PDK offers a better trade-off compared to 22 nm FD-SOI, but
this could be in principle improved with a custom device layout and model.
As far as the metal stack is concerned, it has been proved that the availability
of additional ultra-thick layers brings more benefits in the performance of the
amplifying stages than in the insertion loss of the matching networks. In the
analyzed frequency range this advantage is relatively modest, so that the metal
stack option with only one ultra-thick metal layer allows for a significant cost
reduction without major performance penalties. In terms of reliability, the
simulations have confirmed the expectations that 16 nm be more sensitive to
self-heating effects. The different assessment methodologies adopted by the
two foundries did not allow a comparison of the physical capabilities of the two
processes, but have shed some light on their individual margins.
These results were validated by a fully differential E-band PA prototype in each
of the two technologies, which showed in both cases very good model-hardware
correlation. The 16 nm FinFET prototype showed also state-of-the-art perfor-
mance compared to other published works in the E-band in FinFET technolo-
gies, which further enhances the value of the proposed design methodology.
In conclusion the main contribution of this thesis is to provide an original
perspective on several known technological questions and design challenges of
millimeter-wave front-end circuits in CMOS technologies, proposing original
solutions for each of them. This work offers multiple promising hints for future
research endeavors, such as the adaptation of the layout optimization method-
ology to the design of transformers-based baluns, the assessment of the impact
of the metal stack profile at lower operating frequencies and the application of
the algorthmic design methodology to more advanced CMOS nodes.
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A Appendix

A.1 Transformer Maximum Efficiency

Assuming a complex load impedance consisting of a resistance RL with a series
capacitance CL for the low-frequency model of the transformer in Figure 5.4b,
the conditions under which (5.7) is valid are:

1
ωCL

= ωLs (A.1)

ωLp =
RL

n2

√︄
1

Q2
s
+

Qp

Qs
k2

m

(A.2)

where n2 = Ls/Lp.
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