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Outline

● Machine Learning Operations (MLOps) definition(s)

● MLOps landscape of platforms & tools

● AI4EOSC MLOps practices
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MLOps

Wikipedia: MLOps is a paradigm that aims to deploy and maintain machine learning models in 
production reliably and efficiently.

Google:  MLOps is an ML engineering culture and practice that aims at unifying ML system 
development (Dev) and ML system operation (Ops). 

Databricks*): MLOps is the set of processes and automation for managing data, code and models 
to improve performance stability and long-term efficiency in ML systems

*) The Big Book of MLOps: Second Edition (Databricks)
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https://en.wikipedia.org/wiki/MLOps
https://cloud.google.com/architecture/mlops-continuous-delivery-and-automation-pipelines-in-machine-learning
https://www.databricks.com/resources/ebook/the-big-book-of-mlops


MLOps
MLOps: 

culture, practices, processes of automation for managing data, development, models, operations
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Credit: NealAnalytics

https://nealanalytics.com/wp-content/uploads/2020/07/MLOps-Datasheet.pdf


MLOps automation levels (Google)
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ML Pipeline

Data validation, preparation, 
Model Training, Validation/Testing

https://cloud.google.com/architecture/mlops-continuous-delivery-and-automation-pipelines-in-machine-learning


MLOps automation levels (Google)
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ML Pipeline

Data validation, preparation, 
Model Training, Validation/Testing

● Automated ML pipeline with 
Continuous Training (CT)

● Model Continuous Delivery (CD)
(not the pipeline!)

● Continuous Monitoring (CM)
& Triggering

     Level 1 
     +
● Continuous Integration and 

Deployment of ML pipeline
(CI/CD)

https://cloud.google.com/architecture/mlops-continuous-delivery-and-automation-pipelines-in-machine-learning


MLOps platforms & tools (subset)

7Credit: AIMultiple Research

https://research.aimultiple.com/mlops-tools/
https://research.aimultiple.com/mlops-tools/


Criteria to assess MLOps Platforms*)

MLOps Platforms

Only open source is considered

● Orchestration (O)
● Distributed Training (DT)
● Code Management (CM)
● Model Development (MDV)
● Model Testing/Validation (MTV)
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*) from L.Berberi “Machine Learning Operations Landscape: Platforms and Tools”, submitted

● Model Inference (MI)
● Model Deployment (MDP)
● Experiment Tracking and Metadata Store (ETMS)
● Data Versioning and Management (DVM)
● Model Performance Monitoring (MPM)

Real-world implementation depends on your needs and other already implemented services



MLOps Platforms
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from L.Berberi “Machine Learning Operations Landscape: Platforms and Tools”, submitted



MLOps Platforms

from L.Berberi “Machine Learning Operations Landscape: Platforms and Tools”, submitted
 very limited open-source version
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MLOps Platforms

from L.Berberi “Machine Learning Operations Landscape: Platforms and Tools”, submitted
 very limited open-source version                        K8s bound
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MLOps Platforms

from L.Berberi “Machine Learning Operations Landscape: Platforms and Tools”, submitted
 very limited open-source version                        K8s bound                    TF-bound                    Builds on top of other tools
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Criteria to assess Drift tools*)

MLOps Drift tools
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*) from L.Berberi “Machine Learning Operations Landscape: Platforms and Tools”, submitted

Only open source is considered.

Types of drift detectors reviewed:

● Change drift :   monitor single variables in the streaming context
● Concept drift :  monitor the performance of the model, trying to identify shifts in the learned 

                           concept, i.e. between the data’s feature values and their labels
● Data drift :        monitor the distribution of the data features (model-agnostic)
● Ensemble:        groups of detectors combined to draw the conclusion

Two data modes are reviewed: streaming and batch 



MLOps Drift tools
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from L.Berberi “Machine Learning Operations Landscape: Platforms and Tools”, submitted



MLOps Drift tools
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from L.Berberi “Machine Learning Operations Landscape: Platforms and Tools”, submitted



AI4EOSC practices
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AI4EOSC practices
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DEEPaaS APIAI4EOSC 
Platform

Jenkins

AI4Compose:

Demo: 
Oct 2, 2:00 PM

Demo: 
Oct 2, 2:30 PM

Flare

Demo: 
Oct 3, 13:30

NB: same AI4OS stack for 

https://frouros.readthedocs.io/
https://dashboard.cloud.ai4eosc.eu/
https://github.com/ai4os/deepaas
https://mlflow.dev.ai4eosc.eu/signup
https://inference.cloud.ai4eosc.eu/
https://pytest.org/
https://hub.docker.com/u/ai4oshub
https://hub.docker.com/u/ai4oshub
https://dashboard.cloud.ai4eosc.eu/marketplace
https://jenkins.services.ai4os.eu/
https://github.com/ai4os/ai4-compose
https://docs.ai4os.eu/en/latest/user/howto/deploy/flowfuse.html
https://docs.ai4os.eu/en/latest/user/howto/deploy/elyra.html
https://indico.egi.eu/event/6441/contributions/19248/
https://github.com/adap/flower
https://indico.egi.eu/event/6441/contributions/19247/
https://github.com/NVIDIA/NVFlare
https://templates.cloud.ai4eosc.eu/
https://indico.egi.eu/event/6441/contributions/19249/
https://dashboard.cloud.imagine-ai.eu/


AI4EOSC practices, MLflow

● Multi-user instances for AI4EOSC and iMagine

● Self-registrations service based on VO membership
○ Access update
○ Experiment & Model permissions

● MLflow’s Support for LLMs  (next talk by L.Berberi)

● Suitable for Federated Learning Experiment Tracking

(after next talk by K.Alibabaei)

● Usage monitoring with Goaccess

● Regular Backups & Garbage collection
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https://mlflow.cloud.ai4eosc.eu/signup
https://mlflow.cloud.imagine-ai.eu/signup
https://indico.egi.eu/event/6441/contributions/19243/
https://indico.egi.eu/event/6441/contributions/19262/


CI/CD and inference

AI4EOSC practices, CI/CD
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(Work-in-Progress)

AI4EOSC practices, Drift monitoring

1. Release of a new dataset:
=> Before publishing, asses for the drift
     (e.g. DVC + CI/CD)
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2. New data at the production service: 
=> in parallel with inference, run a drift detector

     e.g. J. Sisniega et al, Fut.Gen.Comp.Sys.,161:174–188, 12 2024

It is useful to have historical overview of drift detector runs with relevant metadata

Drift 
detection 
evolution

Max.Mean
Descripancy 

(MMD)
visualisation

https://doi.org/10.1016/j.future.2024.07.010


Summary

● MLOps is a modern practice of automation for managing data, development, 
models, operations of AI/ML/DL-based services

● More MLOps tools and platforms become available, choose those you really need

● AI4EOSC services already cover a good part of MLOps processes, Level 1
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AI4EOSC ai4eosc.eu

EGI Conference 2024

Thank you for your attention
Project Coordinator: Álvaro López García - aloga@ifca.unican.es

Reach us!

ai4eosc-po@listas.csic.es
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