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A B S T R A C T

The International Commission on Radiological Protection (ICRP) has developed the Human Alimentary Tract 
Model (HATM) to calculate radiation doses from the ingestion of radionuclides for the protection of workers and 
the public. In parallel, the ICRP’s Occupational Intake of Radionuclides (OIR) series provides biokinetic models 
and dose coefficients based on a reference human, primarily for regulatory purposes. Although these coefficients 
are not usually checked for uncertainties, the investigation of such uncertainties is crucial to ensure their reli
ability in radiation protection. This study uses INTDOSKIT, a software tool developed using the R programming 
language and RStudio as the Integrated Development Environment (IDE), to calculate doses and explore un
certainties following ingestion of U-238 by workers. Two scenarios were investigated: Case I, using the latest 
HATM model and the systemic uranium model from ICRP publications 100 and 137 respectively, and Case II, 
based on data from literature, using older ICRP models. In both cases, intake of U-238 in its soluble form (Type F) 
was modeled and the results were validated using the ICRP OIR dataviewer software. Following validation, 
uncertainty and sensitivity analyses were performed. In Case I, uncertainties were assigned to the particle 
transport parameters in both the systemic model model and HATM as well as the uranium uptake fraction into 
the blood. While in Case II they were limited to the uptake fraction (f1) and the systemic uranium model. A Monte 
Carlo simulation of 60,000 runs was performed for both cases, sampling model parameters from their respective 
probability distributions to generate dose distributions. The influence of each parameter on these distributions 
was also analyzed. Probability distributions were inferred to the calculated dose values using the maximum 
likelihood estimation method and the Kolmogorov-Smirnov goodness-of-fit. The results showed that for both 
cases the committed effective dose coefficient, e (50), followed a lognormal distribution. Case I had a geometric 
mean of 3.2E-08 Sv/Bq and GSD of 2.0, while case II had a slightly lower geometric mean of 3.1E-08 Sv/Bq and 
GSD of 1.9. Sensitivity analysis showed that the main contributor to dose uncertainty was the fraction of uranium 
absorbed from the small intestine into the blood. Both cases showed similar trends, with slightly higher results in 
case I. Overall, this study demonstrates the effectiveness of INTDOSKIT in calculating dose coefficients and 
analyzing uncertainties. It suggests that while the ICRP reference values remain useful for protection, the 
incorporation of additional statistical measures and distribution characteristics could further enhance radiation 
protection strategies.

1. Introduction

Uranium is an actinide element that occurs primarily in oxidation 
states IV and VI (ICRP, 2017). There are about 22 known isotopes of 
uranium, but only 3 isotopes, namely U-234, U-235, and U-238, have 
relative mass abundances in undisturbed crustal rocks of 0.005, 0.72, 
and 99.275% respectively (Li et al., 2005; Agha et al., 2011). Uranium 

occurs in industry in various physical and chemical forms, including 
oxides, inorganic salts, and some organic compounds (ICRP, 2017). 
Some forms, particularly metal, carbide and oxide, can be depleted 
(~0.2% U-235), natural (0.7% U-235) or enriched (>0.7% U-235) 
(ICRP, 2017; Rump et al., 2019).

Studies of occupational uranium intake have provided direct evi
dence of human carcinogenicity (Kreuzer et al., 2015). Occupational 
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exposure to uranium occurs primarily through the intake of the natu
rally occurring isotopes U-238 and U-234, which are mainly ingested 
through food and drinking water (Ma et al., 2020). U-235 is not 
considered a significant radiation hazard compared to U-238 due to its 
lower abundance in natural rocks (Rump et al., 2019; Lopez et al., 
2020). Although the annual doses to workers from uranium are much 
lower than those from radon progeny, uranium doses remain a signifi
cant radiation protection concern due to their association with the nu
clear fuel cycle (Marsh et al., 2012; Puncher and Burt, 2013).

In its OIR series (ICRP, 2017, 2019, 2022), ICRP has published dose 
coefficients for internal emitters incorporated into the body. To assess 
radiation doses, models are required to simulate the external exposure 
geometry, the biokinetics of the incorporated radionuclides and the 
human body. The reference models and the necessary reference pa
rameters are established and selected from a number of experimental 
investigations and human data. However, there are uncertainties in their 
derivation and application that should be investigated in order to assess 
the reliability of these dose coefficients when used as protective quan
tities in radiation protection. Uncertainty analysis is therefore consid
ered to be a useful tool for quantifying sources of uncertainty in model 
systems and has been applied to the calculation of uncertainties in in
ternal doses from radionuclide intake (Puncher and Harrison, 2012).

Over the past decades, several authors have conducted studies on the 
uncertainty analysis of doses from the ingestion of actinides. For 
example, Puncher and Burt (2013) evaluated the reliability of dose co
efficients for the inhalation and ingestion of uranium by the public in the 
United Kingdom. These authors derived the uncertainties in the 
parameter values of the biokinetic model to calculate the distribution of 
the effective dose per unit intake, using the ICRP publication 60 
formalism (ICRP, 1991). They expressed the uncertainties in the derived 
dose distributions using uncertainty factors (UF). However, in their 
study, Puncher and Burt (2013) did not consider the dose from progeny 
and the uncertainty in particle transport rates within the gastrointestinal 
tract (GIT).

Puncher and Harrison (2012) on the other hand performed an un
certainty analysis of doses from acute ingestion of plutonium and 
americium by the public. However, these elements have different bio
kinetics in the human body than uranium (ICRP, 2015). Additionally, 
their study used the GIT model from ICRP Publication 30 (ICRP, 1979) 
to model the ingestion process, and the study was conducted for mem
bers of the public.

This paper describes the use of INTDOSKIT, an in-house software tool 
developed in R using RStudio as the integrated development environ
ment (IDE), to perform a parameter uncertainty analysis of doses from 
uranium ingestion by workers under two scenarios. Case I involved the 
use of the latest systemic model of uranium (ICRP, 2017) and the Human 
Alimentary Tract Model (HATM) (ICRP, 2006), including consideration 
of progeny doses. Case II used the systemic model of uranium published 
in ICRP publication 69 (ICRP, 1995) and the GIT model of ICRP publi
cation 30 (ICRP, 1979), without consideration of progeny doses. The 
purpose of the study was therefore twofold: first, to demonstrate the 
capability of INTDOSKIT, and second, to perform uncertainty and 
sensitivity studies using the most recent information available on 
occupational intakes and thereafter compare the results for both sce
narios. For detailed information on INTDOSKIT, which applies the ICRP 
internal dosimetry methodology, interested readers are referred to 
Breustedt et al. (2024).

2. Materials and methods

2.1. Biokinetic models

The latest systemic model structure describing the biological and 
physiological processes of uranium in the human body after absorption 
into the blood was published by ICRP in its publication 137 (ICRP, 
2017). This structure reflects similarities in the biokinetics of uranyl 

(UO2+) and calcium (Ca2+) ions and is similar to the generic structure 
developed for alkaline earth elements (Puncher and Burt, 2013). The 
interested reader is referred to ICRP publication 137 for further infor
mation on the biokinetics of uranium in systemic organs.

In case I, the HATM model described in ICRP publication 100 (ICRP, 
2006) was used to model the biokinetics and dosimetry of uranium in 
the alimentary tract. This model provides a more realistic physiological 
representation of the material in the alimentary tract and replaces the 
previously used gastrointestinal tract (GIT) model (Li et al., 2009). The 
most important parameter in the HATM is the fraction of ingested ma
terial (fA) entering blood from the alimentary tract. This fraction rep
resents the amount of ingested material that is absorbed from the 
alimentary tract into the blood and is an indicator of how much of the 
ingested material reaches the systemic organs and tissues of the human 
body. However, often, as in the case of uranium, information on regional 
absorption of radionuclides is not available, and the default assumption 
is that all absorption takes place in the small intestine (ICRP, 2006). The 
interested reader is referred to ICRP publication 100 (ICRP, 2006) for 
more detailed information on the HATM.

For Case II, the ICRP publication 30 GIT model was used to model the 
biokinetics of uranium in the gastrointestinal tract. The most important 
parameter in the ICRP publication 30 GIT model is the fraction (f1) of 
uranium absorbed from GIT to blood (ICRP, 1979; Li, 2018). The overall 
biokinetic model structure used in this study for occupational ingestion 
of uranium involves a combination of the two biokinetic models, i.e., the 
systemic model and the HATM/GIT were combined via the pathways 
representing the transfer of material from the contents of the small in
testine to the blood and the excretion of material from the blood to the 
right colon contents/upper large intestine contents, as shown in Figs. 1 
and 2 for Case I and Case II respectively.

2.2. Assignment of probability distributions to model parameters

2.2.1. Probability distributions for the systemic model parameters
The probability distributions for the systemic model of uranium were 

taken from the work of Puncher and Burt (2013). This is because the 
behavior of a given element in the human body is the same for all its 
isotopes (ICRP, 2015, 2017). These authors conducted an analysis of the 
data set available in the literature and derived probability distributions 
for the transfer rates in the systemic model of uranium. In their analysis, 
they performed a local sensitivity analysis of the effective dose per unit 
uranium intake, in addition to considering the weighted organ doses 
that contribute most to the effective dose. Puncher and Burt (2013), then 
selected probability distributions such that the medians of the simulated 
bioassay prediction distributions were as close as possible to those 
calculated using the ICRP reference values at various times after inges
tion. The derived probability distributions are presented in Table 1.

2.2.2. Probability distributions for the HATM parameters
The fraction of the radionuclide absorbed from the alimentary tract 

(fA) is the most important parameter for ingested intake (ICRP, 2006). 
This is because for many radionuclides, uncertainties in the effective 
dose are directly proportional to uncertainties in fA, since the effective 
dose is largely affected by the irradiation of organs and tissues due to the 
absorption of activity in the blood (ICRP, 2006; Li, 2018). This param
eter depends on the ingested chemical form and mass of the element, 
individual diet, nutritional status, and numerous physiological param
eters such as age, sex, and health status of the subject (ICRP, 2006; 
Puncher and Burt, 2013).

The probability distribution for this parameter, assuming a 
lognormal distribution with a median equal to the ICRP value (0.02) and 
a GSD of 1.6, was taken from Puncher and Burt (2013). This distribution 
was assumed to represent the uncertainty in the population means ac
cording to Puncher and Burt (2013). For particle transport within the 
HATM, distributions describing uncertainties in transfer rates were 
taken from Kwon et al. (2020), who derived transfer rate probability 
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distributions from the uncertainty factors UF proposed by Leggett et al. 
(2007). The study by Kwon et al. (2020) assumed lognormal distribu
tions with the median equal the ICRP reference value. Table 2 shows 
these probability distributions.

2.3. Dose calculations for the ingestion of U-238

The biokinetics and dosimetry of U-238 uptake were modeled using 
the INTDOSKIT software tool. INTDOSKIT was the preferred choice for 
this work because other available software tools require a commercial 
license, which is costly. Additionally, many of these tools only perform 
dose calculations and it is impossible to perform uncertainty and 

Fig. 1. Biokinetic model for ingestion of uranium using ICRP 137 and ICRP 100 HATM (Case I).

Fig. 2. Biokinetic model structure for ingestion of uranium using ICRP 69 and ICRP 30 GIT model (Case II).
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sensitivity studies with these tools. Finally, INTDOSKIT is able to take 
advantage of the statistical and graphical capabilities of the R pro
gramming language to perform statistical analysis on the generated 
posterior distributions. Basing on the above arguments, the authors 
decided to use an in-house tool that could be easily adapted to the task at 
hand. The detailed description of the use of INTDOSKIT to model the 
biokinetics and dosimetry of decay chains has been described elsewhere 
(Breustedt et al., 2024).

Using INTDOSKIT, the parameters of the reference man were used to 
calculate the committed dose coefficients. In solving the model for Case 
I, the authors implemented the entire U-238 decay chain down to the 
last stable nuclide, Pb-206. However, upon critical analysis of the 
retention data and calculated doses, the authors observed that the total 

dose is mainly contributed by the first three nuclides in the chain (U- 
238, Th-234, and Pa-234). Therefore, a decision was taken to truncate 
the chain after Pa-234 to save computer memory and calculation time. 
For Case II, only the parent nuclide (U-238) was considered in the cal
culations with no consideration to progeny. The calculated committed 
dose coefficients were later validated against data from the ICRP OIR 
data viewer software (ICRP, 2022). The ICRP reference dose calculation 
methodology used in this work is presented in Fig. 3.

2.4. Monte Carlo methods for uncertainty and sensitivity analysis

Upon successful validation of the model (see results below), Monte 
Carlo simulations were performed with INTDOSKIT. These Monte Carlo 
calculations were based on a random sample of 60,000 runs imple
mented in the code to ensure convergence. Dose values were calculated 
for each matrix of sampled values following ingestion of 1 Bq of U-238. 
For each run, the following steps were implemented in the code.

i) The parameters of interest were sampled from their respective 
probability distributions. For parameters not assigned probability 
distributions, ICRP default (reference) values were assumed. This 
set of parameters was then used to generate a matrix of transfer 
coefficients that was used in solving the biokinetic model.

ii) The matrix generated in step (i) was then propagated directly into 
the solution of the biokinetic model to generate a vector of the 
number of decays in each compartment of the biokinetic model 
for an intake of 1 Bq of U-238, which were then assigned to the 
ICRP dosimetric source regions.

iii) The numbers of decays from step (ii) were used in the dosimetric 
model to calculate the equivalent organ dose coefficients and the 
effective dose coefficients for a committed period of 50 years 
using the ICRP radiation and tissue weighting factors.

iv) Steps (i) - (iii) were repeated for each of the 60,000 runs and a 
dose distribution was obtained. The calculated dose values were 
stored in a text file for further processing (statistical analysis).

Fig. 4 presents the Monte Carlo simulation concept that was used in 
this work.

Determining the number of iterations required is the main challenge 
in Monte Carlo simulations with random sampling. In this paper, a 
central limit theorem approach was used to determine the number of 
iterations required. The central limit theorem states that the mean of a 
sample is normally distributed regardless of the type of distribution of 
the data from which the sample was drawn. However, this is only true if 
the size of the population is significantly larger than the sample size 
(Heijungs, 2020). The number of iterations required for the Monte Carlo 
simulations was therefore determined as follows;

The Monte Carlo simulation was performed with a reasonable 
number of runs. In this case, 500 runs and a standard deviation was 
obtained for the resulting dose distribution. The number 500 was chosen 
because, based on the authors’ experience, this sample size would meet 
the criteria for sample standard deviation and convergence. Secondly, it 
was necessary to choose a number that would not take too long to run 
the model, but would be large enough for the sample standard deviation 

Table 1 
Probability distributions derived for the systemic model of uranium.

From To Distribution GMa GSDb Remarksc

Blood CS/TS Lognormal 1.00 1.30 Correlated
CS/TS Other Lognormal 1.00 1.30 Correlated
ECV/ETV Other Lognormal 1.00 1.41 Correlated
NECV/NETV Other Lognormal 1.00 1.41 Correlated
Blood UBC Lognormal 1.00 1.73 Correlated
Blood ST2 Lognormal ICRPd 1.73 Uncorrelated
Blood Liver1 Lognormal ICRPd 1.41 Uncorrelated

CS: Cortical bone surface; TS: Trabecular bone surface; ECV: Exchangeable 
Cortical bone volume; ETV: Exchangeable Trabecular bone volume; NECV: 
Nonexchangeable Cortical bone volume; NETV: Nonexchangeable Trabecular 
bone volume; UBC: Urinary bladder contents; ST2: Soft tissues with long term 
retention.

a Geometric mean for a lognormal probability distribution.
b Geometric standard deviation for a lognormal probability distribution.
c All rates for correlated parameters were varied together above and below the 

reference value. This regime was implemented by varying rates together using a 
common factor sampled from a lognormal distribution with a median of unity 
and given geometric standard deviation (GSD). For the uncorrelated parameters, 
the rate was varied by assuming the parameter follows a lognormal distribution 
with the median equal to the ICRP reference value and given GSD.

d Reference value for the parameter was obtained from ICRP Publication 137 
(ICRP, 2017) for Case I and ICRP Publication 69 (ICRP, 1995) for Case II.

Table 2 
Probability distributions for the transfer rates in the HATM.

From To Distribution GMc GSDd

Oral-cavity Oesophagus-fast Lognormal 6480 1.52a

Oral-cavity Oesophagus-slow Lognormal 720 1.52a

Oesophagus-fast Stomach Lognormal 12343 1.52a

Oesophagus-slow Stomach Lognormal 2160 1.52a

Stomach Small-intestine Lognormal 20.57 1.28b

Small-intestine Right-colon Lognormal 6.00 1.28b

Right-colon Left-colon Lognormal 2.00 1.28b

Left-colon Rectosigmoid-colon Lognormal 2.00 1.28b

Rectosigmoid-colon Faeces Lognormal 2.00 1.28b

a Derived from the proposed UF of 2 for the 95% confidence interval.
b Derived from the proposed UF of 1.5 for the 95% confidence interval.
c Geometric mean for the lognormal probability distribution.
d Geometric standard deviation for the lognormal distribution.

Fig. 3. ICRP methodology for internal dose calculation.
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to converge reasonably well. This was accomplished as follows.

i) The first step was to select the desired confidence level and associ
ated z-statistic. In this case, it was the 95% confidence level with 1.96 
as the associated z-statistic.

ii) The second step was to solve equation (1) for the number of itera
tions, n.

z=(x − μ)
/ (

s
/ ̅̅̅

n
√ )

……… (1) 

Where x − μ is the desired level of precision i.e., 0.01 in this case, s is 
the sample standard deviation, n is the required number of iterations 
and z is the chosen z-statistic.

Having determined the required number of iterations, the simulation 
was repeated approximately n times to achieve the desired accuracy.

2.5. Sensitivity of doses to uncertainty on the amount of uranium 
absorbed to blood from the alimentary tract

To assess the relative contribution of the variability of the systemic 
parameters and the fA parameter to the overall uncertainty in the 
calculated dose, additional Monte Carlo simulations were performed. 
For this purpose, the Monte Carlo approach was repeated with the 
following modifications.

i) The particle transport parameters were varied, but the fA value was 
fixed at the ICRP reference value.

ii) The particle transport parameters were fixed at their ICRP reference 
values, but the fA value was varied.

2.6. Sensitivity of doses to variation in rates governing turnover of 
uranium in bone

The distributions assumed to represent the variation in the rate of 
uranium loss from bone surfaces and bone volume were largely based on 
expert judgement. Given the large uncertainties associated with the rate 
of uranium removal from bone surfaces, further Monte Carlo simulations 
were performed as follows.

i) The particle transport parameters were varied but the fA value 
was fixed at the ICRP reference value.

ii) The particle transport parameters were varied but the fA value 
was fixed at the ICRP reference value and the rates from bone 
surface to bone volume were fixed at their reference values.

iii) All parameter values were fixed at their reference values but the 
rates from bone surface and bone volume were varied.

2.7. Sensitivity of doses to variation in HATM rates

The distributions assumed to represent the variation in the rate of 
uranium transfer were applied here. In order to investigate their 
contribution to the overall uncertainty in the calculated committed 
effective dose coefficient, further Monte Carlo simulations were per
formed as follows.

i) The particle transport parameters including HATM rates were 
varied but the fA value was fixed at the ICRP reference value.

ii) The particle transport parameters were varied but the fA value 
was fixed at the ICRP reference value and the HATM rates were 
fixed at their reference values.

Fig. 4. Monte Carlo method for uncertainty and sensitivity studies used in this work.
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iii) All parameter values were fixed at their reference values but the 
HATM rates were varied.

2.8. Fitting a probability distribution to the generated posterior data set

A probability distribution was fitted to the posterior data set in 
INTDOSKIT using maximum likelihood estimation (MLE) and the 
Kolmogorov-Smirnov (K–S) test. The functions to accomplish this task 
can be found under the fitdistrplus library of R.

3. Results and discussions

3.1. Dose calculations for the ingestion of U-238

The results of the committed dose coefficients calculations and 
validation are presented in Table 3, where they are compared with the 
data from the ICRP OIR dataviewer software. The results presented in 
Table 3 show that INTDOSKIT is a reliable tool for modeling decay 
chains. The INTDOSKIT calculations for Case I are in close agreement 
with the ICRP data, with a maximum deviation of 4% while a maximum 
deviation of (− 8%) was obtained for Case II. This slightly higher devi
ation for Case II emphasizes the importance of considering the contri
bution of progeny to the total dose calculations for more accurate and 
reliable results. The organs receiving the highest doses in both cases are 
the liver, kidneys, bone surfaces and bone marrow. For Case I, the 
relative contribution of each radionuclide to the total effective dose 
coefficient over a 50-year exposure period, e (50), is also shown in 
Table 4. The percentage deviation of the calculated values for both 
males and females were calculated using equation (2); 

Percentage deviation=
(

Calculated value − ICRP value
ICRP value

)

x100………….

(2) 

Table 4 shows that the first three radionuclides in the U-238 chain 
contribute significantly to the total committed effective dose coefficient. 
Therefore, in the Monte Carlo simulations for uncertainty and sensitivity 
analysis, the authors decided to end the chain after Pa-234 to save 
computational time and memory, since the contributions from the lower 
nuclides were negligible.

3.2. Uncertainty on doses from ingestion

The convergence of the final dataset with 60,000 repetitions was 
tested by calculating the GSD of the distribution of committed effective 
dose coefficient after every 500th run. Fig. 5 shows the GSD of the dis
tribution against the number of repetitions. As expected, the values of 
the first 20,000 runs show a larger fluctuation with values ranging from 
1.964 to 2.003. After 25,000 runs the fluctuations are within ±0.2% of 

Table 3 
Dose coefficients (Sv/Bq) for ingestion of 1 Bq of U-238 using reference man parameters.

Organ/Tissue Case I ICRP (2022) Case II Deviation (%) c Deviation (%) d

Male Female Male Female Male Female Male Female Male Female

Bone Marrow 3.9E-08 4.5E-08 3.8E-08 4.6E-08 3.5E-08 4.3E-08 2 − 2 − 8 − 7
Colon 1.9E-08 2.4E-08 1.9E-08 2.4E-08 1.9E-08 2.4E-08 0 0 0 0
Lung 1.5E-08 1.8E-08 1.5E-08 1.8E-08 1.5E-08 1.8E-08 0 0 0 0
Stomach 2.0E-08 2.4E-08 2.0E-08 2.4E-08 2.0E-08 2.5E-08 0 0 0 4
Breast 2.4E-08 2.9E-08 2.4E-08 2.9E-08 2.4E-08 2.9E-08 0 0 0 0
Gonadsa 2.4E-08 2.5E-08 2.4E-08 2.4E-08 2.4E-08 2.4E-08 0 2 0 0
Urinary Bladder 2.5E-08 3.0E-08 2.5E-08 2.9E-08 2.5E-08 3.0E-08 0 3 0 3
Oesophagus 2.0E-08 2.5E-08 2.0E-08 2.4E-08 2.0E-08 2.4E-08 0 3 0 0
Liver 7.3E-08 9.6E-08 7.3E-08 9.5E-08 7.2E-08 9.4E-08 0 1 − 1 − 1
Thyroid 2.2E-08 2.7E-08 2.2E-08 2.6E-08 2.2E-08 2.6E-08 0 3 0 0
Bone Surface 1.4E-07 1.6E-07 1.4E-07 1.6E-07 1.3E-07 1.5E-07 0 0 − 7 − 6
Brain 2.5E-08 3.0E-08 2.5E-08 2.9E-08 2.4E-08 2.9E-08 0 3 − 4 0
Salivary glands 2.4E-08 3.0E-08 2.4E-08 2.9E-08 2.4E-08 2.9E-08 0 3 0 0
Skin 2.4E-08 3.5E-08 2.4E-08 3.5E-08 2.4E-08 3.5E-08 0 0 0 0
Adrenals 2.1E-08 2.6E-08 2.1E-08 2.5E-08 2.1E-08 2.6E-08 0 4 0 4
Gall bladder 2.4E-08 3.0E-08 2.4E-08 2.9E-08 2.4E-08 2.9E-08 0 3 0 0
Heart 2.2E-08 2.6E-08 2.2E-08 2.6E-08 2.2E-08 2.6E-08 0 0 0 0
Kidneys 1.9E-07 2.2E-07 1.9E-07 2.2E-07 1.9E-07 2.2E-07 0 0 0 0
Muscle 2.5E-08 3.0E-08 2.5E-08 2.9E-08 2.5E-08 3.0E-08 0 3 0 3
Oral Mucosa 2.6E-08 3.2E-08 2.6E-08 3.1E-08 2.5E-08 3.0E-08 0 3 − 4 − 3
Pancreas 2.1E-08 2.5E-08 2.1E-08 2.5E-08 2.1E-08 2.5E-08 0 0 0 0
Prostate 2.4E-08 0 2.4E-08 0 2.4E-08 0 0 0 0 0
Small Intestine 1.9E-08 2.4E-08 1.9E-08 2.4E-08 1.9E-08 2.4E-08 0 0 0 0
Spleen 1.7E-08 2.2E-08 1.7E-08 2.1E-08 1.7E-08 2.1E-08 0 4 0 0
Thymus 2.4E-08 3.0E-08 2.4E-08 2.9E-08 2.4E-08 2.9E-08 0 3 0 0
Uterus 0 2.9E-08 0 2.9E-08 0 2.9E-08 0 0 0 0
e (50)b 3.1E-08 3.1E-08 3.0E-08 ​ 0 − 3

a Gonads represent testes and ovaries for male and female respectively.
b e (50) represents the committed effective dose coefficient (Sv/Bq) for a committed period of 50 years.
c Percentage deviation of the Case I value against that obtained from ICRP OIR dataviewer (ICRP, 2022).
d Percentage deviation of the Case II value against that from ICRP OIR dataviewer (ICRP, 2022).

Table 4 
Relative contribution of each nuclide to the total effective dose coefficient (Sv/ 
Bq).

Nuclide e (50) Contribution (%)

U-238 3.00E-08 97.34
Th-234 3.15E-11 0.10
Pa-234 7.88E-10 2.56
U-234 2.86E-13 0.00
Th-230 1.79E-16 0.00
Ra-226 7.87E-20 0.00
Rn-222 8.43E-21 0.00
Po-218 1.03E-20 0.00
Pb-214 1.17E-21 0.00
Bi-214 6.32E-21 0.00
Po-214 1.81E-20 0.00
Pb-210 4.34E-24 0.00
Bi-210 2.56E-22 0.00
Po-210 3.53E-21 0.00
Total 3.08E-08 100.00
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the GSD value of the dataset of 1.98529.
A statistical summary of the effective dose per unit intake of U-238 

given in Table 5 shows that the mean committed effective dose coeffi
cient is 1.3 times higher than the ICRP reference value, indicating an 
average increase of 30%. The median is consistent with the ICRP 
reference, indicating that the central tendency is in agreement with the 
ICRP estimate. The upper bound of the simulated dose coefficient is 
significantly higher, indicating significant uncertainty at the upper end, 
while the lower bound shows less, but still significant uncertainty at the 
lower end. However, the elevated mean indicates a positive skewness in 
the lognormal distribution used for the model parameters.

Skewness means that higher values in the distribution pull the mean 
upward, indicating an asymmetry with more frequent larger dose values 
than a normal distribution would suggest. This highlights the influence 
of extreme values on the mean. The wide range of uncertainty (from QL 
to QU) of about two orders of magnitude reflects significant variability in 
the dose coefficients due to model parameter uncertainties. This sug
gests that for conservative safety assessments it may be prudent to 
consider values higher than the ICRP reference.

The conclusion is that while the ICRP reference value can still be 

used as a protective measure, incorporating additional statistical mea
sures and considering distributional characteristics could enhance pro
tection. Adjustments to the reference value based on higher percentiles 
(e.g., 75th or 95th), adopting the mean as the reference value, or revising 
model parameters to reduce skewness could lead to more comprehensive 
and protective radiation protection measures.

The distribution of the committed effective dose coefficient, e (50) 
was well fitted by a lognormal distribution with a geometric mean of 
3.2E-08 Sv/Bq and a geometric standard deviation (GSD) of 2.0 for Case 
I (see Fig. 6) while that of Case II was well fitted with a lognormal dis
tribution with a geometric mean of 3.1E-08 Sv/Bq and GSD of 1.9 (see 
Fig. 7). This fit was accepted with a Kolmogorov-Smirnov (K–S) statistic 
of 0.00522, indicating a maximum difference between the empirical 
cumulative distribution function (CDF) of the data and the CDF of the 
fitted distribution of 0.00522. This value, which is below the critical 
value of 0.01, indicates an excellent fit.

The K–S test was chosen because of its nonparametric nature, 
sensitivity to distribution differences, applicability to different sample 
sizes, ease of interpretation, uniform distribution of test statistics, and 
versatility in testing different distributions (Aslam, 2019; Lanzante, 
2021; Cardoso and Galeno, 2023). Other tests, such as the Chi-square 
goodness-of-fit test, the Anderson-Darling test, and the Shapiro-Wilk 
method, were inappropriate because of their specific limitations with 
small sample sizes, specificity for normal distributions, and in
efficiencies in handling continuous data (Surucu, 2008; Ghasemi and 

Fig. 5. Test for convergence of the dataset. The x-axis gives the number of repetitions and the y-axis shows the GSD of the distribution of the dose coefficient for 
effective dose. The solid line gives the final GSD of the whole dataset of 60,000 repetitions, dash dotted lines indicate ±0.2% range around this value.

Table 5 
Statistical summary of results from uncertainty analysis of e (50) (Sv/Bq) for the 
ingestion of U-238.

All parameters

Case Ib Case IIc

ICRP valuea 3.1E-08 3.1E-08
Mean 4.0E-08 3.8E-08
Median 3.2E-08 3.1E-08
GSD 2.0 1.9
QL 8.4E-09 8.5E-09
QU 1.2E-07 1.1E-07
Mean/ICRP 1.3 1.2
Median/ICRP 1.0 1.0
QU/ICRP 3.9 3.6
ICRP/QL 3.7 3.6

GSD: Geometric standard deviation; QU: the upper 97.5th percentile; QL: the 
lower 2.5th percentile.

a Value taken from ICRP OIR dataviewer (ICRP, 2022).
b Study implemented in INTDOSKIT with variation of HATM rates and in

clusion of progeny.
c Study implemented in INTDOSKIT using the data obtained from Puncher and 

Burt (2013).

Fig. 6. Density plot of the distribution of the committed effective dose coeffi
cient following ingestion intake of U-238. The histogram shows the dataset, the 
line is the fit of a lognormal distribution with geometric mean of 3.2E-08 Sv/Bq 
and GSD of 2.0 to the dataset.
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Zahediasl, 2012; Rana and Singhal, 2015; Luong, 2018; Khatun, 2021; 
Hagel et al., 2024).

From Table 5, the GSD of the distribution obtained in Case I also 
agrees well with that obtained in other studies (Puncher and Burt, 
2013), although the UF is 1.1 times higher than that obtained by 
Puncher and Burt (2013). This difference in UF can be explained by the 
fact that in their study, Puncher and Burt used the GIT model published 
in ICRP Publication 30, while in this study, the most recent model 
published in ICRP Publication 100 was used.

Additionally, Puncher and Burt (2013) only considered the variation 
of the f1 parameter (parameter and particle transport rates in the sys
temic model) in their uncertainty analysis while in this study (Case I), 
both the variation of the fA parameter and particle transport rates for 
both the systemic model and the HATM were implemented. Lastly, 
Puncher and Burt (2013) did not consider the contribution of the 
progeny to the total dose in their study, while in this study, the authors 
decided to include the progeny even though the progeny contributes a 

very small fraction (about 2.5%) to the total dose. For comparison 
purposes, it was necessary to model the scenario of Puncher and Burt 
(2013) (Case II) to get an idea of the effect of progeny and uncertainty in 
the HATM rates on the calculated committed dose coefficients. The re
sults are presented in Fig. 7 and Table 5.

Boxplots for the distributions of committed effective dose and 
equivalent dose coefficients to the organs and tissues for Case I are 
shown in Fig. 8. The statistical parameters of the distributions are 
compiled in Table 6. From Table 6, the biggest uncertainties occur in the 
breast, testes and skin (GSD = 2.14; UF = 4.43) while the least un
certainties occur in the remainder tissues (GSD = 1.94, UF = 3.66). 
Similar trends were also noted for Case II as shown in Table 7. Therefore, 
UF for the organs and tissues range from 3.66 to 4.43 while the GSD 
values range from 1.94 to 2.14.

Tables 6 and 7 give the statistical summary of the committed 
equivalent dose coefficients (nSv/Bq) of various organs and tissues from 
the ingestion of U-238 for Case I and Case II respectively. These values 
are derived from an uncertainty analysis using INTDOSKIT, with com
parisons to ICRP reference values.

In Case I, the mean committed equivalent dose coefficients for most 
organs are higher than the ICRP reference values, with ratios ranging 
from 1.24 to 1.40. The median committed dose coefficients are closer to 
the ICRP values, with most organs having ratios of about 0.99–1.02, 
indicating that although the average dose is higher, the typical (median) 
dose is quite similar to the ICRP values. Simulation results for Case II 
show that the median committed equivalent dose coefficients are also 
generally higher than the ICRP values, with ratios ranging from 1.19 to 
1.32. The mean committed dose coefficients are also close to the ICRP 
values compared to Case I, with ratios ranging from approximately 0.98 
to 1.01.

The GSD values are consistently around 2.08 to 2.14 for most organs 
in both analyses, indicating a similar degree of variability in the dose 
distributions. These high GSD values suggest a lognormal distribution of 
the committed dose coefficients with significant variability. In Case I, 
the 2.5th percentile (QL) and the 97.5th percentile (QU) show a wide 
range, reflecting the uncertainty and variability in the dose estimates. 
The QU/ICRP ratios are significantly high (around 3.64 to 4.32), indi
cating that the upper end of the committed dose coefficients distribu
tions can be much higher than the ICRP reference values. On the other 
hand, the ICRP/QL ratios (3.62–4.43) show that the lower end of the 
dose distribution is also significantly lower than the ICRP values.

Fig. 7. Density plot of the distribution of the committed effective dose coeffi
cient following ingestion intake of U-238 using the model of Puncher and Burt 
(2013). The histogram shows the dataset, the line is the fit of the lognormal 
distribution with geometric mean of 3.1E-08 Sv/Bq and GSD of 1.9.

Fig. 8. Boxplots of the distributions of the dose coefficients for committed effective and equivalent dose coefficients to the organs following ingestion of U-238 for 
Case I scenario.
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The mean/ICRP ratios for most organs are around 1.32, indicating 
that the doses for Case I are on average about 32% higher than the ICRP 
reference values while the median/ICRP ratios are around 0.99, indi
cating that the typical dose is very close to the ICRP values, highlighting 
a skewed distribution with a long tail on the higher dose side. In 
contrast, results from Case II show slightly lower mean/ICRP ratios 
(around 1.27), indicating that the average dose factor is about 27% 
higher than the ICRP values. The median/ICRP ratios are close to 0.98 
which is consistent with Case I, indicating that the mean committed dose 
coefficients are quite similar to the ICRP values.

Both studies indicate that the mean committed dose coefficients are 
higher than the ICRP reference values suggesting that the average risk 
may be underestimated by the ICRP reference values. The median doses 
being close to ICRP values suggest that for the typical person, the ICRP 
values are a reasonable estimate. The high GSD values reflect substantial 
variability in dose estimates, emphasizing the need for considering in
dividual variability in radiological protection. The significant differ
ences in the upper and lower percentiles (QU and QL) compared to the 
ICRP values indicate that while typical doses are well represented by 
ICRP values, the extremes (both high and low) are not. This suggests 
potential underestimation of risk in scenarios involving high exposure.

3.3. Sensitivity of dose to uncertainty on the fraction of uranium absorbed 
from the alimentary tract to blood

The sensitivity of the committed dose coefficients to the uncertainty 
in the fraction of uranium absorbed into the blood from the alimentary 
tract is presented in Table 8 for Case I and Case II. The analysis examines 
the influence of the fraction of absorption (fA) from the alimentary tract 
to blood by means of two Monte Carlo simulations. In the first simula
tion, the fA parameter was varied while all other parameters were held 
constant, shown in the ‘fA only’ column. Conversely, in the second 
simulation, all other parameters were varied while fA was fixed, as 

Table 6 
Statistical summary of equivalent dose coefficients (nSv/Bq) from the uncertainty analysis of organ and tissue doses for the ingestion of U-238 under Case I.

Parameter BM CL LG ST BR TE UB OS LV TD BS BN SG SK RM

ICRP 38.70 19.30 15.30 19.70 24.30 24.00 24.90 19.90 73.30 21.80 140.00 24.60 24.30 24.20 35.20
Mean 52.10 25.40 20.10 26.00 32.00 31.60 32.80 26.20 90.90 28.70 196.00 32.40 32.10 31.90 44.50
Median 41.80 19.10 15.10 19.50 24.00 23.80 24.70 19.70 73.00 21.60 153.00 24.40 24.10 23.90 35.90
GSD 1.97 2.12 2.13 2.13 2.14 2.14 2.14 2.13 1.97 2.13 2.03 2.13 2.13 2.14 1.94
QL 11.00 4.48 3.48 4.47 5.48 5.42 5.63 4.53 19.20 4.93 38.50 5.59 5.51 5.46 9.73
QU 153.00 82.60 65.50 84.90 105.00 103.00 107.00 85.40 267.00 94.00 603.00 106.00 105.00 104.00 129.00
Mean/ICRP 1.35 1.32 1.31 1.32 1.32 1.32 1.32 1.32 1.24 1.32 1.40 1.32 1.32 1.32 1.26
Median/ICRP 1.08 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.00 0.99 1.09 0.99 0.99 0.99 1.02
QU/ICRP 3.95 4.28 4.28 4.31 4.32 4.29 4.30 4.29 3.64 4.31 4.31 4.31 4.32 4.30 3.66
ICRP/QL 3.52 4.31 4.40 4.41 4.43 4.43 4.42 4.39 3.82 4.42 3.64 4.40 4.41 4.43 3.62

BM: Bone marrow; CL: Colon; LG: Lung; ST: Stomach; BR: Breast; TE: Testes; UB: Urinary bladder; OS: Oesophagus; LV: Liver; TD: Thyroid; BS: Bone surface; BN: Brain; 
SG: Salivary glands; SK: Skin; RM: Remainder.
GSD: Geometric standard deviation; QU: the upper 97.5th percentile; QL: the lower 2.5th percentile.

Table 7 
Statistical summary of equivalent dose coefficients (nSv/Bq) from the uncertainty analysis of organ and tissue doses for the ingestion of U-238 under Case II.

Parameter BM CL LG ST BR TE UB OS LV TD BS BN SG SK RM

ICRP 38.70 19.30 15.30 19.70 24.30 24.00 24.90 19.90 73.30 21.80 140.00 24.60 24.30 24.20 35.20
Mean 45.86 24.61 19.46 25.33 31.21 30.77 32.03 25.31 87.16 28.02 184.19 31.23 31.11 31.06 43.00
Median 37.55 18.95 14.99 19.50 24.00 23.66 24.63 19.48 71.48 21.55 146.80 24.01 23.92 23.88 35.46
GSD 1.94 2.08 2.08 2.08 2.08 2.08 2.08 2.08 1.91 2.08 1.98 2.08 2.08 2.08 1.89
QL 10.31 4.52 3.58 4.64 5.70 5.62 5.85 4.64 20.07 5.13 38.95 5.70 5.68 5.67 10.23
QU 129.42 77.77 61.47 80.09 98.79 97.40 101.37 80.04 246.48 88.67 546.09 98.84 98.48 98.31 120.09
Mean/ICRP 1.19 1.28 1.27 1.29 1.28 1.28 1.29 1.27 1.19 1.29 1.32 1.27 1.28 1.28 1.22
Median/ICRP 0.97 0.98 0.98 0.99 0.99 0.99 0.99 0.98 0.98 0.99 1.05 0.98 0.98 0.99 1.01
QU/ICRP 3.34 4.03 4.02 4.07 4.07 4.06 4.07 4.02 3.36 4.07 3.90 4.02 4.05 4.06 3.41
ICRP/QL 3.75 4.27 4.27 4.25 4.26 4.27 4.26 4.29 3.65 4.25 3.59 4.32 4.28 4.27 3.44

BM: Bone marrow; CL: Colon; LG: Lung; ST: Stomach; BR: Breast; TE: Testes; UB: Urinary bladder; OS: Oesophagus; LV: Liver; TD: Thyroid; BS: Bone surface; BN: Brain; 
SG: Salivary glands; SK: Skin; RM: Remainder.
GSD: Geometric standard deviation; QU: the upper 97.5th percentile; QL: the lower 2.5th percentile.

Table 8 
Statistical summary of results for the sensitivity analysis of e (50) (Sv/Bq) for the 
ingestion of U-238: absorption from the alimentary tract.

All parameters Particle transport 
only

fA only

Case Ib Case IIc Case Ib Case IIc Case Ib Case IIc

ICRP valuea 3.1E- 
08

3.1E-08 3.1E- 
08

3.1E-08 3.1E- 
08

3.1E-08

Mean 4.0E- 
08

3.8E-08 3.7E- 
08

3.5E-08 3.4E- 
08

3.3E-08

Median 3.2E- 
08

3.1E-08 3.2E- 
08

3.1E-08 3.1E- 
08

3.0E-08

GSD 2.0 1.9 1.7 1.7 1.5 1.5
QL 8.4E- 

09
8.5E-09 1.1E- 

08
1.1E-08 1.4E- 

08
1.4E-08

QU 1.2E- 
07

1.1E-07 9.2E- 
08

8.3E-08 6.8E- 
08

6.6E-08

Mean/ICRP 1.3 1.2 1.2 1.1 1.1 1.1
Median/ 

ICRP
1.0 1.0 1.0 1.0 1.0 1.0

QU/ICRP 3.9 3.6 3.0 2.7 2.2 2.1
ICRP/QL 3.7 3.6 2.8 2.8 2.2 2.2

GSD: Geometric standard deviation; QU: the upper 97.5th percentile; QL: the 
lower 2.5th percentile. Column “Particle transport only” implies only the particle 
transport parameters in Tables 1 and 2 were varied; “fA only” implies on the fA 
parameter value was varied.

a Value taken from ICRP OIR dataviewer (ICRP, 2022).
b Study implemented in INTDOSKIT with variation of HATM rates and in

clusion of progeny.
c Study implemented in INTDOSKIT using the data obtained from Puncher and 

Burt (2013).
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shown in the “Particle transport only” column.
The results show that the mean committed dose coefficients exceed 

the ICRP reference value in all scenarios, indicating that average doses 
increase when model uncertainties are taken into account. The median 
values remain close to the ICRP reference value, indicating that the 
central tendency of the dose distributions is in good agreement with the 
ICRP estimate. The greatest variability, indicated by the highest GSD, 
occurs when all parameters are varied simultaneously. As expected, this 
variability decreases when only particle transport parameters or only 
the fA parameter is varied individually, with the lowest variability 
observed in the “fA only” condition, implying that including all param
eters introduces the greatest uncertainty, whereas focusing on specific 
parameters such as fA reduces it.

The uncertainty range, defined by the lower (QL) and upper (QU) 
quantiles, is widest when all parameters are varied, reflecting the 
highest overall uncertainty. This range narrows when either particle 
transport parameters or the fA parameter is considered individually, 
with the narrowest range seen in the “fA only” condition. The upper 
percentiles (QU) show significant deviations from the ICRP value when 
all parameters are considered, indicating higher uncertainty at the upper 
end. In contrast, the lower percentiles are closer to the ICRP value, 
especially when only fA is varied, indicating less uncertainty at the lower 
end.

Therefore, efforts to reduce the uncertainty in dose assessments 
should prioritize obtaining more accurate estimates of the fA parameter, 
as it has a significant impact on dose variability and uncertainty i.e., 
accounts for approximately 75% of the uncertainty in committed 
effective dose coefficient. Although the ICRP value provides a good 
central estimate, significant variability due to uncertainties in model 
parameters, especially fA, needs to be considered in radiological pro
tection and dose assessment. Overall, these results highlight the need to 
consider the full range of parameter variability to ensure accurate and 
conservative dose assessments.

3.4. Sensitivity of doses to variation in rates governing turnover of 
uranium in bone

The sensitivity analysis of the effect of uncertainty in bone turnover 
rates on the committed effective dose coefficient, e (50) is presented in 
Table 9. The results in Table 9 show significant differences between Case 
I and Case II for three parameter variations: “Particle transport only”, 
“Particle transport only (except bone rates)" and “Bone rates only".

For the “Particle transport only” variation, the mean effective dose 
coefficient for Case I is 3.7E-08 Sv/Bq, slightly higher than the value of 
3.5E-08 Sv/Bq for Case II. The medians are close, with 3.2E-08 Sv/Bq for 
Case I and 3.1E-08 Sv/Bq for Case II respectively. Both cases have a 
geometric standard deviation (GSD) of 1.7, indicating similar variability 
in dose estimates. The lower quantile (QL) is 1.1E-08 Sv/Bq for both 
cases, while the upper quantile (QU) is 9.2E-08 Sv/Bq for Case I and 
8.3E-08 Sv/Bq for Case II, showing a higher uncertainty in the upper 
range for Case I.

For the “Particle transport only (except bone rates)" scenario, the 
mean committed effective dose coefficients are 3.6E-08 Sv/Bq for Case I 
and 3.5E-08 Sv/Bq for Case II, while the medians are 3.1E-08 Sv/Bq for 
Case I and 3.0E-08 Sv/Bq for Case II. Both cases have a GSD of 1.7, 
indicating consistent variability. The upper quantile (QU) is 9.1E-08 Sv/ 
Bq for Case I and 8.1E-08 Sv/Bq for Case II, indicating a slightly higher 
uncertainty for Case I.

When only bone rates are varied (“bone rates only”), both Case I and 
Case II have the same mean committed effective dose coefficient of 3.1E- 
08 Sv/Bq, with medians of 3.1E-08 Sv/Bq for Case I and 3.0E-08 Sv/Bq 
for Case II. Both cases have a lower GSD of 1.1, indicating reduced 
variability. The lower quantile (QL) is 2.9E-08 Sv/Bq for both cases and 
the upper quantile (QU) is 3.5E-08 Sv/Bq for both cases. The mean/ICRP 
and median/ICRP ratios are 1.0 for both cases, and the upper quantile 
ratio (QU/ICRP) is 1.1.

The analysis indicates that the greatest variability and uncertainty 
occur when particle transport parameters are varied, with Case I 
generally showing slightly higher mean and upper quantile values than 
Case II. When bone rates are excluded from the variation, the variability 
and uncertainty remain significant but are slightly reduced. When only 
bone rates are varied, the variability (GSD) is substantially lower, and 
the mean and median values align closely with the ICRP reference value, 
suggesting that bone rate variations alone contribute less to overall dose 
uncertainty.

When comparing the cases, Case I consistently shows higher mean 
dose coefficients and upper quantile values than Case II, indicating 
greater sensitivity to parameter variations in the newer systemic model 
and the Human Alimentary Tract Model (HATM). The similar GSD 
values in both cases when particle transport parameters were varied 
suggest comparable patterns of variability despite the different under
lying models. The consistently lower variability in the “bone rates only” 
condition in both cases indicates that bone turnover rates have a stabi
lizing effect on the overall dose variability.

For conservative safety assessments, it is prudent to consider the 
higher means and upper percentiles (QU) in the particle transport sce
narios, as they reflect potentially higher doses due to uncertainties. The 
stability of the bone turnover rates, as indicated by the low GSD and 
narrow percentile range, suggests that these parameters are less critical 
in contributing to dose variability than the particle transport parameters 
as a whole. This underlines the importance of accurate characterization 
of particle transport parameters in order to minimize uncertainties in 
dose assessment for occupational intake of uranium.

Overall, the analysis demonstrates the critical impact of parameter 
variability on dose estimates and highlights the nuanced differences 
between the use of older and newer biokinetic models. These findings 
are essential for refining radiological protection models and under
standing the key drivers of dose variability in occupational settings.

Table 9 
Results for the sensitivity analysis of e (50) for the ingestion of U-238: rates of 
turnover in bone.

Particle transport 
only

Particle transport 
only (except bone 
rates)

Bone rates only

Case Ib Case IIc Case Ib Case IIc Case Ib Case IIc

ICRP valuea 3.1E- 
08

3.1E-08 3.1E- 
08

3.1E-08 3.1E- 
08

3.1E-08

Mean 3.7E- 
08

3.5E-08 3.6E- 
08

3.5E-08 3.1E- 
08

3.1E-08

Median 3.2E- 
08

3.1E-08 3.1E- 
08

3.0E-08 3.1E- 
08

3.0E-08

GSD 1.7 1.7 1.7 1.7 1.1 1.1
QL 1.1E- 

08
1.1E-08 1.1E- 

08
1.1E-08 2.9E- 

08
2.9E-08

QU 9.2E- 
08

8.3E-08 9.1E- 
08

8.1E-08 3.5E- 
08

3.5E-08

Mean/ICRP 1.2 1.1 1.2 1.1 1.0 1.0
Median/ 

ICRP
1.0 1.0 1.0 1.0 1.0 1.0

QU/ICRP 3.0 2.7 2.9 2.6 1.1 1.1
ICRP/QL 2.8 2.8 2.8 2.8 1.1 1.1

GSD: Geometric standard deviation; QU: the upper 97.5th percentile; QL: the 
lower 2.5th percentile. Column “Particle transport only” implies only the particle 
transport parameters in Tables 1 and 2 were varied; “particle transport only 
(except bone rates)” implies that the particle transport parameter values were 
varied with the rates from bone surface and bone volume fixed at their ICRP 
reference values; Column “Bone rates only” implies that the rates from bone 
surface and bone volume were varied with the other particle transport rates kept 
at their ICRP reference values.

a ICRP OIR dataviewer reference value (ICRP, 2022).
b Study implemented in INTDOSKIT with variation of HATM rates and in

clusion of progeny.
c Study implemented in INTDOSKIT using the data obtained from Puncher and 

Burt (2013).
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3.5. Sensitivity of doses to variation in particle transport rates of uranium 
in HATM

The statistical analysis in Table 10 shows that the “HATM rates only” 
category aligns more closely with the ICRP reference value in terms of 
mean, median and dispersion (GSD). It also shows less variability and 
fewer extreme values (QU). This suggests that when considering HATM 
rates alone, the estimates are more precise and consistent with the ICRP 
standard. On the other hand, the “Particle transport only” and “Particle 
transport only (except HATM rates)” categories show higher variability 
and a tendency to overestimate compared to the ICRP value, indicating 
less consistency and potential outliers in the data set.

This paper demonstrates the use of INTDOSKIT to study and quantify 
the uncertainties in the biokinetic model parameters used for the 
calculation of dose coefficients for the ingestion of U-238 by workers. 
The analysis calculates committed effective and equivalent dose coeffi
cient distributions that reflect the uncertainty and variability in model 
parameter values. With 60,000 repetitions, the dataset’s convergence 
was acceptable, as indicated by the GSD-value development of the e (50) 
distribution.

These distributions were well-fitted by lognormal distributions. The 
median and range of the committed dose coefficients can infer the un
certainty in the mean e (50) and derive uncertainty factors (UF). The UF 
values estimate the uncertainty in the dose coefficient’s position relative 
to the corresponding ICRP dose coefficient used in deriving the UF 
values. Simulation results of the parameter uncertainty analysis can be 
used to inform the choice of UF values for intake of U-238 by ingestion.

The calculated values for Case I and Case II are quite similar, with 
Case I values being slightly higher. This can be attributed to the fact that 
the transfer rates in the upper regions of the HATM are quite fast, so that 
ingested material passes through these regions in a very short time, 
resulting in less time for irradiation. Secondly, this study assumed that 
absorption of ingested material from the alimentary tract into the blood 
occurs only in the small intestine, as there is no specific information on 
absorption in other regions of the HATM. Therefore, the use of the 
HATM published in ICRP Publication 100 results in only minimal dif
ferences in dose values compared to those calculated using the GIT 
model of ICRP Publication 30.

The sensitivity analysis confirms that it is the uncertainty on the 
value of the fA parameter that makes the largest single contribution to 
the uncertainty in the committed effective dose coefficient for ingestion 

of U-238 particularly by workers. This is evident from the higher GSD 
and dose ratios in Tables 6 and 7 for Case I and Case II respectively. This 
observation is not surprising considering that the value of the fA 
parameter indicates the fraction of ingested material that reaches the 
systemic organs and tissues. The ratio of the 97.5th percentile value to e 
(50) suggests that the uncertainty in the location of the mean dose with 
respect to the ICRP value should be at least a factor of 2.2.

The results of this study are consistent with those of a previous study 
by Puncher and Burt, showing comparable GSD values and uncertainty 
factors, especially in the sensitivity analysis. The only significant dif
ference is in the calculated dose coefficients: 4.5E-08 Sv/Bq (Puncher 
and Burt, 2013) vs. 3.1E-08 Sv/Bq (ICRP, 2022). Puncher and Burt 
(2013) used older ICRP publication 60 values for specific equivalent 
energy (SEE), whereas this study used recent voxel phantoms with 
radiation-weighted S-coefficients. The authors attribute this discrepancy 
to differences in the structure of the biokinetic model and the phantoms 
used. The introduction of uncertainties in the particle transport rates 
within the HATM in this study (Case I), which was not done by Puncher 
and Burt, may also contribute to the discrepancy.

It should be noted that this analysis does not account for other un
certainties in internal dose assessment, such as intake estimation from 
measurement data. Additionally, uncertainties in the dosimetric model, 
i.e., S-Coefficients, were not included. If distribution data for S-Co
efficients or underlying SAF-values become available, their uncertainties 
could be considered similarly. The authors believe that the biokinetic 
model contributes more significantly to overall uncertainty than the 
dosimetric model. Lastly, this study focused solely on ingestion expo
sure. Future research will consider other exposure routes such as 
inhalation.

4. Conclusion

This paper demonstrates the effectiveness of INTDOSKIT in quanti
fying uncertainties in biokinetic model parameters for the calculation of 
U-238 ingestion dose coefficients. Through an analysis of 60,000 repli
cates, the study produced dose coefficient distributions that highlight 
the variability in model parameters and show that while the ICRP 
reference values are generally reliable, they may underestimate average 
doses and miss extreme cases. The sensitivity analysis identified the 
fraction of uranium absorbed from the alimentary tract into the blood 
(fA) as a key contributor to uncertainty, emphasizing the need for ac
curate estimation of this parameter. The study supports the robustness of 
INTDOSKIT and suggests that while ICRP values are useful, the incor
poration of additional statistical measures, such as higher percentiles or 
the use of the mean as a reference value, could improve radiation pro
tection and dose assessment for U-238 ingestion.
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Table 10 
Results for the sensitivity analysis of e (50) for the ingestion of U-238 under Case 
I: HATM rates.

Particle transport 
only

Particle transport only (except 
HATM rates)

HATM rates 
only

ICRP 
valuea

3.1E-08 3.1E-08 3.1E-08

Mean 3.7E-08 3.6E-08 3.2E-08
Median 3.2E-08 3.2E-08 3.1E-08
GSD 1.7 1.7 1.2
QL 1.1E-08 1.2E-08 2.1E-08
QU 9.2E-08 8.5E-08 4.6E-08
Mean/ICRP 1.2 1.2 1.0
Median/ 

ICRP
1.0 1.0 1.0

QU/ICRP 3.0 2.7 1.5
ICRP/QL 2.8 2.6 1.5

GSD: Geometric standard deviation; QU: the upper 97.5th percentile; QL: the 
lower 2.5th percentile. Column “Particle transport only” implies only the particle 
transport parameters in Tables 1 and 2 were varied; “particle transport only 
(except HATM rates)” implies that the particle transport parameter values were 
varied with the HATM rates fixed at their ICRP reference values; Column “HATM 
rates only” implies that the HATM rates were varied with the other particle 
transport rates kept at their ICRP reference values.

a ICRP OIR dataviewer reference value (ICRP, 2022).
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