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Abstract—This paper introduces an innovative hybrid method-
ology for removing decaying Direct Current Offset from fault
current signals, a prevalent challenge in phasor estimation
techniques in protective relay applications. Traditional techniques
of solving this problem often fall short in efficiency and accuracy,
especially when the faulty signal has complex non-linear decay
patterns. Our method combines the Cumulative Sum and Fast-
Moving Average techniques, utilizing the former’s ability to track
decaying Direct Current Offset trends and the latter’s proficiency
in smoothing signal variations. This approach not only enhances
the accuracy of decaying Direct Current Offset removal but also
preserves the integrity of the underlying signal. We demonstrate
the superior performance of our method, highlighting its poten-
tial to significantly improve fault signal analysis and the reliability
of power system operations.

Index Terms—Direct Current Offset, Fault Current Signals,
Protective Relays, Cumulative Sum Technique, Fast-Moving Av-
erage, Non-linear Decay Patterns, Power System Reliability.

I. INTRODUCTION

In the dynamic landscape of power system engineering,
the analysis of fault current signals stands as a cornerstone
for maintaining the reliability and safety of power systems.
However, a pervasive challenge in this domain is the presence
of decaying Direct Current Offsets (DCOs) in fault signals.

This DCOs can significantly distort signal characteristics,
leading to potential misinterpretations that jeopardize the ef-
fectiveness of transient stability assessments and the coordi-
nation of protective device.

A. Related Works

To get a full grasp of the state-of-the-art on DCO removal
techniques, several published works on the subject matter were
carefully perused. In [2], the authors presented a DCO removal
algorithm using mimic filters. This approach is susceptible
to error due to the impracticability of selecting desirable

parameters of the mimic circuitry to match the time constant
of the faulty signal. To overcome the drawbacks of traditional
mimic filters, [6] reported an adaptive mimic filter algorithm
whose reliability depends on the proper selection of cycle-
count.

In [8], the authors presented an estimation scheme that
combines Discrete Fourier Transform (DFT) with a Finte
Impulse (FIR) notch filter. In the scheme, the output of the
FIR notch filter, along with its complex conjugate, are used to
obtain DCO parameters which are eventually subtracted from
the initial DFT output. Although robust, the algorithm has a
low rate of convergence and is less precise than conventional
schemes. Insights on the use of Simpson’s rule in estimat-
ing DCO were presented by [9]. In the study, the authors
argue that parabolic approximation using Simpson’s rule fits
the curvatures of fault current signals with greater accuracy
thereby making it a good fit for DCO estimation in fault
current signals.

In [11], a DCO mitigation strategy using the moving average
filter and the faulty signal’s symmetry was presented. How-
ever, the test signal used in the study was devoid of frequency
deviation and undesirable harmonic contents. Moreover, the
algorithm’s robustness is limited. In [17], a real-time DCO
removal method using Morphological Median Filter (MMF)
was presented. The study in [22] presented a method using
full cycle Discrete Fourier Transform (FCDFT) and a second-
order FIR notch filter for merging multiple DCOs into a single
DCO, optimizing computation time with a quarter-sampling
frequency.

Finally in [23], an Intrinsic Time-scale Decomposition tool
was used to decompose a fault signal into Proper Rotation
Components (PRC) and a monotonic trend signal that repre-
sent the DCO.



Due to the aformentioned problems, most of the DCO
suppression/mitigation schemes yielded results that are less
accurate and precise. Morever, the algorithms are less resilient
and have low rate of convergence.

B. Contributions

To address the shortcomings enumerated in the previous
section, we propose a novel hybrid method that amalgamates
the Cumulative Sum and Fast-Moving Average techniques.
This method is specifically tailored to tackle the nuanced
challenges posed by DCO in fault current signals.

II. MATHEMATICAL FORMULATION OF CUMSUM-FMA
ALGORITHM

The Cumulative Sum component is adept at tracking the
evolving trend of the DCO, proving especially beneficial in
scenarios where the DCO has inherent non-linear charac-
teristics. In parallel, the Fast-Moving Average technique is
employed to effectively smooth out rapid signal variations,
thereby facilitating a more accurate isolation of DCO compo-
nents.

As per [2], [6], [8], fault current signal can be modelled
using (1).

I[n] = A0e
−n∆t

τ +A1 sin (nδ + θ1)

+

N
2 −1∑
k=2

Ak sin (knδ + θk) (1)

In (1), n, N ,τ , δ and ∆t represent the number of samples,
number of samples per cycle, DCO time constant, angular
velocity and sampling interval respectively. Also, Ak and θk
represent the amplitudes and phase angle of the kth harmonic
component. The corrected fault signal can be obtained using
(2).

Icorrected [n] = Idiscrete

[
n− N

2

]
− Ima [n] (2)

where

Ima[n] =
Cumsum[n]− Cumsum[n−N ]

N
,∀n ≥ N (3)

Cumsum[n] =
n∑

k=1

x[k] (4)

Cumsum[n−N ] =
n−N∑
k=1

x[k] (5)

By combining Eq. (4) and Eq. (5), we can obtain Eq. (6)

Ima[n] =
1

N

(
n∑

k=n−N+1

x[k]

)
,∀n ≥ N (6)

A. Analytic Illustration of DCO Removal using the proposed
algorithm

As per (2), the discretized part of the fault signal can be
expressed as follows:
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Furthermore, the right hand side of (2), can be evaluated as

follows:

Ima [n] = Imaexp [n] + Imasin [n] (8)

The moving average of each sinusoidal component tends
to zero over periods where N is an integer multiple of the
sinusoid’s period. As such,

Imasin [n] ≈ 0 (9)

Now, the moving average of the exponential term can be
expressed as in (10).

Imaexp [n] =
1

N

n∑
i=n−N+1

A0e
− i∆t

τ (10)

In the interval from n − N + 1 to n, the midpoint is at
n − N

2 . For small intervals, the sum of exponentials can be
approximated by multiplying the number of terms N by the
exponential at the midpoint [1], [4] and [5]. Thus,

n∑
i=n−N+1

e−
i∆t
τ ≈ N · e−
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2 )∆t

τ (11)

Plugging (11) in (10) yields

Imaexp[n] ≈
1

N
·N ·A0e

− (n−N
2 )∆t

τ (12)

Thus,

Ima[n] ≈ A0e
− (n−N

2 )∆t

τ (13)

Putting (7) and (13) in (2) yields

Icorrected [n] = A1 sin
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(14)

The time constant of the decaying exponential DC and its
amplitude can be estimated using (15) and (16) as per [3]. It
is important to note that S[n] =

∑N2

n=N1
I[n].



τ = − ∆n∆t

ln
(

S[n+∆n]
S[n]

) (15)
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S[n]∑N2

n=N1
e−

n∆t
τ

(16)

III. ILLUSTRATIVE IMPLEMENTATION OF THE PROPOSED
ALGORITHM AS HYBRIDS

The proposed algorithm was hybridized with the Kalman
Filter (pKF) to illustrate the hybrid implementation. As per [7],
the corrected signal can be expressed as in (17). For the first
two harmonics, (20)-(27) represents the proposed algorithm
- Kalman Filter hybrid implementation. The magnitude and
the phase angles of respective harmonic components can be
obtained using (29) and (30).

Icorrected ((k + 1)∆t) = H · F ·X(k) (17)

where

H =
[
1 0 1 0

]
(18)

F =


cos(ω0∆t) − sin(ω0∆t) 0 0
sin(ω0∆t) cos(ω0∆t) 0 0

0 0 cos(2ω0∆t) − sin(2ω0∆t)
0 0 sin(2ω0∆t) cos(2ω0∆t)


(19)

Xk|k−1 = FXk−1|k−1 (20)

Pk|k−1 = FPk−1|k−1F
T +Q (21)

Ypred = HXk|k−1 (22)

e = Icorrected − Ypred (23)

S = HPk|k−1H
T +R (24)

K = Pk|k−1H
TS−1 (25)

Xk|k = Xk|k−1 +Ke (26)

Pk|k = (I −KH)Pk|k−1 (27)

X[k] =


A1 cos (θ1)
A1 sin (θ1)
A2 cos (θ2)
A2 sin (θ2)

 (28)

A[k] =
√
X2k[k]2 +X2k+1[k]2 (29)

θ(k) = tan−1

(
X2k+1[k]

X2k[k]

)
(30)

In the above formulations, X2k[k] and X2k+1[k] are the
estimated cosine and sine coefficients of each harmonic com-
ponent at time step k. F,Q, P, I,H, e,R, and S represent the
state transition, process noise covariance, covariance, iden-
tity, measurement, measurement residual, measurement noise
covariance, and innovation covariance matrices respectively.
Also, Ypred and K denotes the predicted measurement vector,
and Kalman gain respectively. Finally, Xk|k−1 and Xk|k
represent the predicted and updated state estimates

IV. SIMULATION SETUP

The effectiveness of our method was tested on a test-
network represented in Fig. 1. In the figure, a, b ( i.e. b1
and b2), c, d, e, f, g, h, i, j and k represent part of a distri-
bution network, designated nodes, circuit breaker (CB), line,
current transformer (CT), fault, relay, DGs (Solar Power Plant,
Wind Power Plant and Solar Power Plant) and nonlinear load
respectively. The fault current in the primary and secondary
sides of the CT are denoted by Ifprim and Ifsec . The simulated
signals were generated to mimic typical fault scenarios with
varying degrees of DCO. The parameters of the test network
are presented in Table I.

Fig. 1: Single Line Diagram of the test system

TABLE I: Parameter of the test system

EPS Sc = 250MVA,U = 25√
3
[kV]

Line
l = 5.8 km, [r1, r0] = [0.012730, 0.3864][Ω/km]
[l1, l0] = [0.9337e− 3, 4.1264e− 9][H/km]
[c1, c0] = [12.74e− 9, 7.751e− 9][C/km]

Fault
lf = 60%× l, tsw = [0.20, 0.4][s], Rs = 1e6[Ω]
Rg = 0.001[Ω], Ron = 0.001[Ω]

Plants /
Loads

2× 1.5MW Photovoltaic Plant
4.5MW Windfarm
2MW Nonlinear load

In Table I, [r1, r0] , [l1, l0] and [c1, c0] represents the
positive- and zero-sequence resistances, inductance and capac-
itance of the line per unit distance respectively. Also, Sc, U ,
tsw and l, lf , Ron, Rg, Rs denotes the short circuit level of the
grid part, the grid voltage, the switching time, length of line,
distance of fault on line, fault resistance, ground resistance,
and snubber resistance respectively.



Fig. 2. shows the operation of candidate estimators using
the time-window method [1]. The terms w1 to w4 stand for
respective time-window number [1]. The time-window number
can be extended to wk window in line with design trade-offs.
The discriminatory capabilities of the relay hinges on effective
estimation of the magnitude of the fundamental frequency
component.

Fig. 2: Estimation process by Estimators

V. SIMULATION RESULTS

The proposed algorithm was implemented in conjuction
with other algorithms as hybrids in the test-network. The re-
sults obtained for the Kalman Filter (KF) [7], Least Square Er-
ror (LSE) [1], Full cycle Discrete Fourier Transform (FCDFT)
[1], [8], and the Modified Cosine Filter (MCF) [11] (Fig. 3 -
Fig. 6) shows the superiority of hybrid schemes based on the
proposed algorithm in terms of the stability in the values of
the fundamental frequency components estimated.

Fig. 3: Kalman Filter vs proposed-Kalman Filter

Fig. 4: LSE vs proposed-LSE (pLSE)

Fig. 5: FCDFT vs proposed-FCDFT (pFCDFT)

Fig. 6: MCF vs proposed-MCF (pMCF)

VI. PERFORMANCE EVALUATION METRICS (PEM)

The performance of the proposed algorithm was investigaed
using four metrics [2] as in (31) - (34).

MAE =
1

N

N∑
i=1

|yi − ŷi| (31)

Precision =
1

Var(ŷ)
(32)

|RoC | = min {k : |yk − ŷk| < ε} (33)

Robustness (y, ŷ, ỹ) =
MAE (yi, ŷi)

MAE (yi, ỹi)
(34)

The terms MAE, RoC, yi, ŷi, ỹi, N , ε and V ar(ŷ) rep-
resents Mean Absolute Error (i.e. measure of accuracy), Rate
of Convergence, true values, estimated values, noisy predicted
values, number of samples, predefined error threshold, and the
variance of the estimated values respectively.

The robustness analysis provided insights into each
method’s ability to maintain accuracy despite the introduction
of noise, revealing a range of resilience among the methods.
Precision also varied across the methods, underscoring the
consistency and reliability of certain techniques over others.

The PEM results for the FCDFT, Adaptive Mimic Filter-
Full Cylcle Discrete Fourier Transform (adMimic-FCDFT) [6],
Kalman Filter (KF) [7], Modified Cosine Filter (MCF), Least
Square Error (LSE) [1] and Recursive Least Mean Square
(RLMS) [1] are presented in Fig. 7 - 9.



Fig. 7: Robustness and RoC of different schemes

Fig. 8: Accuracy of different schemes

Fig. 9: Precision of different schemes

VII. DISCUSSIONS/DATA ANALYSIS

The PEM result revealed notable improvements in rate of
convergence, robustness (Fig. 7) and precsion (Fig. 9) in
hybrid schemes based on the proposed algorithm indicating
improvement in better efficiency over others schemes. Further-
more, there was recorded improvement in the accuracy (Fig.
8) of the hybrid schemes using the proposed method. The rate
of convergence had significant impacts on the computational
burden and time.

VIII. CONCLUSION

Overall, algorithm-hybrids based on the suggested method
demonstrated better performance than most of the methods in-
vestigated. The PEM findings of this study can be instrumental
in aiding future design trade-offs. Future work will focus on
refining the technique and exploring its applications in other
domains.
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