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Abstract

The Standard Model of Particle Physics (SM) explains particle masses via the spontaneous
breaking of the electroweak symmetry by the ground state of the scalar Higgs potential. In
the early universe at high temperatures, the electroweak symmetry in the SM is restored and
the universe is in a vacuum in which all particles are massless. Today, at low temperature,
the electroweak vacuum expectation value of the ground state breaks the electroweak sym-
metry and the universe has massive particles. The experimental observation of a Higgs boson
confirms the realization of a fundamental scalar sector in nature. All collider data agrees
with the minimal scalar sector of the SM within theoretical and experimental uncertainties.
However, cosmological observations, in particular the excess of matter over antimatter and
the existence of non-baryonic dark matter, cannot be explained by the SM. Therefore, this
strongly suggests the presence of physics beyond the SM (BSM). Extensions of the scalar
sector of the SM provide a promising avenue for studying BSM physics, as not only the min-
imal scalar sector of the SM, but also BSM extensions of the scalar sector can reproduce
all experimental collider data. Additionally, BSM scalar sector extensions can incorporate
mechanisms to produce a matter–antimatter asymmetry, and can as well contain dark mat-
ter candidates. The matter–antimatter asymmetry can be dynamically generated through
electroweak baryogenesis (EWBG) if the three Sakharov conditions are fulfilled. These are
the existence of baryon number violation, violation of the charge conjugation (C) and charge-
conjugation and parity (CP) symmetry, as well as departure from thermal equilibrium. In
EWBG, a matter–antimatter asymmetry is produced through a combination of CP-violating
processes and sphaleron-mediated baryon number violating processes. The excess of mat-
ter is then conserved by the departure from thermal equilibrium which is realized through
a strong first-order electroweak phase transition (EWPT) from the electroweak symmetric,
false vacuum at high temperatures to the electroweak broken, true vacuum at low temper-
atures. While sphaleron-mediated processes in the SM can violate the baryon number, the
SM does not have enough CP violation, neither does it predict a strong first-order EWPT.
Therefore, BSM extensions are required to enable a strong first-order EWPT as well as to
provide additional sources of CP violation. In addition to providing the departure from ther-
mal equilibrium which is necessary for EWBG, first-order EWPTs also source a stochastic
gravitational wave (GW) background that could be detectable at GW observatories in the
near future.

In this thesis, we connect the parameter space for first-order EWPTs for selected BSM models
to collider observables and to their potential to source gravitational waves to which future GW
observatories might become sensitive. Further, we show that the models under investigation
provide intermediate temperature regions with spontaneous breaking of the electromagnetic
symmetry or additional sources of CP violation, as well as dark matter.
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Zusammenfassung

Das Standardmodell der Teilchenphysik (SM) erklärt Teilchenmassen über den Mechanis-
mus der spontanen Brechung der elektroschwachen Symmetrie durch den Grundzustand des
skalaren Higgspotentials. Im frühen Universum, bei hohen Temperaturen, ist die elektro-
schwache Symmetrie des Standardmodells exakt und das Universum befindet sich in einem
Grundzustand, in welchem alle Teilchen masselos sind. Heute, bei niedriger Temperatur,
bricht der Vakuumerwartungswert des Grundzustandes die elektroschwache Symmetrie, und
das Universum befindet sich in einem Grundzustand, in welchem Teilchen massebehaftet sind.
Die experimentelle Entdeckung eines Higgs-Bosons bestätigt, dass ein fundamentaler skalarer
Sektor in der Natur realisiert ist. Alle Daten von Beschleunigerexperimenten stimmen inner-
halb theoretischer und experimenteller Unsicherheitsgrenzen mit den Theorievorhersagen des
minimalen Skalarsektors des SM überein. Kosmologische Beobachtungen, wie der Über-
schuss von Materie gegenüber Antimaterie, oder die Existenz von nicht-baryonischer Dunkler
Materie, können jedoch nicht mit dem SM erklärt werden und bilden damit eine deutliche
Evidenz für Physik jenseits des Standardmodells (BSM). Erweiterungen des Skalarsektors des
SM erklären, genau wie der minimale Skalarsektor des SM, die Daten der Beschleunigerex-
perimente. Sie können jedoch zusätzlich Mechanismen enthalten, um den Materieüberschuss,
sowie Dunkle Materie zu erklären. Die Materie–Antimaterie Asymmetry kann durch elektro-
schwache Baryogenese (EWBG) dynamisch erzeugt werden, wenn die drei Sakharov Bedin-
gungen erfüllt sind. Diese sind die Existenz von Baryonenzahl-verletzenden Prozessen, Verlet-
zung der Ladungskonjugation- (C) und Ladungskonjugations- und Paritäts-Symmetrie (CP),
sowie Abweichung vom thermischen Gleichgewicht. In EWBG wird durch eine Kombina-
tion von CP-verletzenden Prozessen und von Baryonenzahl-verletzenden Sphaleron-Prozessen
ein Materieüberschuss erzeugt. Der Materieüberschuss wird dann anschließend durch einen
starken elektroschwachen Phasenübergang erster Ordnung zwischen dem elektroschwach-
symmetrischen falschen Grundzustand bei hohen Temperaturen zu dem elektroschwach-ge-
brochenen wahren Grundzustand bei niedrigen Temperaturen erhalten. Während Sphaleron-
Prozesse im SM die Baryonenzahl verletzen können, hat das SM jedoch nicht genügend CP-
Verletzung und sagt außerdem keinen starken elektroschwachen Phasenübergang erster Ord-
nung voraus. BSM-Erweiterungen sind somit notwendig, um einen starken elektroschwachen
Phasenübergang erster Ordnung, sowie zusätzliche CP-Verletzung zu ermöglichen. Zusätzlich
zur Bereitstellung einer Abweichung vom thermischen Gleichgewicht, welche eine notwendige
Bedingung für erfolgreiche EWBG ist, sind elektroschwache Phasenübergänge erster Ordnung
auch Quellen für einen stochastischen Gravitationswellenhintergrund, welcher von zukünftigen
Gravitationswellendetektoren gemessen werden könnte.

In dieser Arbeit stellen wir eine Verbindung her zwischen dem Parameterraum spezieller BSM-
Modelle, welcher elektroschwache Phasenübergänge erster Ordnung erlaubt, und Observablen
an Beschleunigerexperimenten, sowie zu erzeugten Gravitationswellen, für die zukünftige
Gravitationswellendetektoren empfindlich sein können. Außerdem können die untersuchten
BSM-Modelle spontan die elektromagnetische Symmetrie in zwischenzeitlichen Temperatur-
regionen brechen, zusätzliche Quellen für CP-Verletzung haben, sowie Kandidaten für Dunkle
Materie enthalten.
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• Philipp Basler, Lisa Biermann, Margarete Mühlleitner, Jonas Müller, Rui Santos, João
Viana, “BSMPT v3 A Tool for Phase Transitions and Primordial Gravitational Waves
in Extended Higgs Sectors”, [arXiv:2404.19037 [hep-ph]].

Conference proceedings
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CHAPTER 1

Introduction

The Standard Model of Particle Physics (SM) currently gives the best understanding of
the high-energy, or small-scale, universe made up of massive particles and their interactions
[1–12]. It describes the particle content of the universe based on symmetries, split into
the categories of fermions, i.e. quarks and leptons, as matter particles and bosons as force
carriers. Particle masses are generated through spontaneous symmetry breaking in the Higgs
mechanism [13–16]. The ground state of the SM Higgs potential breaks the electroweak
symmetry spontaneously and is invariant under the electromagnetic symmetry, rendering the
photon massless. The Higgs mechanism further predicts a scalar boson, the Higgs boson h.
The experimental observation of a scalar boson consistent with the Higgs boson predicted by
the SM was first reported in 2012 [17, 18]. Since then increasingly precise measurements have
substantiated its SM-like properties. The ATLAS and CMS collaboration have independently
measured a scalar boson of mass mh = 125GeV, that is even under charge conjugation parity
(CP) symmetry. It is observed in multiple final states [19, 20]. The observations are consistent
with theoretical predictions for coupling strengths and production probabilities calculated
with the SM within experimental and theoretical uncertainties.

The SM, however, cannot be the underlying theory of nature. Besides its lack of an explana-
tion for gravity as the fourth fundamental force of nature, there are experimental observations
that the SM cannot explain. These are of cosmological nature [21], e.g. dark energy, dark mat-
ter, the matter–antimatter asymmetry, or concern particle physics, like e.g. neutrino masses
[22–24], the flavour puzzle [25], or the hierarchy problem [26–29]. The SM was established
based on a multitude of independent collider experiments and can be interpreted as a low-
energy approximation of an underlying theory that manifests itself at higher energies beyond
the reach of current collider experiments.

Extensions of the SM scalar sector represent a promising portal to explore physics beyond the
SM (BSM) and to explain at least some of the open questions of the SM. The measured mass
of the observed Higgs boson adds the last missing theoretical piece to the Standard Model.
However, further experimental efforts are needed in order to precisely determine the shape
of the scalar potential, independently of the Higgs boson mass, to test the SM assumption
of a minimal scalar sector. These efforts include direct measurements of the Higgs boson
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self-interaction. Current experimental data does not exclude more complicated scalar sectors
that allow for a rich BSM phenomenology, while containing an SM-like Higgs boson.

One promising possibility in BSM scalar sectors is a first-order electroweak phase transition
(EWPT). At high temperatures in the early universe, the electroweak symmetry, which is
spontaneously broken by the ground state of the scalar potential today, can be restored. In the
SM the restoration of the electroweak symmetry takes place via a smooth cross-over [30, 31].
However, with BSM-extended scalar sectors, it is also possible, and allowed by experimental
data, to restore the spontaneously broken electroweak symmetry via a first-order EWPT. In
a first-order EWPT, a false vacuum of the scalar potential decays by transitions to a barrier-
separated true vacuum. The temperature at which both vacua are degenerate is the critical
temperature, Tc.

A first-order EWPT in the early universe is theoretically motivated because the matter–
antimatter asymmetry of our universe can be explained if a strong first-order EWPT appears
together with additional violation of the CP symmetry and baryon number violating processes
[32–34]. There are direct consequences on observable signatures, i.e. promising connections
to collider signatures, see e.g. [35–38]. Furthermore, a first-order EWPT sources a stochastic
gravitational wave (GW) background [39–45]. First evidence for a stochastic GW background
was published in 2023 [46–50]. The signal is found to be compatible with a range of sources,
including first-order EWPTs [47]. The observation of a stochastic GW background exclusively
sourced by a first-order EWPT would be a clear evidence for BSM physics. Therefore, the
theoretical possibility of first-order EWPTs provides a link between cosmology and collider
physics.

In this thesis, we extend the SM scalar sector to provide mechanisms to generate a first-order
EWPT as well as dark matter within experimental bounds. We link the parameter space
that allows for first-order EWPTs to collider signatures, dark matter observables, and future
GW measurements. This way, we aim to shed light both on the true nature of underlying
physics and on the evolution of the early universe. More specifically, this thesis is organized
in two parts. In the first part we study prerequisites for a first-order EWPT. For this, we
parametrize the strength of a first-order EWPT via the coordinate of the electroweak vacuum
expectation value (VEV) ωEW at the critical temperature Tc divided by critical temperature,
ξc = ωEW(Tc)/Tc, and define a first-order EWPT to be strong, if ξc & 1. We then investigate
the relation between strong first-order EWPTs in the dimension-six extended Two-Higgs-
Doublet Model (2HDM) and collider signatures. The existence of a critical temperature
is, however, only a prerequisite for a first-order EWPT. To determine whether a first-order
EWPT takes place in the early universe or not, we need a calculation of vacuum transition
rates and the derivation of characteristic temperatures that takes into account the expansion
rate of the universe. In the second part of this thesis, we perform these calculations and find
completing first-order EWPTs in a 2HDM with intermediate electromagnetic charge breaking
as well as with gravitational waves sourced by it. Additionally, we investigate and show the
ability of the model ‘CP in the Dark’ to allow for first-order EWPTs, to source observable
gravitational waves, to explain dark matter and to provide additional CP violation.

This thesis is structured as follows. First, we describe the SM and general BSM scalar sector
extensions in Chapter 2. We give a short overview of the early universe in Chapter 3. In
the first part of this thesis, we then discuss prerequisites for a first-order EWPT in the
early universe. We describe the finite-temperature ground state of the scalar potential by
the one-loop effective potential in Chapter 4. We provide an overview of the computer code
framework that was used in the context of this thesis in Chapter 5. In Chapter 6, we discuss
dimension-six operators added to a 2HDM that can promote a first-order EWPT with ξc <
1 to a strong first-order EWPT with ξc & 1. For such operators, we draw relations to
signatures at collider experiments. We implemented the calculation of the vacuum transition
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rate and the derivation of characteristic temperatures for first-order EWPTs, as well as the
derivation of the GW spectrum that is sourced by first-order EWPTs, in the new public code
BSMPTv3 as a part of this thesis. We present it in detail in Chapter 7. We further review the
derivation of the transition rates and the characteristic temperatures for a first-order EWPT
in Chapter 8. In Chapter 9 we describe how a stochastic GW background is sourced by
first-order EWPTs. In Chapter 10 we discuss EWPTs in a 2HDM with intermediate phases
that violate the electromagnetic symmetry. In Chapter 11 we investigate first-order EWPTs
and gravitational waves in the model ‘CP in the Dark’. We furthermore discuss dark matter
and CP violation within the model, as well as possible phase histories. We summarize and
conclude in Chapter 12.





CHAPTER 2

The Standard Model and Scalar Sector Extensions

The Standard Model of Particle Physics (SM) [1–4] has been developed based on a strong
interplay between theory and experiment. No other theory so far is in better agreement with
experimental findings for small-scale interactions. In this chapter we summarize the SM; for
a review, consult e.g. Ref. [51]. We follow the conventions of Ref. [52].

The SM is postulated as a renormalizable [5–9] non-Abelian spontaneously broken [10–12]
gauge theory with a Lagrangian which is locally gauge invariant under the symmetry group

SU(3)C × SU(2)L × U(1)Y . (2.1)

The gauge group of quantum chromodynamics (QCD) is SU(3)C with conserved colour charge
(C). The strong force is mediated by eight colour-neutral gauge fields, the gluons Gaµ, and
acts on colour triplets of quarks {u, d, c, s, t, b} and their corresponding antiquarks. The gauge
group SU(2)L × U(1)Y describes the unification of the weak and electromagnetic force. The
electroweak (EW) force is associated with the weak isospin through its third component IzW
for SU(2)L and the weak hypercharge YW for U(1)Y and is mediated by four gauge bosons,
{W1,W2,W3, B}. As a chiral theory, the EW force acts on left-handed fermion doublets, i.e.
quarks QL and leptons LL, and right-handed fermion singlets, i.e. quarks uR, dR and leptons
lR, which are defined in Table 2.1. There are three fermion families for quarks and leptons
each. The respective upper (lower) component of the SU(2)L left-handed quark doublets of
the three families define the up-type (down-type) quarks. The leptons are the electron e, the
muon µ and the tau τ as well as the three neutrinos {νe, νµ, ντ}. The Higgs field Φ is a
scalar, colour-neutral, SU(2)L doublet field with YW = +1/2. The field content of the SM is
summarized in Table 2.1. The SM Lagrangian reads (a ∈ {1, . . . , 8}, i ∈ {1, 2, 3})

LSM = −1

4
GaµνG

aµν − 1

4
W i
µνW

iµν − 1

4
BµνB

µν

+ iQL /DQL + i LL /DLL + i uR /DuR + i dR /DdR + i lR /DlR

+ (DµΦ)
†(DµΦ) + µ2|Φ|2 − λ|Φ|4 +

[
−Q′

LŶuΦ̃u
′
R −Q

′
LŶdΦ d

′
R − LLŶlΦ̃ lR + h.c.

]
+ Lghost + Lfix .

(2.2)
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Summation over repeated indices is implied, following the Einstein sum convention. We
denote the contraction with a Dirac matrix γµ in the Feynman slash notation, /D ≡ γµDµ.
Local gauge invariance is enforced through the definition of the covariant derivative,

DµQL =
[
∂µ + i gS T

aGaµ︸ ︷︷ ︸
SU(3)C

+ i g T iW i
µ︸ ︷︷ ︸

SU(2)L

+ i g′ YW Bµ︸ ︷︷ ︸
U(1)Y

]
QL ,

Dµ LL =
[
∂µ + i g T iW i

µ + i g′ YW Bµ

]
LL ,

Dµ qR =
[
∂µ + i gS T

aGaµ + i g′ YW Bµ

]
qR ,

Dµ lR =
[
∂µ + i g′ YW Bµ

]
lR ,

DµΦ =
[
∂µ + i g T iW i

µ + i g′ YW Bµ

]
Φ ,

(2.3)

where we denoted the right-handed up-type and down-type quarks by qR = {uR, dR}. The
T a = λa/2 are the generators of the SU(3)C written in terms of the Gell–Mann matrices
λa with a ∈ {1, . . . , 8}. The generators of the SU(2)L, T

i = σi/2, are written in terms of
the Pauli matrices σi with i ∈ {1, 2, 3}. The coupling strengths w.r.t. the gauge groups are
denoted by gS , g and g′, respectively. The Lagrangian in Eq. (2.2) includes kinetic terms for
the gauge bosons,1 the kinetic terms for the fermions {QL, LL, uR, dR, lR}, as well as terms
involving the Higgs field Φ that we will discuss in more detail below. The ghost and gauge
fixing terms, Lghost and Lfix, are required for theoretical completeness [53].

Both the gauge bosons that mediate the weak force and the fermions are massive,2 however,
explicit mass terms are not allowed in the SM Lagrangian, because they would violate the
gauge symmetry. In the Englert–Brout–Higgs–Guralnik–Hagen–Kibble mechanism [13–16],
abbreviated as Higgs mechanism, gauge boson and fermion masses are generated in a gauge-
invariant way via the introduction of a scalar sector with a scalar Higgs field Φ which has
a non-vanishing vacuum expectation value (VEV) that breaks the SU(2)L × U(1)Y gauge
symmetry spontaneously. Furthermore, the Higgs mechanism predicts a scalar Higgs boson
h that couples to fermions (gauge bosons) proportional to their mass (squared mass), as will
be derived below. The existence of such a scalar boson is required to restore unitarity of the
weak interaction.3 In the Higgs mechanism, the electroweak subgroup of the SM gauge group
in Eq. (2.1) is spontaneously broken down to a U(1)EM,

SU(2)L × U(1)Y → U(1)EM , (2.4)

with conserved electromagnetic charge QEM given by the Gell–Mann–Nishijima formula,

QEM = IzW + YW . (2.5)

The Higgs mechanism extends the theory by the scalar potential

V (Φ) ≡ −µ2|Φ|2 + λ|Φ|4 , with µ2 > 0 and λ > 0 , (2.6)

1A field strength tensor is defined as Fµν = i
g
[Dµ, Dν ] with generic coupling constant g. For an Abelian gauge

theory, e.g. U(1)Y , it follows Bµν = ∂µBν − ∂νBµ. Non-Abelian gauge theories, e.g. SU(2)L and SU(3)C ,
have W i

µν = ∂µW
i
ν −∂νW

i
µ − g εijkW j

µW
k
ν and Ga

µν = ∂µG
a
ν − ∂νG

a
µ − gS fabcGb

µG
c
ν , respectively. The εijk and

fabc are the respective structure constants.
2Neutrinos are massless in the SM. However, from observations [22–24] we know that neutrinos have a mass. An
upper limit on the neutrino mass is derived from e.g. the KATRIN experiment [54], as well as from cosmological
probes, cf. Chapter 3. A discussion of BSM sources for neutrino masses is beyond the scope of this thesis.

3Without an SM-like Higgs boson, the cross section of longitudinal W boson scattering diverges for high centre-
of-mass energies. Unitarity of the S matrix, i.e. probability conservation, is restored through the introduction
of a neutral scalar particle that couples to the W boson proportional to the W mass squared. The additional
diagrams with this neutral scalar particle then cancel those diagrams that show the unphysical high-energy
behaviour. The existence of an SM-like Higgs boson therefore is not just a consequence of the Higgs mechanism
that consistently explains gauge boson and fermion masses, but is required to restore unitarity.
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Field Spin (SU(3)C , SU(2)L) {IzW , YW }

Gaµ, a ∈ {1, . . . , 8} 1 (8, 1) {0, 0}
W i
µ, i ∈ {1, 2, 3} 1 (1, 3) YW = 0, see caption

Bµ 1 (1, 1) {0, 0}

Φ =

(
φ+

φ0

)
0 (1, 2)

{(
+1/2

−1/2

)
, +1/2

}

QL =

{(
uL
dL

)
,

(
cL
sL

)
,

(
tL
bL

)}
1/2 (3, 2)

{(
+1/2

−1/2

)
, +1/6

}
uR = {uR, cR, tR} 1/2 (3, 1) {0, +2/3}
dR = {dR, sR, bR} 1/2 (3, 1) {0, −1/3}

LL =

{(
νeL
eL

)
,

(
νµL
µL

)
,

(
ντL
τL

)}
1/2 (1, 2)

{(
+1/2

−1/2

)
, −1/2

}
lR = {eR, µR, τR} 1/2 (1, 1) {0, −1}

Table 2.1.: Fields of the Standard Model. Fields with integer spin follow Bose–Einstein statis-
tics, fields with spin 1/2 follow Fermi–Dirac Statistics. The gauge group representation is
given in the third column, respectively. Gluons, Gaµ, are octets (8) under SU(3)C and sin-
glets (1) under SU(2)L. The third component of the weak isospin is denoted by IzW , the weak
hypercharge by YW . The values for YW are given in the convention of Eq. (2.5). The elec-
troweak gauge bosons W i

µ are singlets (1) under SU(3)C and triplets (3) under SU(2)L. The
electroweak gauge boson Bµ is a singlet both under SU(3)C and under SU(2)L. Eigenstates
w.r.t. the weak isospin are {W+

µ ,W
−
µ ,W

3
µ}, with W±

µ = 1√
2

(
W 1
µ ∓ iW 2

µ

)
and eigenvalues

IzW (W±
µ ) = ±1 and IzW (W 3

µ) = 0. The scalar Higgs field Φ is a doublet (2) under SU(2)L.
The left-handed fermions, i.e. quarks QL and leptons LL, are doublets, the right-handed
fermions, i.e. quarks uR, dR and leptons lR, are singlets under SU(2)L. The quarks are
charged under SU(3)C and transform as triplets.
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with a complex scalar SU(2)L doublet field

Φ =

(
φ+

φ0

)
, with

{
IzW (φ+) = +1/2, YW (φ+) = +1/2 ⇒ QEM(φ+) = +1

IzW (φ0) = −1/2, YW (φ0) = +1/2 ⇒ QEM(φ0) = 0
. (2.7)

The Higgs field Φ has a non-vanishing EW VEV vEW that in unitary gauge can be rotated
to

Φ =
1√
2

(
0

h+ vEW

)
, (2.8)

with h denoting fluctuations around the EW VEV corresponding to the SM Higgs boson. In
unitary gauge, three degrees of freedom of the Higgs field are absorbed into the longitudinal
degrees of freedom of the massive electroweak gauge bosons,

LSM ⊃ (DµΦ)(D
µΦ) =

(
m2
WW

+
µ W

µ− +
1

2
m2
ZZµZ

µ

)
+ . . . , (2.9)

where we have identified the mass eigenstates

W±
µ =

1√
2

(
W 1
µ ∓ iW 2

µ

)
, (2.10)

Zµ = cos θW W 3
µ − sin θW Bµ , (2.11)

Aµ = sin θW W 3
µ + cos θW Bµ , (2.12)

with the Weinberg angle θW ,

cos θW =
g√

g2 + g′2
, sin θW =

g′√
g2 + g′2

. (2.13)

The masses of the W± and Z bosons and the photon γ, which is associated with the field Aµ,
are

mW =
1

2
g vEW , mZ =

mW

cos θW
, mγ = 0 . (2.14)

The value of the EW VEV vEW can be derived from the Fermi constant GF as

GF =
g2

4
√
2m2

W

=
1√

2 v2EW
⇒ vEW =

√
1√
2GF

' 246.22GeV . (2.15)

Furthermore, in unitary gauge, with 2µ2 = 2λ v2EW ≡ m2
h, the scalar potential simplifies to

V (Φ) = −
m2
h

2
h2 +

λhhh
3!

h3 +
λhhhh
4!

h4 + const. , (2.16)

which defines the tree-level Higgs boson trilinear and quartic self-couplings as

λhhh =
3m2

h

vEW
, λhhhh =

3m2
h

v2EW
. (2.17)

The SM Higgs potential therefore is completely determined by the electroweak VEV vEW
through Eq. (2.15) and the SM Higgs boson mass mh. The Higgs field and the fermion sector
are coupled in the Yukawa sector

LSM ⊃ LYukawa ≡ −Q′
LŶuΦ̃u

′
R −Q

′
LŶdΦ d

′
R − LLŶlΦ̃ lR + h.c. , (2.18)
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where Φ̃ ≡ iσ2Φ∗ and Ŷu, Ŷd and Ŷl are complex Yukawa coupling matrices for the up-type
quarks, down-type quarks and leptons, respectively. Ŷl can be chosen diagonal without loss
of generality. Consequently, the interaction eigenstates of the leptons are equivalent to their
mass eigenstates.4 The derivation of the mass eigenstates in the quark sector requires a
diagonalization of both Ŷu and Ŷd. We perform rotations with unitary matrices U and D,
i.e. U †U = UU † = 1 and D†D = DD† = 1, to define the quark mass eigenstates, with

Q
′
L ≡

(
u′L, d

′
L

)
,

u′L ≡ uL U
†
L , d

′
L ≡ dLD

†
L , u′R ≡ UR uR , d′R ≡ DR dR . (2.19)

The quark mass matrices Mu and Md are then given by

vEW√
2
U †
LŶuUR =Mu = diag(mu, mc, mt) , (2.20)

vEW√
2
D†
LŶdDR =Md = diag(md, ms, mb) . (2.21)

The Yukawa sector is diagonal in the basis defined in Eq. (2.19). The covariant derivative of
Eq. (2.3) introduces couplings between quarks and gauge bosons stemming from the kinetic
terms, iq /Dq. The γ and Z couplings to quarks are diagonal in the mass basis. However,
because the W± couplings mix up-type and down-type quarks, their basis change introduces
the Cabibbo–Kobayashi–Maskawa (CKM) matrix [55, 56], defined as V ≡ U †

LDL, and

LSM ⊃ iQ
′
L /DQ

′
L ⊃ g√

2
uLV γ

µdLW
+
µ + h.c. . (2.22)

In 2012, the ATLAS and CMS collaborations reported an observation of a Higgs boson at
the Large Hadron Collider (LHC) [17, 18]. Since then the Higgs boson has been studied
and has so far been found to agree with the predictions for an SM Higgs boson within
experimental and theoretical uncertainties, as summarized in Refs. [19, 20]. The observations
are compatible with a CP-even scalar,5 with SM-like couplings and measured signal strengths
compatible with the SM predictions.6 The mass of the observed Higgs boson is determined
as mh = [125.09 ± 0.21(stat.) ± 0.11(syst.)]GeV in an official combination of the ATLAS
and CMS result after LHC Run 1 [58]. We will use this result for our calculations in the
context of this thesis. An average by the Particle Data Group based on recent independent
mass measurements by ATLAS and CMS determines the observed Higgs boson mass to be
mh = (125.27± 0.17)GeV [51].

The SM cannot be the complete theory of nature as it does not include gravity, which is the
fourth fundamental force present in nature. Further hints towards BSM physics come from
its inability to explain experimental data like, e.g. non-zero neutrino masses, dark matter
and the matter–antimatter asymmetry of the universe. Concerning the latter two, we will go
into more detail in Chapter 3. The scalar sector provides a promising venue to include BSM
physics into the successful framework of the SM while matching experimental observations.
Besides the mass measurement, an independent measurement of the Higgs boson trilinear
and quartic self-couplings is necessary to determine whether the shape of the Higgs potential
follows the prediction of the SM, or whether it deviates from it. Current bounds on the
trilinear Higgs boson self-coupling, e.g. Ref. [19, 59], still allow for significant deviations from

4This no longer holds when mass terms for neutrinos are included in a BSM theory.
5The possibility of a CP-odd admixture in e.g. the top quark Yukawa coupling of the observed Higgs boson is
still allowed by experimental data, as investigated e.g. in Ref. [57].

6In the experimental analysis, the production rates that are observed in a specific channel or for a specific
final state, are parameterized by signal strengths. A signal strength normalizes the measured cross section
multiplied by the branching ratio to the SM prediction.
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the SM prediction. Furthermore, extensions of the scalar sector, while being in agreement
with the observation of an SM-like Higgs boson, can enable a first-order EWPT as well as
incorporate dark matter candidates that produce the observed dark matter relic density. In
this thesis we study SM extensions that are in agreement with experimental collider data
like the SM is, but in addition can allow for first-order EWPTs that might source observable
gravitational waves, or can incorporate a candidate for dark matter.

The construction of an extended scalar sector, is constrained by the experimental non-
observation of flavour-changing neutral currents (FCNCs) and the measurement of the ρ
parameter that is very close to one [51]. At tree-level the ρ parameter can be expressed as
[60–62]

ρ ≡
m2
W

m2
Z cos2 θW

=

∑n
i=1

[
IW, i (IW, i + 1)− 1

4Y
2
W, i

]
vi∑n

i=1
1
2Y

2
W, ivi

, (2.23)

where the sums run over weak isospin IW and weak hypercharge YW of all n scalar multiplets
with VEVs vi. The scalar sector can be expanded by any number of SU(2)L doublets with
IW = 1

2 and YW = +1 or SU(2)L-singlets with IW = YW = 0, as both fulfil IW (IW + 1) =
3
4Y

2
W , leaving the ρ parameter precisely at unity at tree-level.

When extending the scalar sector with additional doublets and singlets, additional Z2 sym-
metries are imposed on the model at T = 0GeV in order to prevent FCNCs at tree-level and
zero temperature to comply with the strict experimental bounds. However, if a Z2 symme-
try is spontaneously broken by scalar fields developing a VEV, domain walls are introduced
[63–65], cf. the discussion in [66]. Domain walls are in conflict with observations, as they
would dominate the energy density of the universe at some late time [67–69]. In the case of
an explicitly or softly7 broken Z2 symmetry, domain wall networks are unstable and decay
[70].

The two BSM models that are studied in this thesis are the following ones: In Chapters 6
and 10 we focus on a CP-conserving Two-Higgs-Doublet Model (2HDM) that extends the SM
scalar sector by one additional scalar SU(2)L doublet. In Chapter 11 we investigate a Next-
To-Minimal Two-Higgs-Doublet Model (N2HDM) where the SM scalar sector is extended by
an additional SU(2)L doublet and a real singlet under SU(2)L.

7A Z2 symmetry is softly broken if the Z2-breaking term comes with a parameter carrying mass dimension.



CHAPTER 3

The Early Universe

We observe an expanding universe, filled with almost perfect black-body background radi-
ation, with visible matter structured into solar systems, galaxies and galaxy clusters. This
chapter briefly sketches the cosmological history of the early universe along the lines of the
SM of cosmology, the Λ cold dark matter model (ΛCDM), that is experimentally tested e.g.
by the space telescopes WMAP [71] and Planck [21]. Reviews on the topic are given in e.g.
Refs. [51, 72–75].

The universe is observed to be homogeneous and isotropic on large scales above the size
of galaxy superclusters of O(10Mpc) [51, 76]. Not only the matter density of the universe
today is on large scales homogeneous, also the cosmic microwave background (CMB) which
is the almost perfect black-body background radiation with a temperature of T = (2.7255±
0.0006)K [51]. The CMB is made up of free-streaming photons that were produced at the
time of last recombination, when the photons dropped out of thermal equilibrium. More on
the topic of thermal relics will follow below. The large-scale isotropy and homogeneity of
the universe at recombination and today can be explained if there existed an early period of
accelerated expansion, called inflation, that leads to causal connections on large scales.

Today, the universe is still observed to be expanding, as inferred from e.g. the redshift of
photons emitted from visible matter [77]. The Hubble rate H describes the expansion rate of
the universe, as a function of time t,

H(t) =
ȧ(t)

a(t)
, (3.1)

in terms of a growing scale factor a(t). The Hubble constant H0 defines the Hubble rate
today at T = T0. There is an unresolved tension between H0 determined from indirect
measurements, e.g. by fitting ΛCDM to the CMB from which the Planck collaboration obtains
H0 = (67.49± 0.53) kms−1Mpc−1 [21], and from direct measurements, e.g. the measurement
of redshifts of stars, which leads to H0 = (73.2±1.3) kms−1Mpc−1 [78], cf. e.g. Ref. [79]. Our
calculations in the presented work use the result by Planck.

The time evolution of the energy density content of the universe is written in terms of the
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Friedmann equation in the form of

H(t)2 +
k

a(t)2
=
ρrad(t) + ρmat(t) + ρΛ(t)

3M2
Pl

, (3.2)

with the Planck massMPl = (1.220 890±0.000 014)×1019GeV [80], the curvature k, radiation
energy density ρrad ∝ a−4, matter energy density ρmat ∝ a−3 and vacuum energy density
ρΛ ∝ a0. The critical density ρc is defined by multiplying Eq. (3.2) with H(t)−2, cf. Ref. [72],

1 +
k

H(t)2a(t)2
=
ρtot(t)

ρc(t)
, with ρc(t) = 3H(t)2M2

Pl . (3.3)

Consequently, if the total energy density of the universe, ρtot ≡ ρrad + ρmat + ρΛ, is equal
to the critical density, then the universe is flat, i.e. k = 0. As the scale factor a grows with
time, initially the radiation density ∝ a−4 dominated the energy density content so that the
universe was radiation dominated. An earlier time is associated with a higher cosmological
redshift z, derived via

1 + z =
a0
a(t)

, (3.4)

with a redshift of today at t = t0 of z0 = 0. Radiation domination ended at the point
of matter–radiation equality at a cosmological redshift of zeq = 3411 ± 48 [21], before the
photons decoupled at zdec = 1090.30± 0.41 [21]. Today, the energy density of the universe is
dominated by vacuum energy [51].

In the hot early universe, that is the focus of this thesis, all particles were in thermal equi-
librium inside a thermal bath, and relativistic particles, i.e. particles for which m � T ,
dominated the energy density. Within this thesis, we study EWPTs that we assume to
take place in this radiation-dominated epoch. In the following, we review expressions for
the energy density and Hubble rate in the radiation-dominated universe that will be used in
later calculations. We can express the scale factor as a function of temperature under the
assumption of conservation of the entropy density s per comoving volume

0 =
d

dt

(
sa3
)
∼ d

dt

(
g∗ T

3a3
)
∼ d

dt

(
T 3a3

)
⇔ a ∝ T−1 , (3.5)

where we also assumed that during the radiation-dominated epoch the number of effective
degrees of freedom, g∗, remains constant.1 Furthermore, the assumption of entropy conserva-
tion can be directly used to relate time and temperature in the radiation-dominated epoch.
Assuming again that in the radiation-dominated epoch, d

dtg∗ = 0, it follows

0 = 3T 2a2
(
dT

dt
a+ T ȧ

)
⇔ dt = − dT

TH(T )
. (3.6)

The energy density in the radiation-dominated epoch as a function of temperature is

ρrad(T ) =
π2

30
g∗T

4 . (3.7)

We obtain the Hubble rate in the radiation-dominated era, where the total energy density is
given by ρtot ' ρrad, using Eq. (3.2), as,

H(T ) =

√
ρtot(T )

3M2
Pl

− k

a(T )2
'

√
ρrad(T )

3M2
Pl

=
π

MPl

√
g∗
90
T 2 . (3.8)

1After the radiation-dominated epoch, the number of effective degrees of freedom g decreases with time and
decreasing temperature from g∗ = 106.75 when all particles are relativistic, to g∗(T0) ≡ g0 ≈ 3 − 4 today,
depending on the assumed temperature of neutrino decoupling, when only the photons are still relativistic.
For a derivation see e.g. Ref. [81]. Planck measures g0 = 3.11+0.44

−0.43, and is consequently deriving upper bounds
on the neutrino masses [21].
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When particles of mass m are in thermal equilibrium, their interaction rate is larger than
the Hubble rate, Γ(T ) � H(T ). However, as the universe cools down, the Hubble rate
grows and reaches Γ(Tf.o.) = H(Tf.o.) and for T < Tf.o., Γ(T ) � H(T ) and massive particles
are decoupled from the thermal plasma. The relic number density of a particle species is
determined by the number density at the freeze-out temperature Tf.o.. The redshift during
the expansion of the universe until today then determines the relic number density of the
particle species today. For hot relics, the freeze-out takes place when Tf.o. � m, for cold
relics, the freeze-out takes place in the non-relativistic regime, when Tf.o. � m.

On small scales, the CMB is observed to have temperature fluctuations of δT/T ∼ O(10−5)
[51]. A spherical Fourier transform of the temperature fluctuations yields the CMB power
spectrum which is fitted to the ΛCDM prediction to determine e.g. the energy density pa-
rameters Ω, defined as energy density ratios to the critical density ρc of Eq. (3.3). These
measurements are in agreement with a flat universe with Ωk = 0.001± 0.002, and an energy
content made out of vacuum energy ΩΛ = 0.679± 0.001 and matter Ωmat = 0.3150± 0.0007,
with negligible contribution from radiation, Ωrad = O(10−5) [21]. The matter energy density
Ωmat is measured to consist of ordinary, baryonic, matter, Ωb and non-baryonic non-luminous
matter, also called dark matter (DM), Ωχ, here written multiplied with the reduced Hubble
constant h = 0.674± 0.005 [21]

Ωbh
2 = 0.0224± 0.0002, (3.9)

Ωχh
2 = 0.1200± 0.0012 . (3.10)

Consequently, only less than 5% of the energy density of the universe today is made of
baryonic matter and almost 26% consists of non-baryonic DM. Aside from the peak spectrum
inferred from the temperature anisotropies in the CMB, other evidence for DM comes e.g. from
galaxy clusters [82] and galaxy rotation curves [83]. Furthermore, DM plays an important role
in the formation of structures in the early universe, which can only be explained if the DM is
a cold relic to stabilize matter accumulation [84, 85]. No particle of the SM can fully explain
the DM relic density.2 In Chapter 11 we will discuss a BSM model that contains a candidate
for dark matter in the form of a weakly interacting massive particle (WIMP), which interacts
weakly with the SM sector and freezes out in the non-relativistic regime, when mχ � T . The
nature of DM is an open question as there is no evidence for DM found at collider searches
[86, 87], at direct detection experiments [88–91] and at indirect detection experiments [92].
Consequently, all current experiments searching for DM give rise to exclusion bounds on
the parameter space of specific DM models. The exclusion bounds set by direct detection
experiments will be illustrated further in Chapter 11 for the model ‘CP in the Dark’.

Another open question is the origin of the matter–antimatter asymmetry, also called baryon
asymmetry of the universe (BAU). The puzzle is that the difference between the number
density of baryons, nb, and the number density of anti-baryons nb, often written normalized
to the photon number density nγ , is determined to be non-vanishing [21, 51]

η ≡ nb − nb
nγ

' nb
nγ

' (6.12± 0.04)× 10−10 . (3.11)

However, any initial excess of matter over antimatter would be washed out during inflation.
Moreover, the causally connected regions after inflation are too small for a mechanism to
separate matter and antimatter successfully. An excess of matter over antimatter can be
dynamically generated if for a system with initial matter–antimatter symmetry, the Sakharov
conditions are satisfied [32]. These are: (1) existence of a baryon number violating process,

2Neutrinos are part of dark matter, however, they cannot explain the complete relic density, as they constitute
hot dark matter.
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(2) violation of the C and CP symmetries, and (3) departure from thermal equilibrium. A
mechanism that fulfills all these necessary conditions is electroweak baryogenesis (EWBG) [33,
34]. In EWBG, the departure from thermal equilibrium is realized through a strong first-order
EWPT from a false vacuum, where the electroweak symmetry is exact, to a true vacuum,
where it is spontaneously broken. The strong first-order EWPT takes place at a temperature
T < Tc, where the critical temperature Tc is defined as the temperature at which the true and
false vacuum are degenerate. It then proceeds via the formation and expansion of bubbles
filled with the true vacuum within a false vacuum plasma. Inside the false vacuum, where the
electroweak symmetry is unbroken, sphaleron-mediated baryon- and lepton-number violating
processes are in thermal equilibrium [93, 94].3 CP-violating interactions between plasma and
bubble wall create a CP asymmetry which is transferred into a baryon excess by the sphaleron
transitions. Inside the true vacuum, the electroweak symmetry is spontaneously broken, which
translates into a damped sphaleron interaction rate. A non-zero BAU is conserved inside the
true vacuum bubble, if the sphaleron interactions are sufficiently suppressed [95, 96],

Γsph
6B+ 6L ∝ e

−Esph(T )
T , (3.12)

that is if the baryon wash-out condition [34]

ξc ≡ ξ(Tc) =
ωtrue
EW(Tc)

Tc
& 1 , (3.13)

is fulfilled, defining a strong first-order EWPT. The electroweak VEV of the true vacuum
at Tc is denoted by ωtrue

EW(Tc). As the SM neither predicts a strong first-order EWPT, nor
provides enough CP violation,4 BSM physics is required to explain the generation of the
matter–antimatter asymmetry of the universe.

In this thesis, we focus specifically on BSM realizations of first-order EWPTs and investigate
if they can be of strong first order with ξc > 1. A strong first-order EWPT could have taken
place in the universe after inflation around TEW = 100GeV [97]. At later times, around
T = O(100MeV), the QCD phase transition takes place, where quarks q and gluons form
bound states [97].5 After neutrinos decouple from the thermal bath at T = O(1MeV),
the abundances of light nuclei in the universe are produced via Big Bang nucleosynthesis
(BBN) [97]. Using the value for the BAU determined from the CMB measurement [21, 71],
BBN predicts abundances in agreement with the measured abundances in the universe. This
makes BBN the earliest stage in the evolution of the early universe that is probed by current
experiments. After BBN comes the recombination stage, when electrons decouple and form
electrically neutral hydrogen atoms together with protons. Only then photons can no longer
be coupled to the thermal plasma via scattering with the electrons, and therefore decouple
and form the CMB [21, 71].

3This period of electroweak symmetry restoration can also take place in an intermediate stage of the scalar
potential evolution. Anything taking place at even higher temperature is then not constrained by EWBG,
as the sphaleron processes wash out any remnants of any earlier baryon–antibaryon asymmetry once thermal
equilibrium is reached.

4The only source for CP violation in the SM is the complex phase in the CKM matrix.
5Due to the non-zero quark masses, lattice gauge theory determines the QCD phase transition to not be of
first-order [98]. It is therefore not able to provide a sufficient departure from thermal equilibrium to explain
baryogenesis.
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CHAPTER 4

One-loop Finite-Temperature Effective Potential

Zero-temperature loop corrections as well as finite-temperature effects can have a significant
impact on the ground state of the scalar potential [99]. Ideally, we would gain a complete un-
derstanding of the scalar potential to all loop orders and at finite temperature by taking into
account an infinite number of Feynman diagrams. This is encoded in the effective potential,
first described by [100, 101] and later used for theories with spontaneous symmetry breaking
[102, 103], at one-loop [104] and higher loop [105] level. For a review consult e.g. Refs. [106,
107]. In the context of this thesis, we work with the effective potential up to next-to-leading
order (NLO) in the perturbative expansion, including the resummed higher-loop daisy dia-
grams that are dominant in the high-temperature expansion, the one-loop resummed effective
potential.

In Section 4.1 we summarize the derivation of the effective potential at zero temperature.
In Section 4.2 we introduce finite temperature field theory. We then formulate the finite-
temperature description of the effective potential in Section 4.3. We discuss perturbativity of
the finite-temperature effective potential in the high-temperature limit in Section 4.4. Finally,
in Section 4.5, we summarize initial conditions for a first-order EWPT.

4.1. Effective Potential at Zero Temperature

Today, at a temperature of T = 0GeV, the ground state of the scalar potential receives loop
corrections. Because a potential generally contains all non-derivative terms allowed by the
symmetries of a theory, the effective potential corresponds to summing all Feynman diagrams
with zero external momentum in the diagrammatic approach. The effective potential can also
be calculated from the effective action using the background field method which we discuss
in the following. We will sketch the derivation of the effective potential for a field theory
with one scalar field φ along the lines of [104, 105, 108]. In the path integral formalism, the
generating functional Z[J ] defines the amplitude for a transition from an initial vacuum to a
final vacuum under the presence of a source J ,

Z[J ] ≡ 〈0out|0in〉J =

∫
Dφ exp

[
iS[φ] + i

∫
d4xJ(x)φ(x)

]
, (4.1)



28 4. One-loop Finite-Temperature Effective Potential

where S is the action that is derived from the Lagrangian density L as

S[φ] =

∫
d4xL{φ(x)} . (4.2)

The Green’s functions are derived as functional derivatives,

〈0out|T {φ . . . φ}|0in〉 =
(
1

i

δ

δJ

)n
Z[J ]

∣∣∣
J=0

, (4.3)

where T {φ . . . φ} is the time-ordered product of n scalar fields φ. The generating functional
of the connected1 Green’s functions W [J ] is defined as

W [J ] = −i logZ[J ] . (4.4)

Using Eq. (4.3), we derive the functional derivative of W [J ],

φc ≡
δW [J ]

δJ(x)
=

[
〈0out|φ(x)|0in〉

〈0out|0in〉

]
J

. (4.5)

In Eq (4.5) we defined the classical background field φc. It is defined as the VEV in the
presence of J . Therefore, φc takes into account quantum corrections hJ(x) induced through
J , and schematically,

φc(x) = φ(x) + hJ(x) . (4.6)

The effective action is the generating functional of one-particle irreducible2 Green’s functions
and is defined via a functional Legendre transformation of W [J ],

Γ[φc] =W [J ]−
∫
d4xJ(x)φc(x) . (4.7)

Equations (4.5) and (4.7) imply that the variation of the effective action with respect to the
classical field yields the external source J [104]

δΓ[φc]

δφc
= −J . (4.8)

We expand the effective action in powers of derivatives of the classical background field φc
and obtain

Γ[φc] =

∫
d4x

[
− Veff(φc)︸ ︷︷ ︸

effective
potential

+O (∂µφc) + . . .

]
. (4.9)

The effective potential Veff(φc) is defined as the zeroth-order term in the derivative expansion
of the effective action. An alternative expansion of Γ in powers of φc yields the following form
for the effective potential

Veff(φc) = −
∞∑
n=1

1

n!
φncΓ

(n)(p = 0) . (4.10)

1For a connected Feynman diagram, all internal lines are connected. In other words, a connected diagram has
no disconnected vacuum loops. Only connected diagrams contribute to the S matrix [109].

2Connected Feynman diagrams that cannot be split in two separate Feynman diagrams by cutting one internal
line are named one-particle irreducible diagrams [109].
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The Γ(n) are the one-particle irreducible Green’s functions with n external legs, p is the

external momentum. We derive the one-loop effective potential V
(1)
eff by expanding Eq. (4.10)

in terms of the loop order and calculate the Green’s function Γ
(1)
1 for the one-loop one-particle

irreducible diagrams with up to n external legs as follows,

V
(1)
eff (φc) ≡ V (0)(φc) + V (1)(φc) = V (0)(φc)−

∞∑
n=1

φncΓ
(n)
1 (p = 0) , (4.11)

= V (0)(φc) +
1

2

∫
d4kE
(2π)4

log
(
k2E +m2(φc)

)
. (4.12)

To obtain Eq. (4.12), a Wick rotation to the Euclidean momentum was performed,

kE = (ik0,k) , k2E = −k20 + k2 = −k2 . (4.13)

We denote external momenta with p and loop momenta with k in the following. The field-
dependent mass m2(φc) is defined as

m2(φc) =
d2V (0)(φc)

dφ2c
. (4.14)

The one-loop effective potential derived in Eq. (4.12) is ultraviolet (UV) divergent, i.e. the
integral diverges for kE → ∞. The integral in Eq. (4.12) can be rendered UV finite through
dimensional regularization and renormalization in the MS renormalization scheme, cf. e.g.
Ref. [106]. The UV-finite one-loop effective potential for a theory with scalars φ, gauge
bosons V and fermions f reads [110]

V (1)(φc) ≡ VCW(φc) =
1

64π2

 ∑
i=φ,V,f

(−1)2si(1 + 2si)m
4
i (φc)

[
log

mi(φc)
2

µ2
− ci

] , (4.15)

summed over all particles with spins si and with the renormalization constants

cφ = cf =
3

2
, cV =

5

6
, (4.16)

and the renormalization scale µ, that we choose to we set to µ = v(T = 0GeV) = 246.22GeV
for the work presented in this thesis. Equation (4.15) defines the Coleman–Weinberg (CW)
potential in the Landau gauge.3

The shape of the zero-temperature one-loop effective potential around its minima at moderate
field values is well described by the CW potential of Eq. (4.15). Therefore in this thesis, we
use Eq. (4.15) to study minima in the effective potential. However, we note, that for too large
field values, large logarithms spoil the perturbative validity of Eq. (4.15) which can be cured
using the renormalization group improved effective potential [116–120].

3The CW potential is gauge dependent [105], but observables calculated from it have to be gauge independent.
The gauge-dependence of the effective potential is further discussed in e.g. Refs. [111–115]. We choose the
Landau gauge, where the gauge parameter vanishes ξ = 0, to have no ghost contribution and to obtain purely
transverse gauge boson propagators.
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4.2. Field Theory at Finite Temperature

At finite temperature T > 0GeV the vacuum is a thermal bath. A system that exchanges
particles and energy with the thermal bath is described by the finite-temperature partition
function Z(β) for a grand canonical ensemble with β = T−1, chemical potential µ and particle
number operator N ,

Z(β) = Tr exp−β(H−µN) ≡ Tr expβĤ . (4.17)

Finite-temperature observables are described via Gibbs averages using the grand canonical

density operator ρ = Z(β)−1 exp−βĤ as

〈O〉β ≡ Tr(Oρ) . (4.18)

Using cyclicity of this trace, it follows that finite-temperature observables are periodic in

it→ it+ β . (4.19)

Therefore, while zero-temperature Green’s functions have causal boundary conditions at t =
±∞, finite-temperature Green’s functions are periodic in Euclidean time τ = it with period β.
Consequently, the Fourier transform of the Green’s functions involves discrete frequencies, the
Matsubara frequencies [121]. In summary, the following replacements are needed to perform
a field theory calculation at finite temperature

R4 → R3 × S1 ,∫
d4k

(2π)4
→ T

∑
n∈Z

∫
d3k

(2π)3
,

(4.20)

where S1 denotes the one-dimensional sphere and with the Matsubara frequencies with n ∈ Z
defined as

k0 ≡ ωn =

{
2nπ
β for bosons

(2n+1)π
β for fermions

. (4.21)

At finite temperature, the time variable is traded for the equilibrium temperature. The
bosonic and fermionic momentum space causal two-point Green’s functions in finite temper-
ature field theory read, respectively,

D0(k, ωn) =
1

ω2
n + k2 +m2

≡ 1

ω2
n + ω2

k

≡ D0 , (4.22)

D1/2(k, ωn) =
γ0ωn + γk −m

ω2
n + ω2

k

, (4.23)

where we define ω2
k = k2 + m2. The indices of the propagators D correspond to the spin

quantum numbers of bosons, S = 0, and fermions, S = 1/2.

4.3. Effective Potential at Finite Temperature

The one-loop effective potential at finite temperature is derived by applying the replace-
ments of Eqs. (4.20) and (4.21) to the zero-temperature one-loop effective potential defined
in Eq. (4.12)

V
(1)
eff =

1

2

∫
d4k

(2π)4
log(ω2

k) → V
(1)
eff =

T

2

∑
n∈Z

∫
d3k

(2π)3
log(ω2

k + ω2
n) . (4.24)
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The temperature dependence of the finite-temperature one-loop effective potential can be
isolated, cf. e.g. Ref. [106],

V
(1)
eff =

∫
d3k

(2π)3
ωk
2

+
1

β

∫
d3k

(2π)3
log
(
1− e−βωk

)
︸ ︷︷ ︸

≡V (1)
T

. (4.25)

The first term of Eq. (4.25) can be rewritten using that [106]

− i

2

∫
dx

2π
log(−x2 + ω2

k) =
ωk
2

+ const. , (4.26)

and we obtain∫
d3k

(2π)3
ωk
2

= − i

2

∫
d4k

(2π)4
log(−k20 + ω2

k) =
1

2

∫
d4kE
(2π)4

log(k2E +m2) = VCW , (4.27)

where in the last step, we again performed the Wick rotation, k0 → ik0, to the Euclidean mo-
mentum kE as defined in Eq. (4.13). Consequently, in Eq. (4.25), we identify the temperature-
independent CW potential as the first term and define the temperature-dependent potential

V
(1)
T as the second term. The temperature-dependent potential V

(1)
T for a theory with scalars

φ, gauge bosons V and fermions f reads [110]

V
(1)
T (φc, T ) =

1

2π2β4

∑
i=φ,V,f

(−1)2si(1 + 2si) JB/F
[
β2m2

i (φc)
]
. (4.28)

Equation (4.28) is summed over the particle species with spins si with JB/F defined as

JB/F (x
2) ≡ J∓(x

2) ≡
∫ ∞

0
dk k2 log

[
1∓ exp

(
−
√
k2 + x2

)]
. (4.29)

The temperature-dependent one-loop effective potential is a function of x2 = β2m2 = m2/T 2,
the ratio of the eigenvalues of the field-dependent mass matrix and the temperature T . In
the limit of m� T , or x→ 0, JB/F can be expanded as [106, 107, 110, 122],

lim
x→0

JB(x
2) = −π

4

45
+
π2

12
x2 − π

6
(x2)3/2 − 1

32
(x2)2 log

[
x2 − c−

]
+ . . . , (4.30)

lim
x→0

JF (x
2) = −7π4

360
+
π2

24
x2 +

1

32

(
x2
)2

log
[
x2 − c+

]
+ . . . , (4.31)

with c+ = 3/2+2 log π− 2γE and c− = c++2 log 4, and with the Euler–Mascheroni constant
denoted by γE. The expansion of the bosonic thermal function contains a term which is cubic
in x which is absent for fermions.

The finite-temperature effective potential up to one-loop order has the following form

V
(1)
eff (φc, T ) = V (0)(φc) + VCW(φc) + V

(1)
T (φc, T ) . (4.32)

It is split into the tree-level potential V (0), the one-loop temperature-independent and MS-
renormalized potential VCW, defined in Eq. (4.15), and the UV-finite one-loop finite-temper-

ature corrections, V
(1)
T , defined in Eq. (4.28).
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+ + + + · · · =

Figure 4.1.: Daisy resummation with a bosonic central loop in φ4 theory. The left-most dia-
gram is the dominant one-loop finite-temperature diagram ∝ λT 2 that is derived in Eq. (4.34).
The other N -loop diagrams on the left side of the equation, that are summed over for N → ∞,
are the daisy diagrams with N − 1 insertions of Π1 around the bosonic central loop. The
result of the daisy resummation is Πdaisy

1 , see Eq. (4.38), which is illustrated by the diagram
on the right side of the equation with the dressed propagator drawn as a solid double line.

4.4. High-Temperature Limit and Resummation

The high-temperature limit of the finite-temperature effective potential gives insights into
possible EWPTs in the early universe. The EW symmetry of the SM, SU(2)L × U(1)Y ,
is spontaneously broken to U(1)EM at low temperatures, as discussed in Chapter 2. From
the one-loop effective potential as defined in Eq. (4.32), it can be deduced that the leading

field- and temperature-dependent term of V
(1)
T is ∝ φ2c T

2, which can be seen when inserting
Eqs. (4.30) and (4.31) into Eq. (4.28). In the SM, this term comes with a positive prefactor,
cf. e.g. Ref. [106] and consequently, at high temperature, the EW symmetry is restored by
the temperature corrections [123].

However, the restoration of a symmetry which is broken for the zero-temperature tree-level
potential by the loop-level finite-temperature corrections indicates the breakdown of perturba-
tivity of the fixed loop-order expansion at finite temperature [122, 124, 125], cf. e.g. Refs. [106,
126] for reviews. The reason for this breakdown is that contributions of higher-order finite
temperature diagrams of the form illustrated in Figure 4.1 must not be neglected in the
finite-temperature perturbative expansion. Perturbativity of the finite-temperature expan-
sion is restored if in addition to the one-loop finite-temperature diagram, that is illustrated in
Figure 4.1 (left), also higher-order finite-temperature diagrams are taken into account through
resummation which we will discuss in the following.

Following the lines of [106, 126], we will sketch in the following the procedure of resummation
for the case of a self-interacting real scalar field φ with quartic self-coupling λ. The leading-
order (LO) finite-temperature correction stems from the one-loop thermal mass diagram with
zero external momentum, p = 0, that is illustrated in Figure 4.1 (left) [126]. The amplitude
is calculated as follows,

Π1(p = 0) ∝ λT
∑
n∈Z

∫
d3k

(2π)3
1

ω2
k + ω2

n

. (4.33)

The finite-temperature integral in Eq. (4.33) can be split analogously to Eq. (4.25). Taking
only the temperature-dependent part into account, this yields

Π1(p = 0) ∝ λ

∫
d3k

(2π)3
1

ωk

1

eωk/T − 1

m�T−−−→∝ λ

∫ ∞

0
d|k| |k|

e|k|/T − 1
∝ λT 2 . (4.34)

In the second-to-last step, the integral is approximated in the high-temperature limit m� T
and evaluated in spherical coordinates. Numerical prefactors are neglected. Consequently,
the dominant one-loop finite-temperature contribution in the limit m� T scales ∝ T 2. It is
called hard thermal loop in the following.

Higher-order loop diagrams with insertions of hard thermal loops around the central loop are
called daisy diagrams and are illustrated in Figure 4.1. These diagrams have to be resummed
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to restore perturbativity at finite temperature, cf. e.g. Ref. [106]. The amplitude of theN -loop
daisy diagram with (N − 1) petals attached to the central loop is, cf. e.g. Ref. [127],

ΠN>0(p = 0) ∝ λT
∑
n∈Z

∫
d3k

(2π)3
[−Π1]

N−1DN
0 , (4.35)

where the finite-temperature propagator D0 was defined in Eq. (4.22). However, in the high-
temperature limit, defined as x = m/T → 0, the integral of Eq. (4.35) is infrared (IR)
divergent, i.e. divergent for k → 0, for the Matsubara zero mode n = 0, because

lim
k→0
x→0

D0(n = 0) = lim
k→0
x→0

1

k2 +m2
= lim

k→0

1

k2
→ ∞ . (4.36)

While the individual petal with N = 1 is IR-safe in the massless limit, compare Eq. (4.34), the
IR divergence of the higher-loop daisy diagrams becomes worse with more petals attached. We
find, however, that in the infinite sum of theN -loop daisy diagrams, called daisy resummation,
the IR-divergence is cured, cf. e.g. Ref. [127],

∞∑
N=1

[−Π1]
N−1DN

0 = D0

∞∑
N=0

[−Π1D0]
N =

1

k2 +m2 +Π1
. (4.37)

Daisy resummation leads to an IR-finite leading thermal self-energy correction in the hard
thermal loop approximation, m� T . The daisy-resummed IR-finite one-loop amplitude is

Πdaisy
1 =

λ

2
T
∑
n∈Z

∫
d3k

(2π)3
1

ω2
n + ω2

k +Π1
. (4.38)

In Figure 4.1, we illustrate the derivation of Πdaisy
1 in terms of Feynman diagrams. As can be

seen from Eq. (4.37), performing a daisy resummation is equivalent to shifting the propagator
mass by the thermal one-loop self-energy correction Π1,

m2 → m2 +Π1 , (4.39)

yielding a dressed propagator in which the thermal mass, the eigenvalue of Π1, acts as an
IR-regulator. The dressed propagator is illustrated by a solid double line in the Feynman
diagram on the right side in Figure 4.1. Π1 is also called the Debye mass. The IR divergence,
induced by the bosonic Matsubara zero mode, is a symptom of the loss of perturbativity,
not its cause. Perturbative breakdown is caused due to sizable higher-loop temperature
corrections that spoil the zero-temperature loop expansion. All-order daisy resummation of
the hard thermal loops cures the perturbative breakdown by re-ordering the counting and
taking the dominant all-loop temperature correction into account already at one-loop level.
Daisy resummation of infinitely many hard thermal loop petal insertions also cures the IR
divergence of individual daisy diagrams with N > 1 loops. In summary, taking into account
leading temperature corrections restores perturbativity, but they have to be resummed to all
orders in order to cure the IR divergence that appears in fixed-order finite temperature field
theory.

In the following, we will comment on two commonly used resummation methods, the Parwani
method [125] and the Arnold–Espinosa method [122]. In the Parwani method, the replace-
ment m2 → m2 + Π1 is done in Eq. (4.32) in both the CW and the temperature-dependent
potential for all bosonic Matsubara modes. In the Arnold–Espinosa method, the propagator
of the bosonic Matsubara zero mode of the finite-temperature effective potential of Eq. (4.24)
is dressed before the potential is split into CW and finite-temperature contribution. We will
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illustrate below, that the Arnold–Espinosa method is equivalent to adding the ring potential.
In the Arnold–Espinosa method it follows that, cf. Ref. [128],

V
(1)
eff, AE =

T

2

∑
n∈Z,
n6=0

∫
d3k

(2π)3
log(ω2

k + ω2
n) +

∫
d3k

(2π)3
log(ω2

k +Π1)

 (4.40)

=
T

2

(∑
n∈Z

∫
d3k

(2π)3
log(ω2

k + ω2
n) +

∫
d3k

(2π)3
[
log(ω2

k +Π1)− log(ω2
k)
])

(4.41)

= V
(1)
eff +

T

4π2

∫ ∞

0
d|k|k2

[
log(k2 +m2 +Π1)− log(k2 +m2)

]
(4.42)

= V
(1)
eff − T

12π

[
(m2 +Π1)

3/2 − (m2)3/2
]

︸ ︷︷ ︸
≡Vring

= V
(1)
eff + Vring , (4.43)

using that

Re

[∫ ∞

0
dxx2 log(x2 + a)

]
= −π

3
a3/2 for a ∈ R . (4.44)

By dressing the bosonic Matsubara zero mode propagator in Eq. (4.24) directly, we recovered
the undressed effective potential of Eq. (4.32) and the ring corrections, Vring, which contain
all daisy corrections. Moreover, in Eq. (4.43), we derived the cubic term that appears in
the high-temperature limit of the bosonic thermal function in Eq. (4.30). Consequently, the
Arnold–Espinosa method is equivalent to taking into account one more order in the high-
temperature limit of Eq. (4.30). Analogously, the lack of fermionic zero mode also explains
the lack of a cubic term in the high-temperature limit of the fermionic thermal functions in
Eq. (4.31). For fermions, the non-zero Matsubara frequency already acts as an IR regulator
in the massless limit.

In the high-temperature limit, the Parwani and Arnold–Espinoa methods yield different re-
sults, even if in the Parwani method also only the bosonic Matsubara zero mode are resummed,
as was shown in Ref. [129]. In the Parwani method, the replacement m2 → m2+Π1 is applied
in the CW and finite-temperature potential of Eq. (4.32). Consequently, the argument x2 of
the temperature-dependent potential in Eq. (4.28) scales as x2 = β2 (m2+Π1) ∝ β2 (m2+λT 2)
which in the high-temperature limit, defined as m � T or x → 0, becomes of order O(λ).
Therefore, the expansion of Eq. (4.30) is no longer valid. An expansion of the thermal func-
tions for large x, cf. e.g. Ref. [130], then yields the leading difference between the Parwani
and Arnold–Espinoa method, as was derived in [129].

In this thesis, we perform daisy resummation following the Arnold–Espinosa method. In
this method, applying the high-temperature assumption, the bosonic zero-mode propagator
is dressed in the full one-loop finite-temperature potential of Eq. (4.24) directly, and conse-
quently all Debye mass corrections are isolated into the ring potential. The ring potential
exactly reproduces the next order in the high-temperature expansion of the bosonic thermal
functions of Eq. (4.30). In the Parwani method, the dressing of the bosonic propagators takes
place after the undressed one-loop finite temperature potential was split into the CW and the

temperature-dependent potential V
(1)
T , as described above. Therefore, loop orders become

mixed inside the CW potential.
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4.5. Initial Conditions for an Electroweak Phase Transition

In this thesis, we study the vacuum phase structure of parameter points of BSM models. This
section will review our terminology as well as describe some necessary conditions for EWPTs
in the early universe.

The term phase is used to describe a temperature-dependent minimum configuration in the
multi-dimensional field space, meaning a minimum that moves through the field space when
the temperature change leads to a deformation of the effective potential. In this thesis, we
use the following terminology to describe phases specified by their VEVs:

• Electroweak (EW) broken phase: A phase is called an EW broken phase if

ωEW =

√∑
i

〈φi〉2 > 0 with φi : real components of the doublet field ,

where all VEVs contribute that originate from the scalar SU(2)L×U(1)Y doublet. Our
universe today is in an EW broken phase with vEW = ωEW|T=0GeV = 246.22GeV.

• EW symmetric phase: If ωEW = 0, the EW symmetry SU(2)L × U(1)Y is exact and a
phase is named EW symmetric.

• Charge-Breaking (CB) phase: If a phase develops a non-vanishing VEV of the charged
doublet component, 〈φ±〉 6= 0, this phase generates non-vanishing mass terms for the
photons. This phase is called charge-breaking (CB) phase as it breaks U(1)EM.

• Neutral phase: It is experimentally confirmed that U(1)EM is an unbroken symmetry
at T = 0GeV, due to the photon being massless and traveling at the speed of light.
Our universe today is in an electromagnetically neutral phase with 〈φ±〉 = 0, that in
addition has vEW = 246.22GeV (EW broken phase), i.e. at T = 0GeV a valid model
needs to be in an electromagnetically neutral EW broken phase with vEW = 246.22GeV.
On the one hand, EW symmetric phases are implied to be electromagnetically neutral.
A CB phase is therefore necessarily also an EW broken phase. On the other hand, an
EW broken phase can either be electromagnetically neutral or CB.

• CP-violating phase: A process involving a particle violates the charge conjugation and
parity (CP) symmetry, if it is not the same for the antiparticle in the mirrored space
[131]. In the models discussed in this thesis, CP violation is parametrized by a non-
vanishing relative phase between doublets, cf. Section 6.1 and Chapter 11.4 If a phase
has CP violation parametrized by such a relative phase between the doublets, it is
necessarily also an EW broken phase.

• Singlet phase: If a BSM model has an SU(2)L × U(1)Y singlet sector, a singlet phase
is realized when any of its real component fields exhibits a non-vanishing VEV. VEVs
of singlet fields do not contribute to the EW VEV. If in addition to a non-zero singlet
VEV a phase also develops a non-zero EW VEV, the model would be in an EW broken
singlet phase.

Today at T = 0GeV, our universe is in a neutral EW broken minimum with vEW =
246.22GeV that belongs to a neutral EW broken phase which evolves with temperature.
However, spontaneously broken gauge symmetries can be restored at higher loop order as
well as higher temperature [104]. Electroweak symmetry restoration (EWSR) can be realized
due to the dominating terms in the high-temperature expansion, m � T . The universe at

4In the model discussed in Chapter 11, as we will review, CP can also be violated in an EW symmetric phase
through a different mechanism.
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high temperature could therefore have been in a different phase than today, which opens the
possibility of an EWPT in the early universe.

As we are mostly interested in EWPTs, we choose the EW VEV as order parameter for the
phase transitions studied in the context of this thesis.5 In general, the phase diagram of two
coexisting phases is characterized by three regions [132]. First, a temperature range in which
a first-order EWPT can occur. A first-order transition is characterized by a discontinuity of
the free energy in the order parameter, the VEV. This range, or line in a phase diagram,
terminates with one phase space point at which a second-order EWPT can occur. This
transition is continuous in the free energy, but has a discontinuity in the first derivative of
the free energy. Beyond this point, no perturbative phase transition is possible anymore. For
higher temperatures, the two phases are no longer distinct and the ground state can move
smoothly from one to the other. This is called a smooth cross-over.

We are interested in model realizations with first-order EWPTs, ideally from an EW symmet-
ric into an EW broken phase as these can serve as the necessary third ingredient for EWBG,
as discussed in Chapter 3. First-order EWPTs alone (whether from an EW symmetric into
an EW broken minimum or not) are interesting to study, because they source gravitational
waves that might be within reach of future detection methods. We will review this in the
second part of this thesis.

In order to realize a first-order EWPT, the scalar potential needs to induce a critical temper-
ature at which two degenerate minima of the coexisting true and false phase are separated
by a potential barrier. A potential barrier can be realized e.g. through a cubic term ∝ −φ3
in the effective potential.

For the SM, the ring corrections of the one-loop effective potential lead to a cubic term that
is generated by the W and Z bosons, cf. e.g. Ref. [122]. Therefore, in the one-loop treatment,
there exists a small potential barrier between the high-temperature EW symmetric and low-
temperature EW broken phase. However, the perturbative treatment at one-loop order does
not accurately describe the phase transition in the SM. In non-perturbative lattice studies,
the phase diagram of the SM was calculated, for a review see e.g. Ref. [132]. It was found
that for an SM Higgs boson mass larger than the W boson mass, mh > mW , there is neither
a first- nor a second-order EWPT in the SM [30]. Furthermore, the endpoint of an EWPT in
the SM was tied down to mh = 72.4GeV [31]. For the experimentally found SM-like Higgs
boson with mh = 125.09GeV, there is no phase transition to the EW broken phase in the
SM. The SM is in the smooth cross-over regime. A first-order EWPT can only be realized
with BSM physics. BSM scalars can add additional terms to the one-loop daisy-resummed
effective potential that can induce a first-order EWPT, as discussed in e.g. [126].

5For a transition between an EW symmetric singlet phase and an EW symmetric phase with zero singlet VEV,
the appropriate order parameter would not be the EW, but the singlet VEV.



CHAPTER 5

Software Toolchain

In this thesis, we perform scans and phenomenological analyses in the theoretically and exper-
imentally allowed parameter regions of models with extended scalar sectors. In this chapter
we briefly review the codes used to constrain the parameter space of models by applying
theoretical and experimental constraints with ScannerS [133–137], see Section 5.1, and to
calculate first-order phase transitions with BSMPT, see Section 5.2.

5.1. ScannerS

The code ScannerS [133, 137–139] is used to perform random scans in user-defined parameter
regions for models with extended Higgs sectors and checks for theoretical and experimental
constraints in order to identify a set of valid points that pass all imposed constraints. Contrary
to codes that perform a resource-intensive global model fit to derive a parameter point that
fits best with all considered constraints, e.g. [140–144], ScannerS performs a parameter scan
[137]. For this, model-specific points are obtained by generating uniformly distributed random
numbers within the user-defined ranges for each of the input parameters of the model. It is
then checked whether the random point passes all imposed theoretical and experimental
constraints, as will be further detailed below. If so, the random point is returned as a valid
point within the allowed parameter region of the model. This parameter scan principle allows
for a time-efficient generation of allowed points for BSM models. Using parameter scans, we
can generate a set of valid points for a specific model and investigate features of this point
sample. This allows us to show that certain features are allowed within the theoretically and
experimentally parameter space of a model. The distribution of a point sample generated
in a random scan, as outlined above, is a relic of the random seed only and in general
no global phenomenological conclusions can be drawn from the shape or the density of point
distributions. We will use points generated in parameter scans with ScannerS in the following
Chapters 6 and 10 for the CP-conserving 2HDM as well as for the model ‘CP in the Dark’ in
Chapter 11.

The theoretical constraints that are checked for ensure that the model is theoretically valid.
We perform the following checks on the models that are discussed in the scope of this thesis:
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• Perturbative unitarity: Using ScannerS, we ensure perturbative unitarity in Higgs
boson 2 → 2 scattering by restricting the eigenvalues of the tree-level 2 → 2 scattering
matrix, cf. Refs. [136, 145]

|Mi
2→2| ≤ 8π , (5.1)

which in the high-energy limit translates to an upper bound on functions of the quartic
couplings, dependent on the model.

• Boundedness from below: A necessary ingredient for absolute stability of the elec-
troweak vacuum is that the tree-level potential tends to positive infinity for large field
values. Analytical conditions derived from the requirement of boundedness from below
are presented e.g. in [136, 146, 147] for the models discussed in the scope of this thesis.

• Vacuum stability: The requirement of boundedness from below just fixes the large-
field behaviour of the tree-level potential and the electroweak minimum with vEW =
246.22GeV could therefore still be a metastable, non-global minimum (as in the SM,
see below). In this thesis, we require the one-loop potential to have a global minimum
with vEW = 246.22GeV. We do not use the ScannerS check for vacuum stability, but
check for vacuum stability with BSMPT, as will be explained in the following section.

Valid points are furthermore required to meet the following experimental constraints.

• Electroweak precision data: Electroweak observables, e.g. the W boson mass, the Z
resonance and the electroweak mixing angle, are precisely measured. But they are
altered in extended scalar sectors if BSM scalars lead to additional contributions to
the gauge boson self-energies. The electroweak one-loop self-energies are combined to a
UV-finite set of oblique parameters S, T and U [148, 149]. Using ScannerS we require
the oblique parameters to agree within 2σ with the SM fit [150].

• Higgs data: ScannerS uses HiggsSignals and HiggsBounds to check for compatibility
with Higgs data, as described in the following. The SM-like Higgs boson predicted by
the model is required to comply with the experimentally measured signal rates of the
detected Higgs boson, checked using HiggsSignals [151–154]. Exclusion bounds from
Higgs boson searches at LEP, Tevatron, and LHC are enforced by using HiggsBounds

[155–161]. HiggsSignals and HiggsBounds are superseded by HiggsTools [162] which
we link to ScannerS to take into account the most up-to-date Higgs data constraints
for our parameter scans. The Higgs data constraints are applied with a 2σ confidence
level in a χ2 fit [137].

• Flavour constraints: The flavour observables Rb [163, 164] and B → Xsγ [165–169]
impose constraints on the mH± − tanβ plane. Here, mH± denotes the mass of the BSM
charged scalar boson and tanβ describes the ratio of doublet VEVs.

• Dark matter data: For the model with a dark sector that we discuss in Chapter 11,
we use MicrOMEGAs 5.2.7 [170] to ensure that the predicted dark matter relic density
Ωprodh

2 does not exceed the experimental value Ωexph
2, Ωprodh

2 ≤ Ωexph
2 = 0.1200 ±

0.0012 [21] and that the dark matter escapes direct detection at XENON1T [88] to
agree with the experimental null result. In Chapter 11 we further discuss the dark
matter constraints and also take into account more recent exclusion bounds by spin-
independent direct detection experiments [89–91].

• Electric dipole moments: For models with CP violation, electric dipole moment (EDM)
constraints by ACME [171] are imposed by ScannerS.
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5.2. BSMPT

The C++ package BSMPT [66, 110, 172] calculates phase transitions for BSM models with
extended scalar sectors and gravitational waves in the newest version, BSMPTv3 [66]. BSMPT is
an abbreviation for Beyond the Standard Model Phase Transitions. The code is open-source,
continuously maintained and tested and available from

https://github.com/phbasler/BSMPT .

The latest version v3 [66] was developed within the scope of this thesis and will be further
reviewed in Chapter 7. Here, we give a overview on the code of v1 and v2 which is used for
the analysis that will be discussed in Chapter 6.

Since its first version, BSMPT provides an implementation of the one-loop-corrected daisy-
resummed effective potential at finite temperature in an on-shell (OS) renormalization scheme.
The application of the OS scheme allows to use tree-level masses and mixing angles as input
parameters for the scan. It is ensured by adding a finite counterterm (CT) potential V finite

CT

to the effective potential defined in Eq. (4.32),

VBSMPT(~ω, T ) ≡ V
(1)
eff (~ω, T ) + V finite

CT (~ω) ,

= V (0)(~ω) + VCW(~ω) + V
(1)
T (~ω, T ) + V finite

CT (~ω) ,
(5.2)

with the individual terms written in terms of the tree-level coupling tensors in the notation
of Ref. [173], as further illustrated in Appendix B or in Ref. [110]. The finite CT potential

is constructed by replacing the np bare parameters p
(0)
i of the tree-level potential, by the

renormalized parameters pi and finite CTs δpi

p
(0)
i → pi + δpi . (5.3)

In addition, tadpole CTs, δTk are included that are multiplied by terms linear in the nv real
scalar component fields φk in which a non-zero VEV ωk is allowed to develop. The finite CT
potential then reads [110, 130, 172, 174, 175]

V finite
CT =

np∑
i=1

∂V (0)

∂pi
δpi +

nv∑
k=1

δTk(φk + ωk) . (5.4)

The renormalization scheme is defined such that it is ensures that the electroweak tree-level
minimum with vEW = 246.22GeV is still a local minimum of the one-loop effective potential
and that masses and mixing angles derived from the one-loop mass matrix agree with the
tree-level values. In practice this is achieved by applying the CT conditions [128, 130, 176]

∂

∂φi

(
VCW(~ω) + V finite

CT (~ω)
) ∣∣∣

~ω=~v
= 0 , (5.5a)

∂2

∂φiφj

(
VCW(~ω) + V finite

CT (~ω)
) ∣∣∣

~ω=~v
= 0 . (5.5b)

The first and second derivatives in all scalar field directions are evaluated at the tree-level zero-
temperature electroweak minimum ~v. The field structure of V finite

CT needs to include also field
combinations that are possibly generated only at one-loop level. Consequently, models e.g.
with loop-induced CP violation require an extension of V finite

CT beyond the tree-level potential
structure, cf. Refs. [177, 178].

In BSMPT and all analysis presented in this thesis, we moreover ensure absolute vacuum sta-
bility. That is, the electroweak minimum with vEW = 246.22GeV remains not only a local

https://github.com/phbasler/BSMPT
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minimum as ensured by the choice of V finite
CT , but also the global minimum of the one-loop

effective potential at zero temperature. This choice makes sure that the universe today is in
a stable vacuum, however it excludes metastable vacuum configurations, which are experi-
mentally valid as long as the lifetime of the vacuum is sufficiently long, i.e. larger than the
lifetime of the universe. Already the vacuum of the SM is metastable as it was found that an
extrapolation of its quartic coupling λ to high renormalization scales using the renormaliza-
tion group equations (RGEs) flips λ to negative values for scales & 1010GeV [99, 179–188].
Studies of vacuum stability for extended scalar sector models beyond the SM can be found
e.g. in Refs. [189–191].

The first and second version of BSMPT, which we use for the analysis in Chapter 6 and the
first part of the analysis of Chapter 10, determines the position of the global minimum of
the one-loop daisy-resummed effective potential in a temperature range T ∈ [0, 300]GeV
and determines the critical temperature Tc. Furthermore, in BSMPTv1 and v2, restoration of
the electroweak symmetry latest at T = 300GeV is required, i.e. ωEW(300GeV) = 0GeV.
Therefore, BSMPTv1 and v2 identify points that are possible candidates for a one-step strong
first-order EWPT from a symmetric false to an electroweak broken true phase, that is, if
the baryon wash-out condition ξc & 1 is fulfilled, as defined in Eq. (3.13). In Chapter 6 and
in the first half of Chapter 10, we study the temperature evolution of the global minimum.
Furthermore, in Chapter 6, we determine critical temperatures Tc with ξc = ωEW(Tc)/Tc
in the CP-conserving 2HDM and discuss the phenomenological implications associated with
these parameter points.



CHAPTER 6

Strong First-Order Electroweak Phase Transitions in the
Dimension-Six extended Two-Higgs-Doublet Model

The Two-Higgs-Doublet Model (2HDM) [192, 193] extends the scalar sector of the SM by
an additional complex SU(2)L × U(1)Y doublet. In the 2HDM, new degrees of freedom are
introduced that can induce a strong first-order EWPTs. Its capability to provide a strong first-
order EWPT and the related implications for collider phenomenology have been well studied
in e.g. Refs. [130, 175, 177, 194–202]. The 2HDM continues to provide its wide phenomenology
in parameter regions that are still allowed by collider searches, cf. e.g. Ref. [203] and that
might be in reach of future collider experiments [204].

We focus on the real, or CP-conserving, 2HDM in its type-2 realization. The type-2 2HDM,
on the one hand, is particularly compelling as it links the SM to its supersymmetric UV-
completion. On the other hand, it is more and more challenged w.r.t. its capability to provide
a strong first-order EWPT [130, 175, 201, 205], compared to its type-1 realization. The aim
of this chapter is the discussion of an effective field theory (EFT) dimension-six extension for
a real type-2 2HDM [206] with regard to its capability to facilitate a strong first-order EWPT
within its still allowed parameter space. We characterize the strength of the first-order EWPT
at the critical temperature Tc via the ξc parameter and define a strong first-order EWPT if
ξc & 1, as defined in Eq. (3.13). In the course of this chapter, we consider parameter points of
the dimension-four theory that we find to have ξd4c < 1. For these points, we investigate the
dimension-six dynamics that lift ξd4c < 1 to ξd6c & 1 and study their interplay with collider
phenomenology. We limit our study to points that potentially have a one-step first-order
EWPT, i.e. we look for critical temperatures in T ∈ [0, 300]GeV and require the restoration
of EW symmetry to take place until T = 300GeV.

The outline of this chapter is as follows. The CP-conserving 2HDM will be introduced in
Section 6.1. In Section 6.2 we study purely scalar dimension-six dynamics and their potential
to promote first-order EWPTs to strong first-order EWPTs as well as collider-relevant impli-
cations on top quark pair as well as Higgs boson pair production. In Section 6.3 we present
our study of the type-2 real 2HDM extended by dimension-six top quark Yukawa couplings.
We show, that the top sector still allows for such modifications that can be correlated with
a potential strong first-order EWPT. Our results generalize to the type-1 2HDM. The work
presented in the following sections was published in [207, 208].
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6.1. CP-conserving Two-Higgs-Doublet Model

In the real, or CP-conserving, 2HDM [192] (see e.g. [193] for a review), the SM scalar sector
is extended by a second complex SU(2)L × U(1)Y scalar doublet Φ2,

Φ1 =
1√
2

(
ρ1 + iη1
ζ1 + iψ1

)
, Φ2 =

1√
2

(
ρ2 + iη2
ζ2 + iψ2

)
, (6.1)

written in terms of the real scalar fields {ρi, ηi, ζi, ψi} with i = 1, 2. To avoid FCNCs at
tree-level, cf. Chapter 2, a Z2 symmetry is imposed on the potential under which the doublet
fields transform as

Φ1 → Φ1, Φ2 → −Φ2 . (6.2)

This Z2 symmetry is furthermore extended to the Yukawa sector, as will be described below.
A (soft) Z2-breaking term ∝ m2

12 6= 0 is added to avoid domain-wall domination, as described
in Chapter 2. The tree-level potential for the CP-conserving 2HDM with a softly broken Z2

symmetry is1

V
(0)
2HDM = m2

11|Φ1|2 +m2
22|Φ2|2 −m2

12(Φ
†
1Φ2 + h.c.) + λ1|Φ1|4 + λ2|Φ2|4

+ λ3|Φ1|2|Φ2|2 + λ4(Φ
†
1Φ2)(Φ

†
2Φ1) +

λ5
2

[(
Φ†
1Φ2

)2
+ h.c.

]
.

(6.3)

The assumption of CP conservation renders all tree-level potential parameters real. Masses
are generated via spontaneous symmetry breaking. We choose the general finite-temperature
vacuum of the real 2HDM to be

〈Φ1〉 =
1√
2

(
0
ω1

)
, 〈Φ2〉 =

1√
2

(
ωCB

ω2 + iωCP

)
. (6.4)

The finite-temperature VEVs, i.e. the coordinates of the finite-temperature minimum, are
denoted by ωi, i ∈ {CB, 1, 2,CP}. The CP-violating VEV is rotated to the second doublet
and the CB VEV is chosen real without loss of generality [209]. We include a CB, as well
as the CP-violating VEV in the finite-temperature vacuum, to be as general as possible.
However, in the analysis, we only find points that conserve the CP symmetry with ωCP = 0.
For the analysis in Chapter 6, also the CB VEV is found to be zero, ωCB = 0. The vacuum
parametrization aligns with the SM-like zero-temperature vacuum as

{ωCB, ω1, ω2, ωCP}
∣∣∣
T=0GeV

≡ {0, v1, v2, 0} , (6.5)

and

246.22GeV = vEW ≡ ωEW

∣∣
T=0GeV

=
√
ω2
CB + ω2

1 + ω2
2 + ω2

CP

∣∣∣
T=0GeV

=
√
v21 + v22 . (6.6)

The ratio of the zero-temperature electroweak VEVs defines

tanβ ≡ v2
v1
. (6.7)

As mentioned above, the Z2 symmetry is extended to the fermion sector to avoid FCNCs.
The right-handed fermion singlets and the Higgs doublets are defined to transform under the
Z2 symmetry, while the left-handed fermion doublets are defined invariant under Z2. This
requirement restricts the right-handed fermions to only couple to one of the two doublets,

1Hard-breaking terms have the form λ6,7(Φ
†
iΦi)(Φ

†
iΦj + Φ†

jΦi) with i, j = 1, 2 and i 6= j. We only include

soft-breaking via m2
12 6= 0, and no hard-breaking via the choice λ6 = λ7 = 0.
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u-type d-type leptons

Type 1 Φ2 Φ2 Φ2

Type 2 Φ2 Φ1 Φ1

Lepton-specific Φ2 Φ2 Φ1

Flipped Φ2 Φ1 Φ2

Table 6.1.: Yukawa coupling types for a (softly-broken) Z2 symmetric 2HDM. Noted is the
doublet to which the right-handed up-type quarks, down-type quarks and leptons are re-
stricted to couple, respectively.

O111111
6 (Φ†

1Φ1)
3 O222222

6 (Φ†
2Φ2)

3

O111122
6 (Φ†

1Φ1)
2(Φ†

2Φ2) O112222
6 (Φ†

1Φ1)(Φ
†
2Φ2)

2

O122111
6 (Φ†

1Φ2)(Φ
†
2Φ1)(Φ

†
1Φ1) O122122

6 (Φ†
1Φ2)(Φ

†
2Φ1)(Φ

†
2Φ2)

O121211
6 (Φ†

1Φ2)
2(Φ†

1Φ1) + h.c. O121222
6 (Φ†

1Φ2)
2(Φ†

2Φ2) + h.c.

Table 6.2.: Z2 symmetric dimension-six operators of class Φ6
i,j with i, j ∈ {1, 2}.

respectively and consequently introduces four types of Yukawa couplings in the 2HDM that
are noted in Table 6.1. The theoretically and experimentally allowed parameter space for the
2HDM depends on its type, cf. e.g. Ref. [210].

The spectrum of scalar particles consists of a light, CP-even neutral Higgs boson h that we
choose to be SM-like to comply with experimental data, and a heavy CP-even neutral Higgs
boson H, as well as a neutral CP-odd scalar A and a pair of scalars H± charged under
U(1)EM.

6.2. Scalar Dimension-Six Extension

An EFT is a bottom-up formulation of BSM physics that is assumed to manifest itself at
a higher energy scale Λ. For energies E < Λ the high-energy physics is integrated out and
its effects are parametrized by higher-dimensional operators, in a power series normalized
by powers of Λ. EFTs are non-renormalizable, i.e. cannot be renormalized with a finite
set of CTs and instead require a new set of CTs for each loop level. In the first part of
this chapter, we extend the scalar potential of the type-2 CP-conserving 2HDM by the purely
scalar dimension-six operators listed in Table 6.2 that are part of and follow the convention of
the Warsaw 2HDM EFT basis defined in [206]. The dimension-six 2HDM tree-level potential
is then given by [211–213]

L2HDM-EFT ⊃ L2HDM +
∑
i

Ci6
Λ2

Oi
6 ⇒ V

(0)
d6 = −

∑
i

Ci6
Λ2

Oi
6 , (6.8)

with the dimension-six scalar operators Oi
6 for all field configurations i listed in Table 6.2 and

the dimensionless Wilson coefficients (WCs) Ci6.

The purely scalar dimension-six operators lead to tree-level and loop-induced shifts of the
scalar mass spectrum, that we choose to absorb into the parameters of the theory to ensure
that the tree-level mass matrix remains unchanged and also the one-loop mass matrix remains
at its tree-level values. For the latter, we use the OS scheme, defined in Section 5.2, as will
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be illustrated below. We can thus use tree-level scalar masses and mixing angles as input
parameters for our parameter scan. In the following, we discuss how to deal with the tree-level
and one-loop shifts, respectively.

At tree level, the scalar mass shift induced by the operators of Table 6.2 is absorbed by a
redefinition of the (unphysical) Lagrangian parameters λi, i ∈ {1, . . . , 5} and m2

12 as λi →
λi +∆λd6i and m2

12 → m2
12 +∆m2 d6

12 , where we choose the following redefinition

∆λd61 =
1

4Λ2v21

[
6C111111

6 v41 + (2C121211
6 + C122111

6 )v21v
2
2

− {2(C112222
6 + C121222

6 ) + C122122
6 )v42}

]
,

∆λd62 = − 1

4Λ2v22

[
{2(C111122

6 + C121211
6 ) + C122111

6 }v41

− (2C121222
6 + C122122

6 )v21v
2
2 − 6C222222

6 v42
]
,

∆λd64 =
v21
Λ2

(C111122
6 + C121211

6 + C122111
6 )

+
v22
Λ2

(C112222
6 + C121222

6 + C122122
6 ) ,

∆λd65 =
1

2Λ2

[
(2C111122

6 + 4C121211
6 + C122111

6 )v21

+ (2C112222
6 + 4C121222

6 + C122122
6 )v22

]
,

∆m2 d6
12 =

v1v2
2Λ2

[
{2(C111122

6 + C121211
6 ) + C122111

6 }v21
+ {2(C112222

6 + C121222
6 ) + C122122

6 }v22
]
.

(6.9)

These shifts ensure that the dimension-six tree-level scalar mass spectrum is the same as the
dimension-four tree-level. Consequently, dimension-six effects are shifted into Higgs boson
self-couplings and multi-Higgs boson final states.

As introduced in Section 5.2, at one-loop level and at zero temperature we define the finite CT
potential to absorb the NLO vacuum and the mass and mixing angle shifts such that the EW
vacuum position as well as the tree-level mass matrix are preserved. The general dimension-
six EFT-extended effective potential framework is discussed in detail in Appendix B and we
will not go into further detail here. Using Eq. (5.4), we derive V finite

CT from the tree-level

potential extended by V
(0)
d6 and require Eq. (5.5) to be fulfilled. We find a solution that has

the analytical freedom to choose a parametrization where all eight new dimension-six CTs
are free parameters. In other words, the degrees of freedom of the dimension-four theory
are sufficient to capture all zero-temperature induced one-loop shifts stemming from the CW
potential. We choose the free parameters t, si ∈ R with i ∈ {1, . . . , 8} to be zero, and the
finite CTs in that parametrization are given by

δm2
11 =

1

2
HCW
ζ1ζ1 +HCW

ψ1ψ1
− 5

2
HCW
ρ1ρ1 +

1

2

v2
v1

(
HCW
ζ1ζ2 −HCW

η1η2

)
+ tv22 −

3v41
4Λ2

s1 −
v21v

2
2

2Λ2
s2 −

v21v
2
2

Λ2
s3

− v21v
2
2

Λ2
s4 −

v42
4Λ2

s6 −
3v42
4Λ2

s7 −
v42
2Λ2

s8 ,

(6.10a)

δm2
22 =

1

2

(
HCW
ζ2ζ2 − 3HCW

η2η2

)
+

1

2

v1
v2

(
HCW
ζ1ζ2 −HCW

η1η2

)
+
v21
v22

(
HCW
ψ1ψ1

−HCW
ρ1ρ1

)
+ tv21 −

v41
4Λ2

s2 −
3v41
4Λ2

s3 −
v41
2Λ2

s4

− 3v42
4Λ2

s5 −
v21v

2
2

2Λ2
s6 −

v21v
2
2

Λ2
s7 −

v21v
2
2

Λ2
s8 ,

(6.10b)
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δm2
12 = HCW

η1η2 +
v1
v2

(
HCW
ψ1ψ1

−HCW
ρ1ρ1

)
+ v1v2t−

v31v2
2Λ2

s3 −
v1v

3
2

2Λ2
s7 , (6.10c)

δλ1 =
1

v21

(
2HCW

ρ1ρ1 −HCW
ζ1ζ1 −HCW

ψ1ψ1

)
− v22
v21
t+

3v21
Λ2

s1 +
v22
Λ2
s2 +

3v22
2Λ2

s3 +
2v22
Λ2

s4 +
v42

2v21Λ
2
s7 ,

(6.10d)

δλ2 =
1

v22

(
HCW
η2η2 −HCW

ζ2ζ2

)
+
v21
v42

(
HCW
ρ1ρ1 −HCW

ψ1ψ1

)
− v21
v22
t+

v41
2v22Λ

2
s3 +

3v22
Λ2

s5 +
v21
Λ2
s6 +

3v21
2Λ2

s7 +
2v21
Λ2

s8 ,

(6.10e)

δλ3 =
1

v1v2

(
HCW
η1η2 −HCW

ζ1ζ2

)
+

1

v22

(
HCW
ρ1ρ1 −HCW

ψ1ψ1

)
− t+

v21
Λ2

(s2 + s3 + s4) +
v22
Λ2

(s6 + s7 + s8) ,

(6.10f)

δλ4 = t , (6.10g)

δλ5 =
2

v22

(
HCW
ψ1ψ1

−HCW
ρ1ρ1

)
+ t− v21

2Λ2
s3 +

v21
Λ2
s4 −

v22
2Λ2

s7 +
v22
Λ2
s8 , (6.10h)

δO111111
6 = s1 , (6.10i)

δO111122
6 = s2 , (6.10j)

δO122111
6 = s3 , (6.10k)

δO121211
6 = s4 , (6.10l)

δO222222
6 = s5 , (6.10m)

δO112222
6 = s6 , (6.10n)

δO122122
6 = s7 , (6.10o)

δO121222
6 = s8 , (6.10p)

δT1 = HCW
η1η2v2 +HCW

ρ1ρ1v1 −NCW
ζ1 , (6.10q)

δT2 = HCW
η1η2v1 +HCW

η2η2v2 −NCW
ζ2 , (6.10r)

δTCP = −NCW
ψ2

, (6.10s)

δTCB = −NCW
ρ2 , (6.10t)

where we defined NCW
φ ≡ ∂φVCW and HCW

φiφj
≡ ∂φiφjVCW.

At non-zero temperature, the dimension-six purely scalar contributions also allow for more
diagrams contributing to the finite-temperature scalar self-energy corrections. At dimension
four, we perform the resummation of the hard thermal loops taking into account the leading
dimension-four one-loop thermal self-energy corrections, as described in Section 4.4. At di-
mension six, new diagrams emerge and their power counting has to be performed with care.
The leading dimension-four scalar Debye mass correction scales ∝ g T 2, with g denoting a
generic coupling constant. We choose to take into account the dimension-six two-loop con-
tribution to the thermal mass, which in the hard-thermal loop assumption scales ∝ g T

4

Λ2 ,
compare e.g. with Ref. [214].

After discussing the model building of a dimension-six purely-scalar EFT-extended 2HDM,
let us now move on to the observed phenomenology. We implement the model discussed
above in ScannerS and BSMPT and perform scans in the theoretically and experimentally
allowed parameter space, more details are summarized in Sections 5.1 and 5.2, as well as in
Appendix B. First, we consider at a benchmark point with a first-order EWPT at dimension
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mh mH mA mH± tanβ cHV V m2
12 T d4

c ωEW(Tc)
d4 ξd4c

125.09 681 855 884 1.362 -0.00459 220945 250.55 226.76 0.91

Table 6.3.: Input parameters of the benchmark point used for Figure 6.1. Unit of m2
12 in

GeV2, tanβ, cHV V , ξ
d4
c are dimensionless, all other units in GeV. cHV V denotes the value of

the coupling of H to two gauge bosons V .

mh [GeV] mH [GeV] mA [GeV] mH± [GeV] tanβ cHV V m2
12 [GeV2]

125.09 [130, 3000] [30, 3000] [800, 3000] [0.8, 30] [−0.3, 1.0] [10−5, 107]

Table 6.4.: Scan ranges for the type-2 CP-conserving 2HDM input parameters used for the
scan with ScannerS. The light CP-even neutral scalar h is the SM-like Higgs boson.

four, ξd4c = 0.91, whose parameter values are summarized in Table 6.3. In Figure 6.1, we
show the dimension-six first-order EWPT strength ξd6c for individual variations of the WCs

in the range
Ci

6
Λ2 ∈ [−1, 1]TeV−2 in all eight WC directions. In order for the EFT expansion

to be valid, we need to ensure that the dimension-six corrections are small compared to the
dimension-four contribution. From Figure 6.1 we deduce that the response in ξd6c is to good

approximation linear in
Ci

6
Λ2 . Consequently, the introduction of non-linear terms in the EFT

scale expansion via e.g. the thermal masses numerically plays an insignificant role. Our EFT
expansion is not only valid for small variations of the WCs,2 but Figure 6.1 also shows that
within this WC range it is possible for this benchmark point to strengthen the first-order
EWPT to a strong first-order EWPT with ξd66 & 1 for a moderate choice of C222222

6 .

In the following, we discuss whether a dimension-six enhanced first-order EWPT strength
can have collider-relevant implications. We choose individual WCs to strengthen the first-
order EWPT to ξd6c & 1 and ensure that the response in ξd6c that we calculate with BSMPT

remains linear when varying
Ci

6
Λ2 ∈ [−1, 1]TeV−2 for a parameter scan with ScannerS in the

ranges shown in Table 6.4. In Figure 6.2, we show cross section results for a top quark
pair final state tt̄ (left) and for SM-like Higgs boson pair production hh (right) for points
that yield a dimension-six strong first-order EWPT when varying single WCs. Points with
ξd4c > 0.8 are highlighted by orange squares. As different directions of WCs do not differ in
their phenomenological outcome, they are not distinguished further in the following.

Our parameter sample shows a top quark philic decay of the heavy neutral CP-even Higgs
boson H with a branching ratio (BR) BR(H → tt̄) & 0.8. Therefore, the measurement of the
tt̄ final state would be the prime candidate for an exotic Higgs boson discovery. We show the
decay width sensitive (leading-order) interference cross section between tt̄ production via a
H resonance, gg → H → tt̄, and the gluon-fusion continuum, gg → tt̄

σinf ∼ 2Re {M(gg → H → tt̄)M∗(gg → tt̄)} , (6.11)

versus the (leading-order) resonant gg → H → tt̄ production cross section ratio between
dimension-six and dimension-four in Figure 6.2 (left). The size of the resonant modifications
scales proportional to |1−ξd4c |, i.e. resonant production is amplified or weakened more strongly

2The operators taken into account here are manifestly momentum independent. Therefore, the scalar ampli-
tudes are not kinematically enhanced. For high energies compared to the particle thresholds, the dominant

contribution to the zeroth partial wave scales ∝ Ci
6

32π
v2

Λ2 . Consequently, the requirement of perturbativity and

unitarity constrains the WCs to
|Ci

6|
Λ2 < O(1) · 32πTeV−2.
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Figure 6.1.: Impact of the variation of individual WCs on the first-order EWPT strength of
the benchmark point presented in Table 6.3. Figure published in Ref. [207].
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Figure 6.2.: Left: Dimension-six continuum interference cross section versus resonant pro-
duction cross section into tt̄, normalized to the dimension-four value. Right: Dimension-six
modifications of the Higgs boson pair production continuum versus resonant production via
gg → H → hh. Blue (orange) circles (squares) yield ξd6c ' 1 with ξd4c > 0.3 (ξd4c > 0.8) for
individual WCs choices. Figure published in Ref. [207].

in case larger dimension-six modifications are necessary to obtain ξd6c . However, these per-
mille level modifications are far beyond the reach of current and near future hadron collider
experiments.

As our chosen parametrization shifts the one-loop dimension-six scalar mass spectrum to
their tree-level values, EFT effects are shifted to the Higgs boson self-couplings, which are
an important input for multi-Higgs boson final states. In Figure 6.2 (right) we display the
modification of the Higgs boson pair production continuum, gg → hh, cross section versus
the resonance cross section modification, gg → H → hh. We observe enhancements of the
resonance signal up to a factor six due to modifications of λHhh. The continuum rate is
decreased, we find deviations of σd6(hh)/σd4(hh) ' 0.4 (0.8) for ξd4c = 0.3 (0.9). Therefore,
we find smaller dimension-six continuum modifications for smaller |1 − ξd4c |. The overall
observed decrease in the dimension-six continuum cross section for gg → hh is correlated
with an enhancements of the trilinear SM-like Higgs boson coupling λhhh up to 50%. This is
because the gg → hh NLO cross section is decreased if the trilinear self-coupling λhhh becomes
enhanced w.r.t. the SM value and a minimal cross section is reached for an enhancement of
the trilinear self-coupling by a factor of 2.3 [215, 216].

In the example discussed so far, the heavy Higgs boson H is top quark philic, i.e. decays
to tt̄ with BR(H → tt̄) & 0.8. Therefore, as mentioned above, H → tt̄ should be the first
channel to be sensitive to H. However, the separation of the continuum from the resonance
modifications in tt̄ require significant experimental efforts, probably out of reach in the near
future. On the other hand, modifications are more sizable in the hh final states. Therefore,
the hh final state could possibly allow to constrain the size of ξc indirectly.

In a second scan we therefore look for points with an enhanced heavy Higgs boson production
cross section in the SM-like Higgs pair production channel, so that the OS hh-production and
the hh-continuum production are less statistically limited. The result of this scan is displayed
in Figure 6.3 (left). The figure illustrates that the more sizable hh signal strengths for this
sample are correlated with a larger |1 − ξd4c |. In the following, we therefore study uniform
modifications of Ci6 ≡ C to achieve ξd6c & 1 again for the general sample with ξd4c > 0.3, as
well as for the new Higgs boson philic sample illustrated in Figure 6.3 (left). Our findings are
illustrated in Figure 6.3 (right). Similar to Figure 6.2, we see a decrease in the hh continuum
and enhancements for resonant production. Large resonant enhancements in the uniform
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Figure 6.3.: Left: Heavy Higgs boson production cross section in the SM-like Higgs pair
production channel versus ξd4c for the Higgs boson philic sample. Right: Same figure as
Figure 6.2 (right), but now with all WCs Ci6 ≡ C varied uniformly to reach ξd6c ' 1 (blue
points). The Higgs boson philic sample is shown as red points. Figure published in Ref. [207].

dimension-six scan appear for top quark philic points of the old ξd4c > 0.3 sample (blue points)
where σd4(H → hh) is small and σd6(H → hh)/σd4(H → hh) can grow up to > 3. Yet, they
are not correlated with large cross sections. However, we now find resonant enhancements
up to a factor of 2.5 for cross sections in the order of fb. The LHC might become sensitive
to this range of cross sections in the bb̄bb̄ [217–221] and bb̄ττ channels [222–228]. The newly
generated Higgs boson philic sample (red points) receives resonance modifications between
5-10% with continuum modifications up to 50%.

6.3. Dimension-Six Yukawa Extension

In the second part of this chapter, we analyse effective dimension-six top quark Yukawa
interactions in the context of the type-2 CP-conserving 2HDM. The top quark is the heaviest
quark of the SM and plays a key role in electroweak physics. It couples to the SM-like Higgs
boson via a Yukawa coupling of O(1). The dominant SM-like Higgs boson production channel
is mediated via a top quark loop, therefore the top quark mass can be predicted from the
electroweak fit [229]. Also, vacuum stability is closely determined by the value of the top quark
mass [185, 230]. We investigate the potential of dimension-six modifications of the interaction
between the top quark and the Higgs boson to induce a strong first-order EWPT taking into
account theoretical constraints and current experimental limits using ScannerS and BSMPT.
All implied constraints are discussed in Sections 5.1 and 5.2. To this end, we extend the
dimension-four Yukawa potential by CP-conserving dimension-six EFT terms [206, 211–213]
as

LEFT
Yuk = Ldim-4

Yuk +
∑
i

Ci6
Λ2

Oi
6 . (6.12)

The dimension-six scalar-fermion operators Oi
6 are multiplied by dimensionless WCs Ci6 and

normalized to the EFT scale Λ2. The dimension-six EFT operators Oi
6 concerning the top

quark are summarized in Table 6.5.

The introduction of dimension-six top quark Yukawa couplings leads to corrections to the top
mass (in general finite-temperature notation with ωi ≡ ωi(T )) of

Mt =
ω2√
2

[
Y t
2 − 1

2Λ2

((
C

1(12)
Qt + C

1(21)
Qt + C

2(11)
Qt

)
ω2
1 + C

2(22)
Qt ω2

2

)]
. (6.13)
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O1(12)
Qt (QL tR Φ̃1)(Φ

†
1Φ2)

O1(21)
Qt (QL tR Φ̃1)(Φ

†
2Φ1)

O2(11)
Qt (QL tR Φ̃2)(Φ

†
1Φ1)

O2(22)
Qt (QL tR Φ̃2)(Φ

†
2Φ2)

Table 6.5.: Dimension-six 2HDM EFT operators of class Ψ2Φ3. The Hermitian conjugates for
each of these operators are also taken into account. We define QL = (t̄L b̄L) and Φ̃ = iσ2Φ∗.

In order to take the dimension-six top quark mass Mt as input parameter, we shift the
dimension-four Yukawa coupling Y t by

Y t → Yt + 1

2Λ2

((
C

1(12)
Qt + C

1(21)
Qt + C

2(11)
Qt

)
v21 + C

2(22)
Qt v22

)
, (6.14)

and consequently obtain at T = 0GeV

Mt =
v2√
2
Yt . (6.15)

With this redefinition, we obtain the dimension-four Yukawa interaction of the top quark in
the electroweak vacuum at T = 0GeV, where ωi = vi with i ∈ {1, 2}, and the dimension-six
effects are shifted into the coupling modifiers between the top quark and the Higgs boson.
They are given by

ξth =
cosα

sinβ
+
v3

Mt

1√
2Λ2

[
−C2(22)

Qt cosα sin2 β + cosβ sinβ sinα
(
C

1(12)
Qt + C

1(21)
Qt + C

2(11)
Qt

)]
,

(6.16)

ξtH =
sinα

sinβ
+
v3

Mt

1√
2Λ2

[
−C2(22)

Qt sinα sin2 β − cosβ sinβ cosα
(
C

1(12)
Qt + C

1(21)
Qt + C

2(11)
Qt

)]
,

(6.17)

ξtA = cotβ +
v3

Mt

1√
2Λ2

[
cosβ C

1(12)
Qt

]
. (6.18)

The dimension-four coupling modifiers are recovered in the EFT decoupling limit Λ → ∞.

At finite temperature, the dimension-six top quark Yukawa terms introduce new contributions
to the thermal masses, cf. Ref. [214, 231], due to modifications of the Yukawa couplings
through one-loop corrections and due to new interaction vertices through one- and two-loop
corrections. We calculate and include these contributions to be consistent, but note that for
our considered parameter choices they do not play a significant role.

It is furthermore convenient to require an OS scheme via Eq. (5.5) to enforce at T = 0GeV
an agreement between one-loop and tree-level for the minimum position and the mass matrix.
However, in our chosen dimension-six Yukawa-extended effective potential, its temperature-
independent one-loop correction, the CW potential, receives dimension-six corrections. While
at T = 0GeV the dimension-four CW potential is defined at its tree-level value due to
the dimension-four Yukawa shift introduced above, the first and second derivatives receive
dimension-six corrections, as further illustrated in Appendix B. Consequently, enforcing
Eq. (5.5) with a V finite

CT that has a dimension-four field structure cannot capture the dimension-
six CW shift which is introduced at the level of the derivatives. The reason is that due to the
inclusion of these EFT couplings, in the CW potential, the EFT expansion is no longer under
analytical control when using a numerical code like BSMPT. If we were to perform a linearised
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Figure 6.4.: Response in ξd6c under individual variation of the four top quark Yukawa
dimension-six WCs. The black line denotes the dimension-four ξd4c value for the parame-
ter point. The point is detailed in Table 6.6. Figure published in Ref. [208].

expansion in Λ and take into account only the leading-order EFT terms, we could solve
Eq. (5.5) analytically. However, in our numerical treatment we are using the full, untrun-
cated top contribution to the effective potential. We emphasize again, that for our considered
parameter choices in the perturbative regime, the numerical relics of not using a strictly linear
EFT expansion are of subdominant order and do not lead to numerically relevant deviations
[208].

We now study the phenomenological impact of varying these dimension-six top quark Yukawa
WCs. First, we look at the benchmark point defined in Table 6.6 and vary all four WCs as
shown in Figure 6.4. The response in ξd6c is linear for all four directions. This illustrates
that the formally higher-order non-linear EFT contributions to the effective potential are
subleading in the chosen range of WCs. Even though we do not perform an analytical fixed-
order EFT-truncation, our studied EFT-extension is under good numerical control.

We now perform a parameter scan in the ranges of Table 6.4 and keep the points for which we
find ξd6c & 1 for a variation of individual WCs.3 Modifications of the top quark Yukawa WCs
impact the SM-like signal strengths directly through the Yukawa coupling modifiers. Using
HiggsTools, we check for agreement with the experimental exclusion limits for BSM Higgs
bosons, as well as for agreement of the resulting SM-like Higgs boson signal strengths with
the experimentally allowed ranges.4 This provides strong constraints on the experimentally

3We check that ξd6c & 1 is realized in the linear response regime. This ensures that our EFT expansion remains
under perturbative control.

4In Section 5.1 we elaborate in detail on how we use ScannerS, HiggsSignals, HiggsBounds and HiggsTools

mh mH mA mH± tanβ cHV V m2
12 T d4

c ωEW(Tc)
d4 ξd4c

125.09 683 872 868 1.658 0.00350 205007 226.29 215.69 0.95

Table 6.6.: Input parameters of the benchmark point used for Figure 6.4. Unit of m2
12 in

GeV2, tanβ, cHV V , ξ
d4
c are dimensionless, other units in GeV.
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Figure 6.5.: Dimension-six to dimension-four cross section ratios for H (left) and A (right)
production via the dominant gluon fusion channel in the tt̄ final state. Displayed is the
interference cross section (including interference effects from propagating h, H for A produc-
tion and h propagation for H production) versus the resonance cross section. The points
correspond to different operator choices distinguished by different colours to lift points with
0.96 < ξd4c < 1 to ξd6c ' 1. Figure published in Ref. [208].

allowed WC ranges. We find that only |1 − ξd4c | . 0.1 can be enhanced to ξd6c & 1 while
still fulfilling the signal strength constraints. Furthermore, as the measurements identify the
measured Higgs boson to be an SM-like Higgs boson, the alignment limit of the 2HDM with
cosα ' sinβ and tanβ ∼ O(1) is favoured. In our conventions, this results in sinα < 0 and
relates negative WCs that drive ξd6c & 1 to enhanced coupling modifiers ξth. For the heavy
Higgs boson H, the absolute value of the coupling modifier ξtH is reduced, similarly to ξtA for

variations in C
1(12)
Qt .

In Figure 6.5 we show the gg → A/H → tt̄ cross section ratios for points with individual
choices of the WCs to achieve ξd6c & 1 with 0.96 < ξd4c < 1. All WC directions are capable of
strengthening the first-order EWPT to a strong first-order EWPT.

The variation of C
1(12)
Qt shows an interesting feature. We observe strong first-order EWPTs

connected with an underabundance of tt̄ production in the dominant gluon fusion channels via
an H-resonance, Figure 6.5 (left), and an A-resonance, Figure 6.5 (right). The dimension-six

heavy Higgs boson phenomenology parametrized by C
1(12)
Qt is allowed to deviate significantly

from its dimension-four prediction due to H and A not being as strictly constrained as h by

LHC searches. The WC C
2(22)
Qt , on the other hand, shows an enhancement up to 20% of only

the H → tt̄, but not the A→ tt̄ channel. The A→ tt̄ channel only receives contributions from

C
1(12)
Qt , as can be inferred from the equation of the top-A coupling modifier, Eq. (6.18). The

impact and phenomenology of C
1(21)
Qt and C

2(11)
Qt is correlated and similar to C

1(12)
Qt , but with

a smaller underproduction of resonant H. This aligns with Figure 6.4, where the gradient for

C
1(21)
Qt and C

2(11)
Qt is steeper than for C

1(12)
Qt , i.e. less dimension-six modifications are necessary

to achieve ξd6c & 1 leading to smaller phenomenological impact.

In Figure 6.6 we illustrate the dimension-six modified pp → tt̄tt̄ cross section normalized to
the dimension-four value versus the EWPT strength parameter ratio ξd6c /ξ

d4
c . This channel

shows the same phenomenological imprint as the H → tt̄ channel depicted in Figure 6.5
(left). Furthermore, the tt̄tt̄-channel is of particular interest due to it being more robust

(and MicrOMEGAs for DM constraints) to limit the parameter space of models to the subspace that agrees with
the applied theoretical and experimental constraints.
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Figure 6.6.: Dimension-six to dimension-four cross section ratios for tt̄tt̄-production versus
the ratio in the first-order EWPT strength, ξd6c /ξ

d4
c . Point sample and colour scheme for the

individual dimension-six top quark Yukawa operators are the same as for Figure 6.5. Figure
published in Ref. [208].

against signal–background interference [232–238] and might consequently play an important
role in observing BSM at particle colliders.

6.4. Conclusions

In this chapter we investigated whether new TeV-scale dynamics can enhance the EWPT
strength ξc in the type-2 CP-conserving 2HDM to ξd6c & 1, which defines a strong first-
order EWPT. In the first part of this chapter, we considered effective potential extensions
with dimension-six purely scalar CP- and Z2-conserving operators. We found it possible to
overcome |1−ξd4c | > 0 for WCs in the perturbative range of the EFT. Furthermore, dimension-
six strong first-order EWPTs can be correlated to signatures in collider phenomenology. While
modifications in the tt̄ channel are too small to be measurable in the near future, SM-like
Higgs boson pair production is promising. We derived modifications of Higgs boson pair
production cross sections, which might be within the reach of LHC in the future. Therefore,
it might be possible in the future to derive indirect constraints on the strength ξc of an EWPT
from Higgs boson pair production measurements at LHC.

In the second part of this chapter, we considered dimension-six top quark Yukawa extensions.
We found again that all WCs studied are able to overcome |1 − ξd4c | > 0, however they are
limited to |1−ξd4c | ' 10% due to SM-like Higgs boson signal strength modifications. The top
quark Yukawa WCs are strongly correlated with phenomenology in the tt̄ and tt̄tt̄ final states.
While being in alignment with the SM-like Higgs boson, the dimension-six modifications lead
to characteristic signatures for the heavy BSM scalars H and A, especially a decreased cross

section in the direction of C
1(12)
Qt . Therefore, if a strong first-order EWPT is realized via the

C
1(12)
Qt degree of freedom, the LHC BSM sensitivity is overestimated. This means, that current

constraints on the type-2 2HDM are weakened and the allowed parameter space could widen
again.

The condition for strong first-order EWPTs, ξc & 1, that we studied in this first part, is only
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one of the prerequisites for a first-order EWPT in the early universe. In the second part of
this thesis, we will calculate transition rates for first-order EWPTs, as well as gravitational
waves sourced by first-order EWPTs. All calculations are implemented in the code BSMPTv3,
which was developed and released as a part of this thesis and which will be presented in the
next chapter.



Part II.

First-Order Electroweak Phase
Transitions and Gravitational Waves





CHAPTER 7

BSMPTv3

The presence of a critical temperature is a prerequisite, but not sufficient for a first-order
phase transition (PT) to take place and complete.1 Only by computing the vacuum transi-
tion rate and by taking the expansion rate of the universe into account, it can be determined
whether a first-order PT to the true vacuum takes place or whether the universe remains
trapped in the false vacuum. Furthermore, first-order PTs in the early universe source grav-
itational waves, possibly within the sensitivity range of future space-bound interferometers.
The public code BSMPTv3 [66], which was developed and published during the scope of this
thesis, is the first self-contained open-source code that implements the whole calculation
chain starting from a particle physics model to calculating GW spectra sourced by first-order
PTs. BSMPTv3 extends the previous versions of BSMPT that were reviewed in Section 5.2,
with the ability to trace phases of the effective potential over the whole temperature range in
which they exist, to identify and calculate multi-step phase transitions and their character-
istic temperatures, phase transition strengths and time scales, as well as other characteristic
parameters related to first-order EWPTs. Based on these calculations, BSMPTv3 calculates
the gravitational waves that are produced by first-order EWPTs. Because these new features
are implemented in the framework of BSMPT, we use the model-independent implementation
of the OS-renormalized one-loop daisy-resummed effective potential at finite temperature,
cf. Section 5.2. Furthermore, BSMPT comes with several models already pre-implemented and
also offers an interface to implement user-defined models. BSMPTv3 adds four new executables
to BSMPT:

• MinimaTracer: Tracing of phases in a user-defined temperature range.

• CalcTemps: Calculation of false vacuum decay rates and derivation of the characteristic
temperatures of a first-order PT.

• CalcGW: Calculation of the GW spectrum sourced by first-order PTs.

• PotPlotter: Derivation of user-defined multi-dimensional potential grids in the VEV
coordinate space, which are useful for a visualization of the effective potential.

1Note, that the following considerations apply for generic first-order PTs, of which EWPTs are a special case.
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In this chapter we review the new features which were added to BSMPT with the release of
BSMPTv3. The code can be obtained from

https://github.com/phbasler/BSMPT .

For a detailed description on how to install BSMPTv3 and run the new executables with their
optional arguments, we refer to Ref. [66].

The new features of BSMPTv3 are the following:

• Phase Tracking: BSMPTv3 tracks phases in a user-defined temperature interval. Phase
tracking is necessary to identify overlaps of phases, i.e. temperature regions in which
multiple phases coexist. Between such identified phase overlaps, BSMPTv3 then calculates
first-order PTs, as will be described below. Here, we first describe, how an individual
phase is tracked. In the next step presented below, we will elaborate on how BSMPTv3

handles phase histories with multiple phases.

A phase exists as long as we can trace its temperature-dependent minimum position,
that is as long as it contains a local minimum of the effective potential. For a seed point
of the phase tracking, we use global minima determined by using a set of gradient-free
minimizer routines, cf. [66]. We obtain a more precise position of the initial seed point
by the means of the Newton–Raphson method. In this method, the potential shape is
approximated locally by a multivariate second-degree polynomial. The polynomial is
constructed based on numerically derived first and second derivatives, i.e. the gradient
and the Hessian matrix, of the effective potential at the initial seed point. We then
iteratively minimize the gradient at the seed point by taking educated steps into the
minimum location of the multivariate second-degree polynomial. After a seed point
for the tracking is found with that method, we vary the temperature and repeat the
procedure to track the phase over the user-defined temperature interval. If the predicted
next minimum position is identified to be a saddle point, we decrease the temperature
step to converge to the phase endpoint.

Symmetries of the multi-dimensional effective potential can cause problems for the
numerical tracking of phases. BSMPTv3 deals with discrete symmetries and flat directions
of the effective potential as follows. In BSMPTv3, we determine all Z2 symmetries, also
including Z2 subgroups of gauge symmetries, that the model-specific effective potential
exhibits. We then map the seed point to the same ‘principal quadrant’ to ensure that we
only track phases which are not related by symmetry transformations, cf. [66]. BSMPTv3
is additionally able to identify combinations of up to three field directions under which
the effective potential is invariant. If such flat directions are found, BSMPTv3 uses a
lower dimensional field space.

• Multi-Step Phase Tracking: The multi-dimensional effective potential can exhibit mul-
tiple and potentially overlapping phases. We have implemented five multi-step phase
tracking modes in BSMPTv3 that are optimized for different exemplary phase histories.
Four of these modes are illustrated in Figure 7.1. The fifth mode combines two of the
displayed modes, as we will describe below. By default, the default mode, cf. Fig-
ure 7.1 (left), is chosen. The default mode can track most (multi-step) phase histories,
while having the lowest runtime. It assumes the universe to be in the global minimum
at the user-defined high temperature. We then trace the high-temperature phase down
to T = 0GeV. If the phase is found to end, a new global minimum is determined and
traced until the global electroweak minimum at T = 0GeV is part of the traced phases.2

2By default, BSMPTv3 requires absolute vacuum stability, i.e. the zero-temperature global minimum of the one-
loop daisy-resummed effective potential at the electroweak minimum with vEW = 246.22GeV, cf. Section 5.2.
In BSMPTv3, this requirement can optionally be switched off, cf. Ref. [66].

https://github.com/phbasler/BSMPT


59

mode default

〈φ〉

T

mode 0

T

mode 1

T

mode 2

T

Figure 7.1.: Illustration of the multi-step phase tracking modes (from left to right) default,
0, 1, 2 for the exemplary type of phase history, for which the respective mode is optimized for.
Displayed are the phases with the generic VEV coordinate 〈φ〉 as function of the temperature
T . Thick red lines mark the temperature region, in which the phase contains the global
minimum. Regions, in which the phase only contains a non-global minimum are marked
by thinner dashed blue lines. The vertical dotted lines in the leftmost figure illustrate the
seed point grid which is used in the default mode, cf. text for details. Figure published in
Ref. [66].

The default mode then checks if the global minima found at an equidistant tempera-
ture grid are already part of the traced phases, and if not, adds the newly found phases.
This mode can be fine-tuned by the user, through increasing the number of points in
the grid. The other modes are specialized for certain types of phase histories, cf. Fig-
ure 7.1. For example, mode 0 only looks for one-step first-order PTs by tracing the
low-temperature and the high-temperature global minimum and reporting a valid can-
didate point, if a phase overlap is identified. It additionally requires that at the phase
endpoints, the global minimum is contained within the respective other phase. The
other modes, mode 1 and mode 2, can deal with multi-step phase histories. The former
enforces that at least one phase is found for each temperature while requiring that the
global minimum at the phase endpoints is part of the traced phases. Therefore, mode
1 is optimized to deal with phase histories that have overlaps of exactly two phases at
a time, cf. Figure 7.1. The latter, mode 2, works similar to mode 1, but for each phase
it keeps track how long the phase contains the global minimum. If a phase no longer
contains the global minimum, a new phase is tracked using the new global minimum as
seed point. With a sufficient grid size, the default mode gives the same result as mode
2, while being significantly faster. The fifth mode automatizes the choice between mode

1 and mode 2. The multi-step phase tracking modes are described in more detail in
Ref. [66].

• Electroweak Symmetry Restoration: We derive whether the electroweak symmetry is
restored at high temperature. In the high-temperature limit the eigenvalues of the Hes-
sian matrix of the one-loop daisy-corrected effective potential become field independent
and are used by BSMPTv3 to determine the high-temperature shape of the potential. We
refer to Ref. [66] for more details.

• Bounce Solution: Based on the results of the multi-step phase tracking, BSMPTv3 iden-
tifies temperature regions in which pairs of phases coexist. For each found phase pair,
we then calculate the decay rate of the false vacuum. This rate can be written in terms
of the bounce solution, that is the solution to a second-order differential equation. The
derivation of the vacuum decay rate and the algorithm used by BSMPTv3 to determine
the bounce solution will be discussed in detail in Section 8.1.

• Characteristic Temperatures: We derive the critical temperature Tc for each phase pair
as the temperature at which false and true minimum are degenerate. The possibility
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of a first-order PT opens for temperatures T < Tc. If a false vacuum decay rate can
be calculated, BSMPTv3 derives the nucleation, percolation and completion temperature.
These temperatures are calculated by taking into account the false vacuum decay rate,
as well as the Hubble rate, that parametrizes the expansion of the universe. The char-
acteristic temperatures of a first-order PT are discussed in detail in Section 8.2. For
the calculation of the GW spectrum, as well as the characteristic parameters that will
be discussed below, BSMPTv3 by default assumes the transition temperature T∗ of the
first-order PT to be equal to the percolation temperature. This choice can be optionally
modified by the user.

• Transition History: BSMTPv3 reports on the transition history, based on the calculation
of completion temperatures for the found phase pairs. Starting from the initial false
phase which is assumed to contain the global minimum at the user-defined high temper-
ature, BSMPTv3 checks all found phase pairs and identifies the highest found completion
temperature for a PT from the initial false phase to a true phase. This true phase
is then the new false phase for a possible next transition, for which the search for a
completion temperature is repeated. The code then reports on the transition history,
i.e. which first-order PTs take place and which phases are populated.

• Characteristic Parameters: A first-order PT releases vacuum energy into the false vac-
uum plasma in front of the bubble wall. This process sources gravitational waves, as we
will in detail discuss in Chapter 9. In BSMPTv3, we calculate the strength of the PT α at
the transition temperature T∗, which is directly related to the released vacuum energy
density. The vacuum energy density is converted into kinetic energy of the plasma.
This process is parametrized by an efficiency factor κ that defines the kinetic energy
fraction K in terms of α. The bubble wall velocity vw is taken as an input parameter in
BSMPTv3. The timescale of the PT is determined from the bounce solution. We review
all the characteristic parameters, as well as their derivations, that were implemented in
BSMPTv3, in Section 9.1

• Gravitational Wave Spectrum: Gravitational waves are sourced through the breaking
of the spherical symmetry by a first-order PT at the transition temperature T∗ in the
early universe, as will be reviewed in Chapter 9. The spectrum of the gravitational
waves is parametrized as a function of the above mentioned characteristic parameters
of a first-order PT. With BSMPT, we calculate the peak frequency and peak amplitude
of two sources of gravitational waves, i.e. plasma sound waves and plasma turbulence.
In Section 9.4, we discuss in detail the parametrization of the GW spectrum for both
cases in the notation used in BSMPTv3.

• Signal-to-Noise Ratio: Gravitational waves sourced by first-order PTs can have peak
frequencies within the sensitivity of the future space-bound interferometer LISA. As a
measure for detectability of the calculated gravitational waves at LISA, we provide in
BSMPTv3 the calculation of the signal-to-noise ratio (SNR). We describe this calculation,
as well as give an overview on the experimental search program for gravitational waves,
in Section 9.5.

In Ref. [66], we present a comparison with the widely-used code CosmoTransitions [239].
We will summarize the results of this comparison in the following. CosmoTransitions de-
rives the bounce solution, as well as critical temperatures and nucleation temperatures via
an approximation.3 We find overall good agreement for the critical and (approximate) nu-
cleation temperatures, for a parameter sample of the CP-conserving 2HDM, cf. Section 6.1.

3In CosmoTransitions, the nucleation temperature is determined as the temperature Tn for which the bounce
solution at Tn divided by Tn is ∼ 140, cf. Ref. [239].
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The mean (median) relative differences in the critical temperature are 0.07% (0.003%). For
the nucleation temperature, derived via the approximation used by CosmoTransitions, we
find mean and median relative differences below 1%.4 While being in good agreement for the
determined temperatures, BSMPTv3 is observed to be significantly faster than CosmoTransi-

tions. BSMPTv3 can be up to 103 faster with a mean (median) runtime of 4.15min (3.47min).
CosmoTransitions is observed to have a mean (median) runtime of 41.46min (5.61min) for
the parameter sample.5 We moreover find BSMPTv3 to be able to calculate multi-step phase
transitions for cases in which CosmoTransitions fails, cf. Ref. [66].

The subsequent chapters contain an in-depth review of the derivations and the implementation
in BSMPTv3 of the false vacuum decay rate, cf. Chapter 8, and of GW spectra sourced by first-
order EWPTs, cf. Chapter 9. The code BSMPTv3 is used in the phenomenological analysis
presented in the second part of Chapter 10, as well as in Chapter 11.

4We also find, thatO(1%) changes in the nucleation temperature can haveO(10%) effects on ξn ≡ ωEW(Tn)/Tn,
defined analogously to Eq. (3.13), for cases where the minimum position changes significantly in small tem-
perature ranges.

5The runtimes are measured by running the codes on a mixture of Intel Xeon and AMD EPYC processors with
Python 3.6.15 for CosmoTransitions.





CHAPTER 8

Phase Transitions in the Early Universe

So far, we discussed critical temperatures in an effective potential at which two degenerate
minima exist. These are one low-temperature minimum that evolves to be the electroweak
broken minimum today at T = 0GeV and one high-temperature minimum that restores the
EW symmetry. Having a minimum constellation with a critical temperature is a requirement
for a first-order PT.1 It does not ensure, however, that the PT actually takes place. For
this, the transition rate has to be determined. We will present this calculation in Section 8.1.
A first-order PT proceeds via bubble nucleation and expansion. Bubble expansion then
competes against the expansion of the universe and from the interplay between transition
rate and Hubble rate, we derive in Section 8.2 temperatures which are characteristic for
first-order EWPTs.

8.1. Calculation of Vacuum Decay Rates

In this section we elaborate on how transition rates between vacua are calculated. We review
the zero-temperature derivation of Refs. [240, 241] adapting to their language of false and
true vacua and then generalize to finite temperature along the lines of Refs. [242, 243].

We consider the following minima constellation, illustrated in Figure 8.1: The potential has
two barrier-separated minima, one being the non-global false minimum at φfalse, the other one
the global true minimum at φtrue, with V (φfalse, T ) > V (φtrue, T ). Classically, both minima
are stable ground states. However, quantum mechanical tunnelling leads to the decay of the
false vacuum. Therefore, the false vacuum is metastable. At finite temperature, in addition
to quantum mechanical tunnelling, the energy of the thermal bath can directly lift particles
over the potential barrier.

In summary, a transition between two barrier-separated minima, from the false to the true
vacuum, can take place in three ways in a finite-temperature quantum field theory:

1. Zero-temperature tunnelling through the barrier (Figure 8.1 left).

2. Finite-temperature tunnelling through the barrier (Figure 8.1 middle).

1Note, that the following considerations apply for generic first-order PTs, of which the EWPT is a special case.
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Figure 8.1.: One-dimensional potential projection V = V (φ, T ) with a false (metastable)
vacuum at φ = φfalse and a true (stable) vacuum at φ = φtrue. On the left, we show false
vacuum decay via zero-temperature tunnelling. In the middle, at finite temperature, the
tunnelling takes place after thermal excitation of the particle. On the right, the particle is
directly lifted over the barrier by energy induced from the photon bath.

3. Thermal fluctuations over the barrier (Figure 8.1 right).

In the following, we derive the transition rate normalized to unit volume for the transition
between the false and the true vacuum.

At zero temperature, a particle in the potential at φfalse can tunnel through the barrier and
appear at rest on its other side at φmid, at the same potential energy, after which it classically
rolls down into the true vacuum. We will sketch the derivation of the zero-temperature
false vacuum decay rate in the following for one-dimensional quantum mechanics and then
generalize our findings to quantum field theory.

The one-dimensional quantum mechanical amplitude of the particle going from xi at ti = −T
2

to xf at tf = T
2 described by a Hamiltonian H can be expressed by a path integral with

normalization factor N as [241],〈
xf
∣∣ e−iHT ∣∣ xi〉 = N

∫ xf

xi

[dx] eiS[x] , (8.1)

where we defined T as the duration of the transition. The left side of Eq. (8.1) can be
expanded in a complete set of eigenstates with H|n〉 = En|n〉,〈

xf
∣∣ e−iHT ∣∣ xi〉 =∑

n

e−EnT 〈xf |n〉〈n|xi〉 . (8.2)

From this expansion, it becomes apparent that in the limit T → ∞ the leading contribution
stems from the ground state with n = 0, we have〈

xf
∣∣ e−iHT ∣∣ xi〉 ≈ e−E0T 〈xf |0〉〈0|xi〉 . (8.3)

The path integral on the right-hand side of Eq. (8.1) is a weighted sum over all paths that
respect the boundary conditions, x

(
−T

2

)
= xi and x

(T
2

)
= xf . Performing a Wick rotation

to τ = it we obtain

iS[x] = i

∫ tf

ti

dt

[
1

2

(
∂x

∂t

)2

− V (x)

]
= −

∫ τf

τi

dτ

[
1

2

(
∂x

∂τ

)2

+ V (x)

]
≡ −SE [x] . (8.4)

The Euclidean action SE in Eq. (8.4) corresponds to a particle moving in an inverted potential,
−V . Consequently,

e−E0T 〈xf |0〉〈0|xi〉 = N

∫ xf

xi

[dx] e−SE [x] . (8.5)
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Using the method of steepest decent, the Euclidean action SE can be semi-classically expanded
around its extremum B as SE ≈ B+δSE . The path integral on the right-hand side of Eq. (8.5)
can then be approximated as, cf. Ref. [244],∫ xf

xi

[dx] e−SE [x] ≈
(∫ xf

xi

[dx] e−δSE [x]

)
e−B ≡ C e−B . (8.6)

The bounce action B is the action of a stationary path x which satisfies the equations of
motion for a classical particle in a potential −V ,

δSE
δx

≈ δB

δx
= −d

2x

dτ2
+
dV (x)

dx
= 0 . (8.7)

We will qualitatively discuss solutions x(τ) of Eq. (8.7) in two cases:

1. If xi = xf = xtrue, only x = xtrue can satisfy the boundary conditions. The particle is
in a bound state with the ground state energy of a harmonic oscillator [241].

2. If xi = xf = xfalse, there exists another solution in which the particle starts at xi = xfalse,
rolls down the well and up the barrier (in −V ) until it reaches a turning point from
which it bounces back and ends at rest at xf = xfalse. In the limit of T → ∞ this
solution is called bounce solution.

For the first case, the bounce action is zero, B = 0 [241]. Therefore only the second case can
give rise to a non-zero decay rate of the false vacuum, as we will describe below. We assume
xi = xf = xfalse in the following and simplify Eq. (8.5) to

e−E0T |φ0(xfalse)|2 = C e−B , (8.8)

where φ0 is the wave function of the ground state.

For the derivation of the prefactor C we refer to Ref. [241] and will here only quote the result.
C is calculated as Gaussian integral over second-order variations of the Euclidean action, as
the first-order variations vanish in the expansion around the extremum. Furthermore, the
right-hand side of Eq. (8.8) has to be generalized to n bounces of the particle in between
xi = xfalse and xf = xfalse. Equation (8.8) is finally simplified (using the notation adapted
from Ref. [244]) to [241]

e−E0T |φ0(xfalse)|2 =
[
det
(
−∂2τ + V ′′(x)

)]−1/2
eAe

−BT , (8.9)

with ∂2τ ≡ ∂2/∂τ2, V ′′(x) ≡ d2/dx2 V (x) and

A =

(
B

2π

)1/2
∣∣∣∣∣det′

(
−∂2τ + V ′′(x)

)
det (−∂2τ + ω2)

∣∣∣∣∣
−1/2

. (8.10)

The notation det′ indicates that the determinant is calculated leaving out the zero eigenvalue,
and we defined V ′′(xfalse) ≡ ω2. The false vacuum φ0(xfalse) in Equation (8.9) is an unstable
quantum mechanical state associated with a decay rate Γ, that is defined via

|φ0(xfalse)|2 ∝ e2 Im (E0)t ≡ e−Γt ⇒ Γ = −2 Im(E0) . (8.11)

It was shown in Ref. [241] that the ground state energy E0 including n bounces is

E0 = −Ke−B + c , (8.12)

where the constant c is a real number and therefore,

Γ = 2 Im(K) e−B . (8.13)



66 8. Phase Transitions in the Early Universe

A non-zero imaginary part of the ground state energy is sourced by the right-hand side of
Eq. (8.9), and by inserting Eq. (8.12) into (8.9) and separating real and imaginary parts, we
extract

Im (K) =
1

2

(
B

2π

)1/2 ∣∣∣∣det′(−∂2τ + V ′′(x̄))

det(−∂2τ + ω2)

∣∣∣∣−1/2

. (8.14)

The decay rate of the false vacuum is

Γ = 2 Im (K) e−B =

(
B

2π

)1/2 ∣∣∣∣det′(−∂2τ + V ′′(x̄))

det(−∂2τ + ω2)

∣∣∣∣−1/2

e−B . (8.15)

The generalization from one-dimensional quantum mechanics to quantum field theory is [241]

Γ

V
=

B2

4π2

∣∣∣∣∣ det′(−∂2 + V ′′(φ))

det(−∂2 + V ′′(φfalse))

∣∣∣∣∣
−1/2

e−B . (8.16)

In Eq. (8.16), the false vacuum decay rate is normalized to a three-dimensional volume. In
zero-temperature quantum field theory, the bounce action B is an O(4)-symmetric function
[241], that we will denote by B ≡ S4 in the following.

Going to finite temperature via the replacement of Eqs. (4.20) and (4.21) in the four-dimen-
sional Euclidean space path formalism equals a summation over paths periodic in Euclidean
time with period β = T−1. The free energy F of the false vacuum is found to develop
an imaginary part that relates to the tunnelling rate. Using the techniques of Boltzmann
averaging we derive [245–247],

Γ = −2 Im [F (β)] for β−1 � ∆Vbarrier , (8.17)

Γ = −ωβ
π

Im [F (β)] for ∆Vbarrier � β−1 . (8.18)

For temperatures above the barrier height ∆Vbarrier, the bounce action has a negative eigen-
value λ− and ω =

√
−λ− [247]. Both solutions agree for T0 = β−1

0 ≡ ω
2π . For temperatures

T . T0, Eq. (8.17) describes Boltzmann-averaged thermal tunnelling through the potential
barrier, cf. Figure 8.1 (middle). For T & T0, Eq. (8.18) describes thermal fluctuations over
the barrier, cf. Figure 8.1 (right). Both regimes have a decay rate induced by a non-vanishing
imaginary part from the finite-temperature path integral periodic in Euclidean time β. For
β → ∞, T → 0, one obtains the zero-temperature vacuum decay rate dependent on the
O(4)-symmetric bounce action. For β → 0, T → ∞, the periodicity approaches zero and
the solutions become independent of Euclidean time. Consequently, the bounce action B is
three-dimensional in this limit [242, 243, 248],

B ≡ βS3 =
S3
T
. (8.19)

Bubbles in zero-temperature field theory are O(4)-symmetric, bubbles in finite temperature
field theory are O(3)-symmetric. The tunnelling rate per unit volume then has contributions
of the form

Γ

V

∣∣∣
T=0GeV

= |A| e−S4 and
Γ

V

∣∣∣
T>0GeV

= A(T ) e−S3/T , (8.20)

with prefactors analogous to the prefactor of e−B in Eq. (8.16). As the prefactors require
the analytically notoriously difficult calculation of functional determinants, they are often
approximated by their relevant dimensional scaling under the assumption that their precise
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form is only a subleading contribution. This, however, might not always hold, as discussed in
Ref. [249]. Approximating the functional determinants by dimensional analysis yields [244]

A ' R−4
0

(
S4
2π

)2

and A(T ) ' T 4

(
S3
2πT

)3/2

, (8.21)

with the critical bubble radius R0. Consequently, finite-temperature tunnelling and thermal
fluctuations across the potential barrier are assumed to contribute with the same prefactor.

Qualitatively, the metastable false vacuum decays via bubble nucleation, expansion and col-
lision until one bubble contains the whole universe. Initial seed bubbles are constantly nu-
cleated due to thermal fluctuations. The free energy ‘cost’ of bubble formation is defined
as

∆F (R) = −4π

3
R3∆E︸ ︷︷ ︸

volume energy

+ 4πR2 σ(T )︸ ︷︷ ︸
surface energy

, (8.22)

for T . Tc and with the surface tension σ(T ). For a growing bubble, the bubble radius
R increases and consequently, the surface energy term in Eq. (8.22) increases ∝ R2 and
the volume energy term in Eq. (8.22) decreases ∝ −R3. A nucleated bubble grows if the
cost in surface tension is overcompensated by a gain in volume energy and consequently, the
expansion reduces the total energy. The radius R0, for which ∆F (R > R0) < 0 is named the
critical bubble radius and defined as [240, 250, 251]

d∆F (R)

dR

∣∣∣∣∣
R=R0

= 0 . (8.23)

The bounce action B is in general determined numerically. In the following, we will describe
the approach used in BSMPTv3 [66]. We neglect the contribution of the zero-temperature so-
lution, because for PTs at finite temperature, the finite-temperature rate yields the dominant
contribution to the false vacuum decay rate. Therefore, using Eqs. (8.20) and (8.21), we write
the finite-temperature false vacuum decay rate per unit volume as

Γ(T ) ' T 4

(
S3
2πT

)3/2

e−S3/T . (8.24)

In quantum field theory, the Euclidean action SE has the following form

SE =

∫
dτd3x

[
1

2

(
∂µ~φ

)(
∂µ~φ

)
+ V (~φ)

]
. (8.25)

We change variables to ρ =
√
τ2 + |~x|2 and derive the finite-temperature bounce action S3

as

S3(T ) = 4π

∫ ∞

0
dρ ρ2

1
2

(
d~φ

dρ

)2

+ V (~φ)

 . (8.26)

The path ~φ is a solution to the Euler–Lagrange equations

d2~φ

dρ2
+

2

ρ

d~φ

dρ
= ∇V (~φ) , (8.27)
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~φ

−V

~φfalse ~φmid
~φtrue

Figure 8.2.: Bounce solution derivation in the upturned potential with false vacuum at ~φfalse
and true vacuum at ~φtrue. The value ~φmid marks the field value where a particle has the same
potential energy as a particle resting at ~φfalse.

with the boundary conditions

~φ(ρ)
∣∣
ρ→∞ = ~φfalse ,

d~φ

dρ

∣∣∣
ρ=0

= 0 . (8.28)

The boundary conditions ensure that far away from the bubble filled with the true vacuum, at
ρ→ ∞, the universe is in the false vacuum, ~φ = φfalse and, without loss of generality, at ρ = 0
the transition to the true vacuum takes place. At ρ = 0 a particle moving in the upturned
potential −V is at rest at φ0. Coleman proved the existence of a solution to Eqs. (8.27) and
(8.28) along the following lines [240]. The problem is illustrated in Figure 8.2. Knowing that
the drag term leads to energy dissipation, because

d

dρ

[
1

2

(
dφ

dρ

)2

− V (φ)

]
= −2

ρ

(
dφ

dρ

)2

≤ 0 , (8.29)

we conclude that if φfalse < φ0 < φmid in Figure 8.2, the particle undershoots as it cannot
reach φfalse for ρ → ∞. If on the other hand, φ0 ∼ φtrue, the particle is too energetic for
the drag term to compensate and the particle overshoots φfalse. Continuity then requires the
existence of a φ0 and therefore a bounce solution that fulfills the Euler–Lagrange equation
with the specified boundary conditions.

Except for ρ = 0, where we implement an analytical solution, we solve the Euler–Lagrange
equation (8.27) numerically in BSMPTv3 using the iterative method of path deformation. In
this method, an initial guess path is deformed by perpendicular forces that originate from
the potential until convergence to a solution of Eq. (8.27) is obtained as described in [66].
This method was developed and implemented first by [239, 252, 253]. With BSMPTv3 we then
obtain the finite-temperature transition rate as a function of temperature using Eq. (8.24).

8.2. Characteristic Temperatures

First-order PTs from a high-temperature false vacuum to a low-temperature true vacuum
are associated with a set of characteristic temperature scales that will be discussed in the
following.

At the critical temperature Tc, the free energy of the false vacuum equals the free energy of the
true vacuum. Both vacua are degenerate and separated by a barrier. For the following dis-
cussion, we assume the case of only two barrier-separated phases coexisting for temperatures
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below the critical temperature and the true minimum to be lower than the false minimum for
T < Tc. Quantum mechanical tunnelling becomes possible for temperatures T < Tc. In case
the potential barrier does not exist down to T = 0GeV, the false vacuum will decay, either
through the quantum mechanical and thermal processes discussed above while the barrier still
exists, or through classical processes after the barrier has disappeared. If the barrier however
continues to exist down to T = 0GeV, there exists the possibility of vacuum trapping, cf.
e.g. Refs. [129, 202, 254]. In the case of vacuum trapping, neither tunnelling, nor thermal
fluctuations seed enough fast growing true vacuum bubbles that overcome the expansion of
the universe, and the universe remains trapped in the false vacuum down to T = 0GeV.

The nucleation temperature Tn relates the false vacuum decay rate to the expansion rate of
the universe. At T = Tn one true-vacuum bubble is nucleated per Hubble volume and per
Hubble time, i.e. the false vacuum decay rate as defined in Eq. (8.24) matches the inverse
Hubble volume times inverse Hubble time

Γ(Tn)

H4(Tn)
≡ 1. (8.30)

The evolution of a first-order PT for T < Tc can be quantified by the fraction of the universe
which remains in the false vacuum and the fraction which transitioned into the true vacuum,
respectively. The false vacuum fraction equation [255, 256], in chemical physics also known
as Johnson–Mehl–Avrami–Kolmogorov equation [257–261], was first formulated as

Pf (t) = exp (−κ(t)), (8.31)

with the time-dependent fraction of the universe that is in the false vacuum, Pf , parametrized
by an exponential decay width the time-dependent exponent κ that is a measure of the volume
of the universe which is filled with the true vacuum. Taking into account that true-vacuum
bubbles are nucleated by a decay of the false vacuum with rate Γ(t), that is calculated via
Eq. (8.24), with the scale factor of the universe a(t), cf. Chapter 3, κ can be calculated as

κ(t) = −
∫ t

tc

dt′
a(t′)3

a(t)3
Γ(t′)V (t′, t). (8.32)

The integration goes from the critical time tc, when the transition starts at Tc, to the time
t > tc where the false vacuum fraction is to be calculated. The integrand Γ(t′)V (t′, t) describes
the true-bubble volume V (t′, t) of a bubble nucleated at t′ and measured at t, weighted with
its probability for nucleation, Γ(t′). Assuming a vanishing initial bubble radius [262, 263] as
well as a constant terminal wall velocity vw during the false vacuum decay period, the true
vacuum bubble volume is further estimated as [248, 264]

V (t′, t) =
4π

3

(
vw

∫ t

t′
dt′′

a(t)

a(t′′)

)3

. (8.33)

In Section 8.1 we derived the false vacuum decay rate as a function of the temperature. As-
suming the radiation-dominated epoch to last during the PT (an assumption that necessarily
breaks down for long-lasting, supercooled, transitions), we can relate time and temperature
via the assumption of adiabatic expansion of the universe, i.e. assuming that the entropy den-
sity s per comoving volume is conserved, as derived in Eq. (3.6). The temperature-dependent
true-bubble volume is then written as

V (T ′, T ) =
4π

3

(
vw
T

∫ T ′

T
dT ′′ dT ′′

H(T ′′)

)3

, (8.34)
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and the temperature-dependent false vacuum fraction is finally derived as [264]

Pf (T ) = exp

−4π

3
v3w

∫ Tc

T
dT ′ Γ(T ′)

T ′4H(T ′)

(∫ T ′

T

dT ′′

H(T ′′)

)3
. (8.35)

Using Pf (T ), we will define the percolation and completion temperature. The percolation
temperature Tp is defined as the temperature where 29% of the universe has transitioned into
the true vacuum while 71% is still in the false vacuum, i.e.

Pf (Tp) ≡ 0.71. (8.36)

At this false vacuum fraction a universe-wide true-vacuum bubble cluster has formed and
the universe is set to end up in the true vacuum [265–269]. Analogously, a first-order PT is
complete when only 1% of the universe is left in the false vacuum, defining the completion
temperature Tf as

Pf (Tf ) ≡ 0.01. (8.37)

In the following Chapter 9, we review how gravitational waves are sourced by first-order PTs.
For this, we assume that the transition temperature T∗ of the first-order PT is equal to the
percolation temperature,2

T∗ ≡ Tp . (8.38)

The derivation of all mentioned characteristic temperatures is implemented in the public code
BSMPTv3. The false vacuum fractions Pf at the percolation and completion temperature, as
well as the transition temperature can be chosen by the user, as further described in Ref. [66].

2If the transition is not fast, e.g. in case Tp � Tn, the predicted GW signal can change significantly depending
on the transition temperature chosen for the calculation, e.g. in that case between the choice T∗ = Tp or the
choice T∗ = Tn, respectively [270].



CHAPTER 9

Gravitational Waves sourced by Phase Transitions

First-order PTs1 in the early universe source an isotropic, stochastic gravitational wave (GW)
background. Plasma interactions during the expansion of the nucleated true vacuum bubbles
as well as bubble collisions break the spherical symmetry implying a perturbation of the
spacetime metric. As the origin of the metric perturbation is stochastic, and the locations
of the source are homogeneously spread across the universe, the induced gravitational waves
are expected to constitute an isotropic, stochastic background.2

This chapter summarizes the derivation of the characteristic parameters of first-order PTs in
Section 9.1 and their impact on the generated gravitational wave in Section 9.4. We give a
brief review of the physics behind gravitational waves in Section 9.2. The gravitational wave
is sourced by the PT at the transition temperature T∗, and its spectrum is then redshifted
to today, as we will describe in Section 9.3. A first-order PT is only one possible source of
a stochastic GW background. Other possible sources are supermassive black hole binaries,
cosmic strings and domain walls, see e.g. Refs. [47, 48] and references within. In Section 9.5
we give a brief overview of on-going and planned experimental efforts to measure a stochastic
GW background and identify its origin.

9.1. Characteristic Parameters of a First-Order Phase Transition

The spectrum of the gravitational wave can be parametrized by a set of characteristic param-
eters that will be briefly reviewed in this section.

First, we take a thermodynamic viewpoint on an early universe PT that is assumed to take
place at a transition temperature T∗. The effective potential can be related to the free energy
density F and the thermodynamic pressure p by

Veff = F = −p . (9.1)

1The derivations presented in this chapter apply for general first-order PTs, of which the EWPT is a special
case.

2The GW background created by PTs is, similarly to the CMB, also sensitive to primordial density fluctua-
tions and therefore also expected to have anisotropies, as discussed in Ref. [271]. See Ref. [49] for a recent
experimental study by the NANOGrav collaboration.
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For detailed reviews consult e.g. Refs. [107, 127, 244, 272]. In a first-order PT the released
vacuum energy is transferred to the plasma and into kinetic and gradient energy of the scalar
fields in the bubble wall [273]. In scenarios in which the friction between the expanding bubble
wall and the surrounding plasma leads to a terminal wall velocity vw, the latter two scalar
field contributions are negligible. They can play a dominant role in cases in which friction
is negligible and the bubble wall acceleration is not slowed down significantly, called run-
away, which takes place for long transition durations during which the universe cools down
significantly and the plasma is sufficiently diluted, called supercooled transitions [274–276].

In this thesis, as well as in the code BSMPTv3, we focus on scenarios with terminal wall
velocities where the scalar field contribution can be neglected. In the following Section 9.4
this assumption then leads to the conclusion that only two (sound waves and turbulence)
out of the three possible GW contributions sourced by a first-order PT play a role. The
scalar field contribution can source gravitational waves through spherical symmetry breaking
in bubble collisions, whose emission compared to the other contributions is limited to a short
timescale while the other contributions are enhanced by a factor of the timescale of the PT.

Assuming that the plasma behaves as a perfect relativistic fluid [273], its energy-momentum
tensor is given as

T plasma
µν = ωuµuν − gµνp , (9.2)

with the enthalpy density ω, the fluid four velocity defined as

uµ = γ(1, ~v) =
(1, ~v)√
1− |~v|2

, (9.3)

and the pressure p = −Veff, as defined in Eq. (9.1). The enthalpy density ω is defined as

ω = T
∂p

∂T
= −T ∂Veff

∂T
. (9.4)

The trace of the energy-momentum tensor then defines the trace anomaly θ

θ ≡ 1

4
T plasma
µν gµν =

ω

4
− p = Veff − T

4

∂Veff
∂T

. (9.5)

The strength of the PT α at the transition temperature T∗ is defined as the released vacuum
energy density ρvac normalized to the value of the radiation energy density ρrad as defined in
Eq. (3.7),

α ≡ ρvac(T∗)

ρrad(T∗)
. (9.6)

We choose to parametrize ρvac by the difference in the trace anomaly and normalize to the
enthalpy density ω to define α,3 where we use that for a relativistic fluid ω = 4

3ρrad [278]

α ≡ 4∆θ(T∗)

3ω(T∗)
=

1

ρrad(T∗)
[θfalse(T∗)− θtrue(T∗)] =

1

ρrad(T∗)

[
∆Veff − T

4
∆
∂Veff
∂T

]
. (9.7)

During a first-order PT, the vacuum energy density ρvac is released into the plasma and, as
discussed above, is converted mostly to kinetic energy if a terminal wall velocity vw is reached.
The kinetic energy fraction K describes the kinetic plasma energy density ρkin normalized to
the total plasma energy density ρtot,

K ≡ ρkin(T∗)

ρtot(T∗)
, (9.8)

3Alternative conventions for defining α use the energy density or pressure difference [244, 273, 277].



9.1. Characteristic Parameters of a First-Order Phase Transition 73

where the energy densities are evaluated at the transition temperature T∗. While the pressure
difference ∆p = −∆Veff = V true

eff −V false
eff < 0 drives the expansion of the true-vacuum bubbles,

their expansion is slowed down by friction with the plasma until a terminal wall velocity vw
is reached, for the cases considered here. The requirement of energy-momentum conservation
at the bubble wall then leads to a set of hydrodynamic equations. In a simplified treatment,
K is determined from the solutions of these equations for one isolated bubble. In [41] the
bag equation of state is assumed, where the symmetric and broken phase are described as
relativistic plasmas that differ in their number of relativistic degrees of freedom. Following
this assumption, the speed of sound in the symmetric and broken phase is cs = 1/

√
3. The

strength of the PT, α, and K are expressed via the definition of an efficiency factor κ that
defines how efficient the conversion of liberated vacuum energy to kinetic plasma energy is
[41, 273]

κ =
ρkin(T∗)

ε
⇒ K =

κε

ρtot(T∗)
and α =

ε

ρrad(T∗)
. (9.9)

The bag constant ε can be related to the released vacuum energy, ε ' ρvac,

K ≡ κ
ε

ρtot
' κ

ρvac
ρrad + ρvac

=
κα

1 + α
, (9.10)

where we used that the total plasma energy is given by the energy density of radiation
and the vacuum energy density that is released into the plasma during the first-order PT,
ρtot = ρrad + ρvac. The bubble wall velocity vw, in the non run-away case, can also be
determined from solving the hydrodynamic equations, in more detail by solving coupled
scalar field equations of motion and Boltzmann equations for the different bubble expansion
modes, by usually assuming a model-dependent ansatz for the bubble wall profile and particle
distribution functions. This highly non-trivial task of solving the hydrodynamic equations
for the complete set of hydrodynamic parameters has seen progress, e.g. through Refs. [41,
273, 279–300], but so far no model-independent general treatment has been established. In
BSMPTv3 the wall velocity vw is an input parameter. We choose

vw = 0.95 , (9.11)

for the analysis below in Chapter 10 and Chapter 11. The efficiency factor κ is determined
in BSMPTv3 as a function of α and vw by using the numerical fit result of [273].4

Another characteristic parameter of a first-order PT that impacts the spectrum of sourced
gravitational waves is the duration of the PT. Assuming a fast enough transition so that the
bounce action can be linearly expanded in time t as

B(t)

T (t)
≈ S3(t∗)

T (t∗)
− β(t− t∗), (9.12)

and using Eq. (3.6), the temperature-dependent transition rate is proportional to

Γ(T ) ∝ exp

[
−S3(T∗)

T∗
− β

H∗T∗
(T − T∗)

]
. (9.13)

4This method of taking α as the trace anomaly difference in Eq. (9.7) and determining K from the fit of [273]
implicitly assumes the bag model, as explained above. In [301] the authors compared different methods to
derive κ. The authors find that our chosen method leads to the smallest numerical deviations from the more
sophisticated model presented in [285] compared to other estimations of α in Eq. (9.10). Still, deviations of
up to 50% in K are found for our chosen method in [301], which call for a more complete treatment beyond
assuming the bag equation of state, by e.g. also taking into account the full temperature dependence of the
speed of sound, c2s = dp

dT
/ dρ
dT

.
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The inverse timescale of the first-order PT is then given by

β

H∗
= T∗

d

dT

(
S3(T )

T

) ∣∣∣∣∣
T=T∗

, (9.14)

where H∗ is the Hubble parameter at the transition temperature, derived via Eq. (3.8). As
pointed out in Ref. [302], α and β

H∗
are correlated. Because

α ∝ ∆Veff and
β

H∗
∼ S3

T
∼ 1√

∆Veff
, (9.15)

larger α are correlated with smaller inverse timescales β
H∗

, i.e. longer durations of the first-
order PT.

The derivation of the characteristic parameters of a first-order PT, i.e. the strength α via
Eq. (9.7), the kinetic energy fraction K via Eq. (9.10), as well as the inverse duration of the
PT β/H∗ via Eq. (9.14), was implemented in the public code BSMPTv3. For the wall velocity
we assume Eq. (9.11) in the context of this thesis. Details on the usage of BSMPTv3, e.g. the
selection of different assumptions for vw, can be found in Ref. [66].

9.2. Gravitational Waves

The Einstein field equations [303] connect the curvature of spacetime (parametrized by the
Ricci curvature tensor Rµν and its trace, the Ricci curvature R, that both solely depend on
the spacetime metric gµν) to the energy-momentum tensor Tµν via the gravitational constant
G,

Rµν −
1

2
Rgµν = 8πGTµν . (9.16)

If the spacetime metric gµν is expressed as the flat-spacetime metric ηµν with a perturbation
hµν added, i.e.

gµν ≡ ηµν + εhµν with ε� 1 , (9.17)

then Eq. (9.16) can be simplified to the form of a wave equation for hµν [304], in Lorenz gauge
and transverse-traceless gauge5 written as (following the lines of e.g. [305])

�hµν = −16πGTµν . (9.18)

If there are no sources, i.e. Tµν = 0, the solution to Eq. (9.18) is a plane wave,

hµν = Cµνe
ikσxσ , (9.19)

with k2 = 0, i.e. the wave propagates at the speed of light. This gravitational wave is described
by three parameters: Its frequency f and two polarizations, C+ and C×. In the case of C+,
the xy-space is periodically deformed parallel to the axes in a ‘+’-shape, while for the C×-case
the deformation is diagonal [305].

After the initial derivation of gravitational waves from perturbations of the flat-spacetime
metric, their existence was deduced also for perturbations of the Friedmann–Lemâıtre–Ro-
bertson–Walker metric which parametrizes an isotropic, homogeneous, expanding universe in
general relativity [306–314].

5In transverse-traceless gauge, the perturbation hµν is traceless and kµh
µν = 0 [305].
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The solution for the metric perturbation in the presence of sources with Tµν 6= 0 can be
derived as [305]

hµν =
2G

3R
Q̈ , (9.20)

with R, the distance between source and observer. The gravitational wave therefore depends
on Q, the quadrupole moment of the energy density of the source, which is defined via a
volume integral over the T 00-component of the energy-momentum tensor. Spherical symmetry
breaking during first-order PTs leads to Q̈ 6= 0 and sources an isotropic, stochastic GW
background that be characterized by a GW power spectrum as we will see in the following.
The GW energy density is related to the metric perturbations via [315, 316]

ρGW =
1

32πG
〈ḣµν ḣµν〉 =

∫
d log f

dρGW

d log f
≡ ρc

∫
d log f ΩGW(f) , (9.21)

where in the last step, we defined the GW amplitude ΩGW as a function of the GW frequency
f as [41, 302, 315, 317–320]

ΩGW(f) ≡ 1

ρc

dρGW

d log f
, (9.22)

with the critical density today, defined via Eq. (3.3). We comment on the GW power spectra
for different sources during a first-order PT in Section 9.4. In the following Section 9.3, we
first discuss the redshift of the GW spectrum from its time of production at T = T∗ to today
at T = T0 � T∗.

9.3. Gravitational Wave Parameters Today

With gravitation being the weakest of all known interactions, gravitons already decouple from
thermal equilibrium at energies below the Planck mass MPl as [321](

ΓG
H

)
∼
(
nσ|v|
T 2/MPl

)
∼
(
T 3 · (T 2/M4

Pl) · 1
T 2/MPl

)
∼
(

T

MPl

)3

, (9.23)

where we used the Hubble rate in the radiation dominated era H(T ) ∼ T 2/MPl, compare
Eq. (3.8), and assumed for the cross section that it scales similar to the weak interaction cross
section σ ∼ G2T 2 = T 2/M4

Pl. Therefore, gravitational waves produced by PTs at T∗ � MPl

are immediately decoupled. Their characteristic parameters become redshifted until today,
but aside from the redshift, they still encode the conditions of their production. Assuming
an adiabatic expansion of the universe, the scale factor at the transition a∗ versus the scale
factor today a0 is [41, 322], cf. Chapter 3,

a∗
a0

=

(
g0
g∗

)1/3(T0
T∗

)
. (9.24)

A frequency redshifts with a factor (a∗/a0). The amplitude scales like an energy density over
the critical density and therefore changes like (a∗/a0)

4 (redshift of the energy density) divided
by (H∗/H0)

2 (redshift of the critical density). The GW frequency f0 of today, as well as the
GW amplitude ΩGW, 0 of today are then derived from the frequency and amplitude at the
transition temperature, assuming radiation domination and thermal equilibrium at T = T∗,
as [41]

f0 = f∗

(
a∗
a0

)
= 1.65× 10−5Hz

( g∗
100

) 1
6

(
T∗

100GeV

)
f∗
H∗

, (9.25)

ΩGW, 0 = ΩGW, ∗

(
a∗
a0

)4(H0

H∗

)2

= 1.67× 10−5 h−2

(
100

g∗

) 1
3

ΩGW, ∗ . (9.26)
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9.4. First-Order Phase Transition Sources of Gravitational Waves

The GW power spectrum of Eq. (9.22) sourced by first-order PTs can be split into three
contributions [277]

h2ΩGW(f) = h2ΩColl(f) + h2ΩSW(f) + h2ΩTurb(f) ' h2ΩSW(f) + h2ΩTurb(f) . (9.27)

As already motivated in Section 9.1, we will in this thesis focus on scenarios, with sufficient
friction between the bubble wall and the plasma in which a terminal wall velocity vw is
reached. In such scenarios, the plasma sound waves (SW) [39–41] and turbulence in the
plasma (Turb) [43] yield the bulk of the GW energy density and gravitational waves from
collisions (Coll), cf. e.g. Refs. [42, 44, 45], can be neglected.

The GW power spectrum can be parametrized by the peak amplitude Ωpeak of the power
spectrum multiplied by spectral functions that depend on the peak frequency fpeak [323]

h2ΩGW(f) ' h2Ωpeak
SW

(
4

7

)−7
2
(

f

fpeakSW

)3
1 + 3

4

(
f

fpeakSW

)2
−7

2

(9.28)

+ h2Ωpeak
Turb


(
f/fpeakTurb

)3
(
1 + f/fpeakTurb

)11/3
(1 + 8πf/H∗)

 , (9.29)

The frequency and amplitude of the peak of the sound wave spectrum are parametrized
semi-analytically by the results of a numerical hydrodynamic lattice simulation [277, 324,
325],

fpeakSW = 26× 10−6

(
1

H∗R

)(
T∗

100GeV

)( g∗
100

)1
6
Hz , (9.30)

h2Ωpeak
SW = 2.061 h2Fgw,0Ω̃gw

2√
3
(H∗R)

2K
3
2
SW for H∗τsh =

2√
3

H∗R

K
1/2
SW

< 1 , (9.31)

h2Ωpeak
SW = 2.061 h2Fgw,0Ω̃gw (H∗R)K

2
SW for H∗τsh =

2√
3

H∗R

K
1/2
SW

' 1 , (9.32)

Fgw,0 = Ωrad

(
h0
h∗

) 4
3 g∗
g0

≈ (3.57± 0.05)× 10−5

(
100

h∗

) 1
3

, (9.33)

with the fluid turnover or shock formation time τsh, Ω̃gw = 0.012 and the effective entropy
degrees of freedom at the transition temperature, h∗, and today at T0, h0. We assume that
h∗ ≈ g∗ and h0 ≈ g0. The kinetic energy fraction for sound waves KSW is defined following
Eq. (9.10) with the efficiency factor κSW derived in Ref. [273], as discussed in Section 9.1.
The mean bubble separation R is defined by

H∗R =
H∗
β

(8π)
1
3 max (vw, cs) . (9.34)

The speed of sound is denoted by cs = 1/
√
3, see Section 9.1 for a discussion. Numerical fits

of the turbulence GW spectrum yield the peak frequency and amplitude [43]

fpeakTurb =7.909× 10−5

(
1

H∗R

)(
T∗

100GeV

)( g∗
100

) 1
6
Hz , (9.35)

h2Ωpeak
Turb =1.144× 10−4

(
100

g∗

) 1
3

(H∗R)K
3
2
Turb , (9.36)
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with the kinetic energy fraction KTurb defined as in Eq. (9.10) with the efficiency factor

κTurb ≡ 0.1κSW . (9.37)

All above mentioned GW spectrum formula in terms of the characteristic parameters, that
were defined in Section 9.1, were implemented in the public code BSMPTv3 [66].

9.5. Experimental Search Program

The experimental measurement of the stochastic GW background enables a pioneering view
on the early universe. In this section we want to briefly summarize some ongoing search
programs, their different strategies and obtained results. In Figure 9.1 the sensitivities of
some of the below-mentioned detectors are visualized.

In 2015, a gravitational wave, GW150914, was detected for the first time by a correlated mea-
surement at both sites of the Laser Interferometer Gravitational-Wave Observatory (LIGO)
by the Virgo and LIGO collaborations [326], confirming the prediction of gravitational waves
in general relativity.6 Since 2015, many more gravitational waves of different origins were
detected using data correlations of Virgo (Italy) and LIGO (US). Their results of their first
three runs are categorized in a set of Gravitational-Wave Transient Catalogs [327–329], also
together with the underground interferometer Kamioka Gravitational Wave Detector (KA-
GRA) [330–333] (Japan), and also joint with GEO600 [334–338] (Germany). The next gen-
eration of ground-based GW observatories that are panned, are the Einstein Telescope (ET)
in Europe [339] and the Cosmic Explorer (CE) in the US [340].

The setup of the (under)ground-based GW detectors follows the principles of a Michelson
interferometer. A laser beam is reflected at the end-points of two same-size orthogonal arms
with lengths O(km). A passing gravitational wave induces a length difference of the arms
proportional to its amplitude that is then measured as a phase difference of the two laser
beams. This detector type is most sensitive in the Hz–kHz frequency band.

In order to go to lower frequencies of order mHz, the order of frequencies of a stochastic GW
background emitted e.g. in gravitational waves of first-order electroweak PTs, longer arm
lengths are required. They are planned to be realized by a set of space-based interferometers.
The first one planned to be launched is the Laser Interferometer Space Antenna (LISA)
[341–344] by NASA and ESA. LISA is planned to launch in 2035 and will be operating as a
Michelson interferometer with three spacecrafts organized in an equilateral triangle with arms
of a length of 2.5 × 106 km. Its mission is planned to be supported by e.g. the DECi-hertz
Interferometer Gravitational wave Observatory (DECIGO) [345]. As a future successor to
LISA, the Big Band Observer (BBO) [346], is planned.

The first evidence of a stochastic GW background in the nHz-frequency range was published
in 2023 by the pulsar-timing array experiment NANOGrav (North American Nanohertz Ob-
servatory for Gravitational Waves) [46–50] as part of the collaboration of the International
Pulsar Timing Array (IPTA) [347] consisting of the European Pulsar Timing Array together
with the Indian Pulsar Timing Array [348] and the Parkes Pulsar Timing Array [349]. The
measured GW background can be explained by astronomical sources such as supermassive
black hole binaries [48], but also by cosmological sources including e.g. domain walls and
first-order PTs, as presented in Ref. [47]. In pulsar-timing array experiments, pulsars, ro-
tating neutron stars that emit jets of electromagnetic radiation, are used as reference clocks

6Moreover, GW150914 agrees with the theoretical prediction for the GW emission by a binary black hole merger.
Its observation is also the first-ever observation of a binary black hole merger event [326].
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and gravitational waves are inferred from deviations in their pulse arrival times, based on the
works of e.g. Refs. [350–352].

In this thesis, we investigate gravitational waves sourced by first-order PTs that constitute
a stochastic GW background with peak frequencies in the mHz range. Therefore, the space-
based interferometer experiments will be most sensitive to their spectra. In the following,
we will focus on the detection potential for gravitational waves sourced by first-order PTs of
LISA, as it is not only the first-to-be launched space-based experiment, but also, compared to
the other experiments, has the highest expected sensitivity in the mHz-range, as illustrated
in Fig 9.1. The detection potential of LISA of a predicted gravitational wave is characterized
by the signal-to-noise ratio (SNR). The SNR is a measure for the detectability of a GW
signal with amplitude h2ΩGW given an experimental sensitivity h2ΩSens in a frequency range
fmin ≤ f ≤ fmax, to which the experiment is sensitive, given a data acquisition time T ,

SNR(T ) =

√
T
∫ fmax

fmin

df

[
h2ΩGW(f)

h2ΩSens(f)

]2
. (9.38)

Given the expected data acquisition time of LISA of 4 yrs with a minimum duty cycle of
75% [353], we take T = 4yrs · 75% = 3yrs for the calculation of the SNR implemented
in BSMPTv3.7 The sensitivity of LISA is written as a function of the power spectral density
Sh(f), given by the mission requirements [277, 353, 354], as

ΩSens(f) =
4π2

3H2
0

f3Sh(f) . (9.39)

As described further in Chapter 3, we take the value measured by Planck for the Hubble
constant of today H0 = (67.4 ± 0.5) km/s/Mpc [21]. A GW signal is within sensitivity
of LISA, if SNR > 1. However, in order for it to be detectable independent of a potentially
underestimated experimental noise, we consider it to be detectable if it gives rise to SNR > 10.

7The result obtained for the SNR with BSMPTv3 which assumes T = 3years can be rescaled to obtain any value

of T by SNR(T ) =
√

T
3
SNR(3 yrs).
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Figure 9.1.: Gravitational wave detector sensitivity curves in the GW amplitude versus GW
frequency plane. The sensitivity of the pulsar-timing array experiment is depicted with a
black curve, the sensitivities of space-bound interferometers are displayed with red and the
sensitivities of ground-based experiments with blue curves, respectively. Solid lines are cur-
rently operating experiments, dashed lines are planned experiments. All experiments are
further described in the text. This figure uses data provided by Refs. [315, 355], and the
latest data for the LISA sensitivity curve from Refs. [277, 325, 356].





CHAPTER 10

Charge-Breaking Phase Transitions in the
Two-Higgs-Doublet Model

The origin of cosmic magnetic fields is still an open question [357–359] and aside from plasma
turbulence, which leads to magneto-hydrodynamic turbulence, during a first-order PT [43,
360, 361] also an intermediate period of electromagnetic charge violation could provide a
production mechanism. Models with extended scalar sectors can exhibit complicated multi-
step phase transition histories, cf. e.g. Refs. [209, 362–370]. In the following, we will discuss
transition histories with several phases. The nomenclature for phases depending on their
characteristic features is summarized in Sec 4.5. An interesting multi-step transition his-
tory with an intermediate charge-breaking (CB) phase in a BSM model can proceed via the
following steps

ωEW = 0, ωCB = 0︸ ︷︷ ︸
EW symmetric,
neutral phase

T−→
−−→ ωEW 6= 0, ωCB 6= 0︸ ︷︷ ︸

EW broken,
CB phase

T−→
−−→ ωEW 6= 0, ωCB = 0︸ ︷︷ ︸

EW broken,
neutral phase

. (10.1)

In a CB phase, the U(1)EM is broken by the VEVs, i.e. for the CP-conserving 2HDM in our
notation outlined in Section 6.1, this corresponds to ωCB 6= 0. Consequently, the electromag-
netic gauge boson, the photon, becomes massive and electric charge is no longer conserved,
leading e.g. to mixing between the formerly charged leptons and neutrinos.

The 2HDM is the simplest possible BSM model that allows for intermediate CB phases. The
real 2HDM allows for CB, neutral CP-violating, and neutral CP-conserving vacua. Because
both, the CB and the CP-violating VEV contribute to the EW VEV, defined in Eq. (6.6),
the EW symmetry is broken if one of them is non-zero. At zero temperature, it was shown
that an existing neutral CP-conserving electroweak broken vacuum must always be a global
minimum [371, 372], rendering any additionally existing CB or CP-violating minima non-
global. Although theoretically in a 2HDM, a lower, neutral CP-conserving electroweak broken
vacuum with vEW 6= 246GeV can exist [373–375], its existence is ruled out as discussed by
Refs. [376, 377] when taking into account LHC bounds. At finite temperature, a vastly diverse
landscape of minima of the scalar potential can evolve.

In Section 10.1, we briefly summarize the results of our work in Ref. [378] on intermediate
CB minima in the type-1, CP-conserving 2HDM as introduced in Section 6.1. Furthermore,
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in Section 10.2 and 10.3 we go beyond the study of Ref. [378] by calculating EWPTs with
intermediate CB phases, using BSMPTv3. We focus on a study of EWPTs for two exemplary
benchmark points with CB phases in Section 10.2. This study with BSMPTv3 was presented
in Ref. [66]. We conclude this chapter in Section 10.3 with an analysis of the EWPTs of
the full sample of points that exhibit intermediate CB phases generated for Ref. [378], using
BSMPTv3. We furthermore present calculated SNRs for first-order EWPTs with intermediate
CB phases.

10.1. Charge-Breaking Phases in the Two-Higgs-Doublet Model

Using an approximation for the high-temperature behaviour, in which the temperature cor-
rections are absorbed into modified quadratic mass parameters of the tree-level potential,
m2
ii → m2

ii + ciT
2 with i ∈ {1, 2}, the authors of Refs. [209, 379] showed that transition his-

tories involving intermediate CB phases are possible in the 2HDM. Based on CB seed points
generated via the high-temperature approximation, we extended the study of Refs. [209, 379]
in Ref. [378] by showing that parameter regions that allow for global intermediate CB min-
ima exist also beyond the high-temperature approximation in the finite-temperature effective
potential with one-loop corrections and daisy resummation. We check for agreement with
theoretical and experimental constraints using ScannerS, as detailed in Section 5.1, and fur-
ther require zero-temperature absolute vacuum stability at NLO using BSMPTv2, as described
in Section 5.2. We then calculate the temperature evolution of the global minimum for the
valid points with BSMPTv2. We find theoretically and experimentally valid points with in-
termediate CB phases for scenarios with large scalar quartic couplings, 4 . |λmax| . 8, and
low charged Higgs boson masses, mH± . 210GeV. Experimental constraints for the type-1
2HDM, on the one hand, limit the allowed range for charged scalar masses for which in-
termediate CB minima appear to 100GeV . mH± . Here, we find that using the one-loop
resummed effective potential helps fulfilling the lower bound on the charged scalar mass, as
the full one-loop treatment allows intermediate CB minima up to mH± . 210GeV, while the
high-temperature approximation can only realize CB phases with mH± . 100GeV, which is
ruled out by experiment. However, this consequently means that type-2 2HDM parameter
points are ruled out w.r.t. the ability to generate an intermediate CB minimum, as here the
experimental lower limit on the charged scalar mass is above 800GeV [166–169]. On the other
hand, large quartic scalar couplings are in conflict with electroweak symmetry restoration at
high temperatures. We find no intermediate CB point that is experimentally valid and has
high-temperature electroweak symmetry restoration. We find, however, experimentally valid
intermediate CB points with a period of intermediate EWSR. Any EWSR period followed by
a strong first-order EWPT can possibly yield the initial conditions for successful EWBG, cf.
Chapter 3.

On the side of collider phenomenology, the parameter space of intermediate CB points can
be probed for in decays of the heavy Higgs boson. As most intermediate CB points of our
sample are characterized by λ4 ≈ λ5, the CP-odd neutral scalar mass mA and the charged
scalar mass mH± are almost degenerate, while the heavy CP-even neutral mass mH is heavier
by ∼ 100GeV. This mass spectrum favours decays of a H into a scalar boson plus vector
boson pair, H → AZ or H → H±W∓. Experimental searches for AZ, cf. e.g. Refs. [380,
381], and searches for H±W∓ could therefore specifically test this parameter space.
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Figure 10.1.: Phases for BP1 (left) and BP2 (right) tracked with BSMPTv3 in the temperature
range T ∈ [0, 400]GeV. The high-temperature phase is coloured in red, the low-temperature
phase in blue. Coordinates of ω1 are marked by solid lines, ω2 by dashed lines and ωCB by
dotted lines. The vacuum coordinate of the CP-violating VEV is zero for the whole tem-
perature range for both points, ωCP = 0. The low-temperature phase contains a continuous
transition between the intermediate CB phase and the low-temperature neutral phase.

10.2. Phase Transition Analysis for Benchmark Points

Having shown the existence of global CB minima in the one-loop and daisy-resummed effective
potential at finite temperatures for the type-1, CP-conserving 2HDM with a softly-broken Z2

symmetry, we will discuss in the following whether such CB minima can play a role in the
transition history of the early universe. Using BSMPTv3, cf. Chapter 7, we will therefore
investigate whether first-order EWPTs from a neutral to a CB phase (or vice-versa) can take
place in the early universe. For this we consider two benchmark points that were already
studied in detail in Ref. [378]. These are benchmark point BP1, defined as

BP1: type = 1 , λ1 = 6.931 , λ2 = 0.263 , λ3 = 1.287 , λ4 = 4.772 , λ5 = 4.728 ,

m2
12 = 1.893× 104GeV2 , tanβ = 16.578 , (10.2)

and benchmark point BP2, given by

BP2: type = 1 , λ1 = 6.846 , λ2 = 0.259 , λ3 = 1.466 , λ4 = 4.498 , λ5 = 4.450 ,

m2
12 = 6.630× 103GeV2 , tanβ = 45.320 . (10.3)

We trace all phases for these points using the code BSMPTv3 and find a phase structure in
agreement with the global minimum evolution that we found using BSMPTv2 [378], as pre-
sented in Ref. [66]. In Figure 10.1, we illustrate the result of the phase tracing. For both
points, we find a neutral high-temperature phase with ω1 6= 0 and ω2 6= 0 (red lines). We
furthermore find an intermediate CB phase (blue dotted line) that transitions continuously to
the electroweak broken neutral phase that leads to the electroweak minimum at T = 0GeV.
We then calculate the bounce solution and characteristic temperature scales for the overlap
between the neutral phase at high temperature and the CB phase at low temperature for both
points. We find for both of them valid first-order EWPTs. For BP1 we find Tc = 226.3GeV
and Tn, Tp and Tf close together around 223GeV. This corresponds to a first-order EWPT
from ωfalse

CB = 0GeV to ωtrue
CB = 148GeV. The first-order EWPT of BP1 therefore sponta-

neously violates the U(1)EM symmetry. This symmetry is then restored around 200GeV. For
BP2 we find Tc = 231.0GeV, Tn = 203.5GeV, Tp = 199.0GeV and Tf = 198.4GeV. While
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Figure 10.2.: Potential contours for BP1 defined in Eq. (10.2), at the critical temperature
Tc (top row) and at the percolation temperature Tp (bottom row). In the left column, one-
dimensional slices from the false to the true vacuum versus the coordinate of the electroweak
VEV ωEW are illustrated. In the middle column we show the two-dimensional contours in
the (ζ1, ζ2) ≡ (ω1, ω2)-plane, in the right column we show the two-dimensional contours in
the (ρ2, ψ2) ≡ (ωCB, ωCP)-plane, respectively. Field directions not displayed are set to the
coordinates of the true minimum. The false (true) minimum is illustrated with a white dot
(asterisk). Figure published in Ref. [66].

at Tc the electromagnetic symmetry is violated in the true phase with ωtrue
CB = 188.3GeV,

at Tn, Tp and Tf we find ωtrue
CB = 0GeV. The true minimum therefore transitions to the

neutral phase before the first-order EWPT in BP2 takes place. Consequently, even though
a global CB minimum exists in an intermediate temperature region for BP2, no significant
fraction of the universe will transition into it and the CB phase cannot leave an imprint on
the cosmological history.

In Figures 10.2 (for BP1) and 10.3 (for BP2) we illustrate potential contours for both points
at the critical (top row) and percolation temperature (bottom row). In the respective left
columns of the figures, we illustrate the degeneracy of true and false minima at T = Tc and the
lower true minimum at T = Tp. The middle columns display the two-dimensional potential
contours in the (ζ1, ζ2) ≡ (ω1, ω2)-plane. The position of the false (true) minima are marked
with a white dot (asterisk). For BP1 and BP2, the false and true minima at Tc and Tp are
close together, in accordance with Figure 10.1. In the respective right-most columns, we show
two-dimensional potential contours in the (ρ2, ψ2) ≡ (ωCB, ωCP)-plane. As both points are
characterized by λ4 ≈ λ5, the potential is almost invariant under change of (ω2

CB + ω2
CP).

At the critical temperature, the near degeneracy of λ4 and λ5 leads to a minimum in the
(ωCB, ωCP)-plane in form of a slightly dented ring in favour of ωCB 6= 0 for both points, while
ωCP = 0GeV for the whole temperature range. At the percolation temperature, this ring
still exists for BP1, and the true minimum lies at ωCB 6= 0. For BP2, the ring has contracted
onto ωCP = ωCB = 0 and consequently, the true phase is no longer a CB phase.

To conclude, intermediate CB minima are possible in a type-1, CP-conserving 2HDM with
a softly-broken Z2 symmetry. The analysis of the benchmark points, however, shows that a
detailed calculation of transition rates between false and true phases is inevitable to be able
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Figure 10.3.: Potential contours for BP2 defined in Eq. (10.3), with the same panels as in
Figure 10.2. Figure published in Ref. [66].

to judge if an intermediate CB phase is populated by a significant vacuum fraction during
the temperature evolution of the universe.

10.3. Phase Transition Analysis for Point Sample

After looking at these two benchmark points in detail, we perform a calculation of the first-
order EWPTs with BSMPTv3 for the complete point sample of Ref. [378], for which the ex-
istence of finite-temperature global CB minima was found with BSMPTv2.1 For each point
of the sample, we trace its minima in the range T ∈ [0, 1]TeV, identify overlaps between
phases and calculate transition rates for overlaps. For first-order EWPTs, we then derive
the characteristic temperatures and the GW spectrum and evaluate the SNR for a three-year
data acquisition period at the LISA experiment.

In Figure 10.4 we illustrate the results. We show all points that are confirmed to have an
intermediate CB phase with the new phase identification and tracing algorithms of BSMPTv3
as magenta stars in the two-dimensional plane spanned by the absolute value of the maximal
quartic coupling |λmax| versus the value of the charged scalar massmH± . The results obtained
with BSMPTv3 are in accordance with the overall results that were obtained by the global
minimum search performed with BSMPTv2 for Ref. [378]. We confirm finding points with
intermediate CB phases for 4.8 . |λmax| . 8 and 130GeV . mH± . 210GeV.

In Figure 10.4 (top), we display by coloured dots the points for which we find completing first-
order EWPTs in addition to an intermediate CB phase. These points have 6.4 . |λmax| . 7.7
and 130GeV . mH± . 190GeV, and, as a subset of the magenta points, align with the
results of Ref. [378]. The coloured dots have a completing first-order EWPT from a neutral
false phase to a CB true phase with a value of |ωtrue

CB (Tf )| > 0 of the true phase indicated
by the colour code. The transition history of the points illustrated by the coloured dots is
therefore similar to the one of BP1. The black squares are points with an intermediate CB
true phase that, however, transitions to a neutral true phase before the first-order EWPT

1Details on BSMPT and the differences between its versions can be found in Section 5.2 and in Chapter 7.
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Figure 10.4.: Results of the EWPT calculation for the CB sample generated in Ref. [378] using
BSMPTv3. Displayed as magenta stars are points where we identify intermediate CB phases
in the parameter plane spanned by the maximal absolute quartic coupling |λmax| versus the
charged scalar mass mH± . The coloured points that are displayed on top of the magenta
stars indicate points for which in addition to an intermediate CB phase we find completing
first-order EWPTs. The colour of the overlaying points indicates the size of ωtrue

CB (Tf ) of the
true vacuum (top) as well as the SNR at LISA with a three-year data acquisition period
(bottom), calculated assuming radiation domination. The black squares in the top figure
mark points for which |ωtrue

CB (Tf )| < 1GeV and therefore the U(1)EM is already restored when
the first-order EWPT completes.
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from a neutral false phase takes place, i.e. they show transition histories similar to the one of
BP2. Therefore, in the full CB-point sample, we find versions of the transition history of BP1
and BP2. However, only histories similar to BP1, in Figure 10.4 displayed by the coloured
dots, can potentially imprint their CB properties on the cosmological history of the universe.

With BSMPTv3 we furthermore calculate the SNR at LISA with a three-year data acqui-
sition period for gravitational waves sourced by first-order EWPTs. Under the assump-
tion that the universe is radiation-dominated at the percolation temperature,2 we calculate
10−16 < SNR(LISA-3yrs) < 10−6 for the points for which we find first-order EWPTs with an
intermediate CB phase. In Figure 10.4 (bottom), we show the SNR at LISA as colour code
of these points. Due to SNR(LISA-3yrs) < 10−6, gravitational waves of the displayed points
will escape detection at LISA.

10.4. Conclusions

In this chapter we showed the possibility of first-order EWPT with intermediate CB in a
type-1, CP-conserving 2HDM with a softly-broken Z2 symmetry. We found first-order EW-
PTs from a neutral to a CB phase that transitions continuously at a lower temperature into
the neutral phase of today. We furthermore calculated the gravitational waves associated
with such CB first-order EWPTs. The SNRs that we identified for the first-order EWPT
points of our CB sample are too low to be in the sensitivity range of LISA. However, we
note that this may be merely a result of our sparse point sample and that no general phe-
nomenological statement can be drawn from this observation. Moreover, even in our sparse
CB first-order EWPT point sample, we found SNRs spanning over ten orders of magnitude,
with larger |ωtrue

CB (Tf )| correlated with higher SNRs. This clearly shows the potential of grav-
itational waves being amplified by strong first-order EWPTs. As the size of |ωtrue

CB (Tf )| > 0
directly drives the strength of the first-order EWPT, a more detailed parameter scan in the
discussed parameter regions might well reveal strong first-order EWPTs with spontaneous
CB that source gravitational waves which are in the detectable range of future space-bound
interferometers, such as LISA.

We further note, that the impact of the CB phase on the energy density of the universe
adds to the existing theoretical uncertainties of the GW calculation, consisting of e.g. the
determination of the wall velocity. A consistent treatment of the change in the energy density
content of the universe during a first-order EWPT into a CB phase would be desirable, and is
left for future work. The presented SNRs already illustrate the potential of first-order EWPTs
into CB phases to also source gravitational waves with large ranges of possible SNRs.

2The first-order EWPTs that are under investigation here, take place from a neutral false phase to a CB
true phase at the percolation temperature T∗ = Tp, where 71% of the universe is still in the false radiation-
dominated phase.





CHAPTER 11

Phase Transitions in ‘CP in the Dark’

In this chapter we discuss a specific N2HDM extension of the SM, named ‘CP in the Dark’
[178, 382–384]. We focus on its ability to facilitate a one-step first-order EWPT and source
gravitational waves. We furthermore show the possible transition histories. The characteristic
feature of this model is the possibility of CP violation that is not in tension with the EDM
bounds [171], as will be elaborated below, as its CP violation resides in the dark sector. CP
violation in the dark sector has also been studied in the literature, e.g. for a 2HDM plus real
singlet and real triplet field in Refs. [385, 386], named partially secluded CP violation, where
the authors showed that the BAU can be generated and transferred to the EW broken phase
of today in a two-step PT.

The model ‘CP in the Dark’ has a scalar sector extended by an additional doublet Φ2 and a
real singlet ΦS with an imposed Z2 symmetry,

Φ1 → Φ1 , Φ2 → −Φ2 , ΦS → −ΦS . (11.1)

The fermion fields are assumed to be invariant under the Z2 symmetry. Therefore, only
the first doublet Φ1 couples to fermions, the Yukawa sector is identical to the SM Yukawa
sector, and tree-level FCNCs are prohibited. The SU(2)L×U(1)Y and Z2-invariant tree-level
potential of ‘CP in the Dark’ reads

V (0) = m2
11|Φ1|2 +m2

22|Φ2|2 +
m2
S

2
Φ2
S +

(
AΦ†

1Φ2ΦS +A∗Φ†
2Φ1ΦS

)
+
λ1
2
|Φ1|4 +

λ2
2
|Φ2|4 + λ3|Φ1|2|Φ2|2 + λ4|Φ†

1Φ2|2 +
λ5
2
[(Φ†

1Φ2)
2 + (Φ†

2Φ1)
2]

+
λ6
4
Φ4
S +

λ7
2
|Φ1|2Φ2

S +
λ8
2
|Φ2|2Φ2

S .

(11.2)

While λ5 can be chosen real without loss of generality, by absorbing its complex phase into
a redefinition of the doublets, the trilinear coupling A is in general complex. The finite-
temperature vacuum structure is defined by taking into account the neutral CP-even doublet
and singlet VEVs, ω1,2 and ωS , respectively, as well as the CP-violating (ωCP) and the
charge-breaking (ωCB) VEV

Φ1 =
1√
2

(
ρ1 + iη1

ζ1 + ω1 + iΨ1

)
, Φ2 =

1√
2

(
ρ2 + ωCB + iη2

ζ2 + ω2 + i(Ψ2 + ωCP)

)
, ΦS = ζS + ωS , (11.3)
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introducing the charged CP-even fields ρi, charged CP-odd fields ηi, neutral CP-even fields
ζi, ζS and neutral CP-odd fields Ψi (i = 1, 2). To be as general as possible, we allow for ωCB,
find however, that numerically, ωCB is zero for all parameter points discussed below. The
zero-temperature minimum conserves the Z2 symmetry,

〈Φ1〉|T=0GeV =
1√
2

(
0
v1

)
, 〈Φ2〉|T=0GeV =

1√
2

(
0
0

)
, 〈ΦS〉|T=0GeV = 0 , (11.4)

with

ω1

∣∣
T=0GeV

≡ v1 ≡ vEW = 246GeV . (11.5)

Therefore, at T = 0GeV, there is a conserved quantum number, named dark charge, asso-
ciated with the exact Z2 symmetry. The first doublet is SM-like with dark charge +1. Its
neutral CP-even mass eigenstate is the SM-like Higgs boson h. The second doublet and real
singlet form a dark sector with dark charge −1. The neutral fields ζ2, Ψ2 and ζS mix with a
mixing matrix given by

M2
N =

m2
22 +

v21
2 λ345 0 Re (A)v1

0 m2
22 +

v21
2 λ345 −Im (A)v1

Re (A)v1 −Im (A)v1 m2
S +

v21
2 λ7

 , (11.6)

where λ345 ≡ λ3 + λ4 + λ5 and λ345 ≡ λ3 + λ4 − λ5. The mass eigenstates are derived via
diagonalization with a rotation matrix R that is parametrized in terms of three mixing angles
αi, i = 1, 2, 3,

R =

 cα1cα2 sα1cα2 sα2

−(cα1sα2sα3 + sα1cα3) cα1cα3 − sα1sα2sα3 cα2sα3

−cα1sα2cα3 + sα1sα3 −(cα1sα3 + sα1sα2cα3) cα2cα3

 , (11.7)

so that

diag(m2
h1 ,m

2
h2 ,m

2
h3) = RM2

NR
T . (11.8)

By convention, the masses are ordered, mh1 < mh2 < mh3 . The dark sector consists of a
pair of dark charged scalars H± and three neutral dark scalars hi, i ∈ {1, 2, 3}. The lightest
neutral dark scalar, h1, is a stable dark matter candidate.

The model ‘CP in the Dark’ exhibits explicit CP violation in the dark sector [382]. Under
CP, the complex scalar doublets and the real scalar singlet transform as

Φ1(t, ~x)
CP−−→ Φ∗

1(t,−~x), Φ2(t, ~x)
CP−−→ Φ∗

2(t,−~x), ΦS(t, ~x)
CP−−→ ΦS(t,−~x), (11.9)

and the tree-level potential is invariant except for the trilinear term ∝ A that transforms as

T ≡
(
AΦ†

1Φ2 +A∗Φ†
2Φ1

)
ΦS

CP−−→
(
AΦT1 Φ

∗
2 +A∗ΦT2 Φ

∗
1

)
ΦS

=
(
A∗Φ†

1Φ2 +AΦ†
2Φ1

)
ΦS

⇒ T
CP−−→ T if A = A∗.

(11.10)

Therefore, if Im (A) 6= 0, the tree-level potential is not invariant under the CP transformation
defined in Eq. (11.9). However, the vacuum after spontaneous symmetry breaking at T =
0GeV, defined in Eq. (11.4), is invariant under CP. Therefore, CP is not spontaneously, but
explicitly broken in case Im (A) 6= 0 [382]. Moreover, the dark neutral scalars hi, (i = 1, 2, 3),
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mh mhi,j mH± αi λ2 λ6 λ8 m2
22 m2

S

125.09 [1, 103] [65, 103]
[
−π

2 ,
π
2

]
[0, 9] [0, 17] [−26, 26] [0, 106] [0, 106]

Table 11.1.: Ranges for the input parameters used for the scan with ScannerS. Units of the
masses mh, mhi , mH± are in GeV, the units of the mass-squared parameters m2

22, m
2
S are in

GeV2, all other parameters are dimensionless. The chosen ranges for the dark scalar masses
are further discussed in the text.

are mixtures of the CP-even and CP-odd neutral dark fields in case Im (A) 6= 0, as can be
seen from Eq. (11.6). This shows that the explicit CP violation is in the dark sector. Because
the dark sector does not couple directly to fermions, this explicit CP violation in the dark
sector is not constrained by the stringent EDM constraints. As the dark charged scalar does
not couple to fermions, the B-physics bounds, compare Section 5.1, are fulfilled. Its mass
is furthermore not constrained by the direct LEP bound of mH± > 90GeV, because this
constraint assumes an exclusive decay of H± into fermions [382].

The neutral CP-mixed dark scalars hi couple to the Z boson, in a Zhihj vertex with i 6= j
[382], and to neutral scalars, e.g. in vertices with the SM-like Higgs boson, hhihj and the
neutral Goldstone boson, G0hihj , i, j ∈ {1, 2, 3}. Loop effects can therefore transfer CP
violation from the dark to the visible sector. In Ref. [382] the impact of explicit CP violation
on anomalous triple gauge boson vertices was studied in detail. The possibility of loop-induced
CP violation furthermore requires an extension of the finite CT potential, introduced for our
OS renormalization, cf. Section 5.2, beyond the field combinations appearing in the tree-level
potential. One additional CT needs to be introduced, which parametrizes the additional
CP-violating structure, as was discussed in detail in Ref. [178].

In the following, we discuss results for ‘CP in the Dark’ for a random parameter scan1

performed with ScannerS and BSMPTv3 in the input parameter ranges of Tab 11.1. With
ScannerS and BSMPT, we ensure that our points today at T = 0GeV lie within the theoretically
and experimentally allowed parameter space, as discussed in detail in Section 5.1.

Let us add a remark on the compatibility with the LHC Higgs data in this context. The only
decays of h into SM particles that are influenced by dark sector contributions are the decays
into a pair of photons γ, as well as the decay into Zγ, stemming from a loop with the dark
charged scalar H±. Therefore, the h → γγ and h → Zγ branching ratio can be modified
w.r.t. the SM prediction. The mass of the dark charged scalar H± is chosen to vary between
65GeV and 1TeV to eliminate the possibility of h→ H+H− decays. We furthermore allow a
range of 1GeV ≤ mhi ≤ 1TeV for the dark neutral scalar masses.2 This allows for decays of
the SM-like Higgs boson h into hihj when mhi +mhj < mh, with i, j ∈ {1, 2, 3}. When such
new dark decay channels open up, all branching ratios of h into SM particles are reduced
w.r.t. the SM prediction. With ScannerS, using HiggsTools, as described in Section 5.1, we
take into account all Higgs data constraints.

In our earlier analysis [178, 383] of ‘CP in the Dark’ with BSMPTv2, cf. Section 5.2, we found
points that allow for a strong first-order EWPT, ξc & 1. The analysis presented in this
chapter goes beyond this earlier analysis by calculating first-order EWPTs and gravitational
waves with BSMPTv3, cf. Chapter 7. For the parameter points, that we find to be valid using
ScannerS as described above, we look exclusively for completing3 one-step first-order EWPTs

1The seed point distribution for the scan is random, therefore the point density in the scatter plots has no
physical meaning.

2In the scan of [382] the masses of hk (k = 1, 2, 3) were constrained to be above 70GeV which ruled out
h → hihj decays, with i, j = {1, 2, 3}. Consequently, all h branching ratios, except for h → γγ were SM-like.

3For a completing transition, there exists a completion temperature that we can calculate as defined in Eq. (8.37).
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in a temperature range T ∈ [0, 300]GeV with BSMPTv3. We require absolute vacuum stability,
i.e. that the NLO zero-temperature global minimum lies at the position of the EW tree-level
vacuum vEW = 246.22GeV. We also choose to only take into account points with Tc > TEW =
100GeV, cf. Chapter 3, to not include points in the analysis that depart too far from the
high-temperature approximation, c.f. Chapter 4. We furthermore enforce EWSR in the false
phase at the critical temperature by requiring that ωfalse

EW (Tc) = 0. Consequently, sphaleron-
mediated transitions are in thermal equilibrium in the false phase, which ensures one necessary
condition for electroweak baryogenesis, as discussed in Chapter 3. For the computation of
the GW signals, we assume the EWPT to take place at a transition temperature equal to the
percolation temperature

T∗ = Tp , (11.11)

see Section 8.2. We define the ξ-parameter at the critical temperature, ξc, as in Eq. (3.13)
and at the percolation temperature, ξp, analogously,

ξp ≡ ξ(Tp) =
ωtrue
EW(Tp)

Tp
, (11.12)

with

ωEW ≡
√
ω2
1 + ω2

2 + ω2
CP + ω2

CB . (11.13)

The superscripts ωtrue and ωfalse label the VEVs of the true and false phase, respectively.

In Section 11.1 we discuss the generated point sample with a one-step first-order EWPT
with respect to the expected SNR at LISA. In Section 11.2, we show DM observables, e.g.
the direct detection cross section and DM relic density for the point sample and comment
on the impact of the latest experimental direct detection exclusion bounds. We present a
detailed discussion of the observed different phase histories in Section 11.3 and conclude in
Section 11.4.

11.1. First-Order Phase Transitions and Gravitational Waves

In agreement with our earlier studies [178, 383, 384] using BSMPTv2, we find that ‘CP in the
Dark’ allows for strong first-order EWPTs. Moreover, we find completing strong first-order
EWPTs with ξp & 1 across the allowed mass region mH± > mh1 , as illustrated in Figure 11.1
(left).4

Furthermore, we derive the acoustic and turbulence GW spectrum sourced by the first-order
EWPTs and calculate the corresponding SNR at LISA with a three-year data acquisition
period. Figure 11.1 (right) shows the point sample in themh1−mH±-plane, colour coded with
the value of the SNR. We find strong first-order EWPTs with up to SNR(LISA-3yrs) = 17.11
and points with SNR > 10 scattered across the allowedmh1−mH±-region. Only the strongest
first-order EWPTs with ξp > 3.2 lead to a value of SNR > 1, as illustrated by Figure 11.2.
Here, we show ξp versus ξc for the allowed point sample, colour coded corresponding to the
SNR. All points with SNR > 1 are strong first-order EWPT points with 1.3 . ξc < ξp, as
Tp < Tc.

In Figure 11.3, we show peak amplitude and peak frequency values of the GW spectrum,
colour coded corresponding to the value of the SNR at LISA with a three-years data acqui-
sition period. From the figure, we see that, as expected, points with SNR > 1 lie above

4The mass hierarchy mH± > mh1 stems from the requirement that h1 is the lightest stable state in order to
have a neutral DM candidate.
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Figure 11.1.: Scatter plot in the mh1 − mH±-plane for the parameter sample generated in
the ranges of Table 11.1 with applied the constraints from ScannerS and BSMPT, cf. text for
details. Left: Colour code denotes ξp. Points with ξp < 0.5 are coloured in grey. Right:
Colour code corresponds to the value of the SNR of the gravitational waves sourced by the
first-order EWPTs in sound waves and turbulence measured at LISA with a three-years data
acquisition period. The grey points have an SNR < 1 and therefore escape detection at LISA.

the LISA sensitivity curve, shown as the dashed grey line. For this figure, we exceptionally
take into account only the sound-wave contribution to the GW signal. We find that gravi-
tational waves sourced by turbulence only play a subdominant role for our points, which we
will elaborate on in the following. After the period, during which sound waves are sourced,
turbulence is sourced by non-linearities in the plasma. In particular, strong transitions with
long durations and therefore possible supercooling are expected to lead to an early start of
the turbulent regime [244, 323–325, 387]. However, in our point sample we maximally find
α . 0.3, with α defined as in Eq. (9.7). Using the categorization of [388], this corresponds to
the regime of mild supercooling.5 This is compatible with the observed O(10GeV) differences
between nucleation and percolation temperature, Tn−Tp, for points with SNR > 1. Our point
sample is therefore characterized by comparably short durations of the first-order EWPTs,
that are primarily in the acoustic regime, in which the bulk of the vacuum energy is emitted
as sound waves. The SNR is therefore dominantly given by the sound wave contribution.
Based on these observations, we assume that the first-order EWPTs of the point sample take
place fast enough to ensure that our assumption of a terminal bubble wall velocity holds.

5We find 1.01 < SNR(LISA-3yrs) < 4.14 for α < 0.1 (slight supercooling) and 1.98 < SNR(LISA-3yrs) < 17.11
for 0.1 < α < 0.5 (mild supercooling), according to the classification of supercooling by the PT strength α of
Ref. [388].
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Figure 11.2.: ξp versus ξc. The colour indicates the SNR for gravitational waves produced via
sound waves and turbulence at LISA after a three-year data acquisition period. Points with
SNR < 1 are coloured in grey.

Figure 11.3.: Sound-wave GW peak amplitude versus peak frequency. The colour code shows
the SNR calculated from the sound-wave contribution only. Grey points have SNR < 1. The
dashed grey line marks the sensitivity curve of the LISA experiment taken from Refs. [277,
325, 356], cf. Section 9.5.



11.2. Dark Matter Observables 95

11.2. Dark Matter Observables

The model features a WIMP as a DM candidate, given by h1. In this section we show how
the obtained sample of strong first-order EWPT points matches the DM constraints from
the measured relic density and direct detection experiments. In Figure 11.4 (left column)
we show the freeze-out relic density Ωprodh

2 for the DM, which is given by h1 calculated
with MicrOMEGAs, versus mh1 for all allowed parameter points coloured by ξp (top), as well
as their corresponding value of the SNR (bottom) for the resulting GW spectrum at LISA
with a three-year data acquisition period. Using ScannerS and MicrOMEGAs, as described in
Section 5.1, only (under)abundant points with a DM relic density of Ωprodh

2 ≤ Ωexph
2 =

0.1200 ± 0.0012 [21] are retained.6 We find strong first-order EWPTs with ξp > 1 within
the 1σ error bands of the measured relic density. For the points with SNR > 1 we find
at most Ωprodh

2 = 0.08, which is slightly underabundant w.r.t. to the experimental result.
The underabundance does not rule out these points, it just raises the need of additional
DM candidates to saturate the measured relic density. Consequently, a strong first-order
EWPT and observable gravitational waves are compatible with the observed DM relic density.
Parameter points with a strong first-order EWPTs can even saturate the measured DM relic
density. The latter conclusion was reached already in Ref. [178], based on only the BSMPTv2

analysis.

In Figure 11.4 (right column) we show the effective spin-independent direct detection cross
section fχχ · σ versus the DM mass mh1 for the allowed parameter points coloured again
according to their value of ξp (top), as well as SNR value (bottom). The effective cross
section is calculated by rescaling the cross section σ with

fχχ ≡
Ωprodh

2

Ωexph2
, (11.14)

to account for underabundance Ωprodh
2 ≤ Ωexph

2, cf. Refs. [389, 390]. The null result of
direct detection experiments [88–91] constrains the dark sector of BSM models such that the
allowed interaction of the dark sector with the SM-like sector is more and more suppressed.
Applying the constraints of ScannerS using MicrOMEGAs, points that have fχχ · σ above the
exclusion limit measured in 2018 by XENON1T [88] are discarded. Since 2018, updated
exclusion limits were published by the PandaX collaboration in 2021 [89], by LUX-ZEPLIN
(LZ) in 2022 [90] and by XENONnT in 2023 [91]. We show all mentioned exclusion limits
in Figure 11.4 (right column). The parameter space is most constrained by the LZ exclusion
limit. An application of the LZ exclusion limit on our parameter points would remove a
slice of the parameter space including points with SNR > 10. We still find strong first-order
EWPT points, however, with SNR > 10 and ξp > 1 below the LZ exclusion limit. Such
points are furthermore found to be above the neutrino floor, below which elastic coherent
neutrino-nucleus scattering becomes undistinguishable from the dark matter signal [391].
Consequently, the requirement of escaping detection at current direct detection experiments
is compatible with points that have a strong first-order EWPT with ξp > 1 as well as with
an SNR > 10.

Figure 11.5 shows the effective direct detection cross section fχχ·σ versus the DMmassmh1 for
the allowed point sample, with the colour code indicating the corresponding DM abundance
ratio, 0 ≤ Ωprodh

2/Ωexph
2 ≤ 1. From the figure, we can deduce that Ωprod ' Ωexp ' 1 is

found for low, as well as for high DM masses mh1 .
7 In addition, the requirement of escaping

direct detection is compatible with saturating the measured DM relic density.
6The most precise value of the DM relic density is derived from CMB data collected by the Planck satellite
[21], from which the CMB anisotropy power spectrum is obtained. The values of the baryonic and DM relic
densities are then directly derived by fitting the CMB anisotropy power spectrum assuming the ΛCDM model.

7The high density of points with Ωprod/Ωexp ' 1 for large mh1 is a relic of the random seed of the scan, cf.
Section 5.1. We also find points that saturate the DM relic abundance for lower mh1 , cf. Figure 11.5.
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Figure 11.4.: Left column: Relic density versus DM mass mh1 for the allowed parameter
points. The red line marks the experimental central value of Ωexph

2 = 0.12 [21]. Right
column: Effective spin-independent direct detection cross section versus DM mass mh1 for
the allowed parameter points. The light grey area is the neutrino floor, below which WIMP
DM cross sections become indistinguishable from coherent elastic neutrino scattering with
the nucleus [391]. The coloured lines illustrate exclusion limits by XENON1T (dotted blue
line) [88], XENONnT (dash-dotted red line) [91], PandaX (dashed orange line) [89] and LZ
(solid green line) [90]. The parameters space that is excluded by LZ is hatched. The colour
code of the top row indicates the value of ξp and the colour code in the bottom row indicates
the SNR for gravitational waves produced via sound waves and turbulence at LISA after a
three-year data acquisition period. Points with ξp < 0.5 or SNR < 1 are displayed in grey,
respectively.
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Figure 11.5.: Same figure as Figure 11.4 (right), but points are colour coded by the value of
the calculated relic density Ωprodh

2 normalized to the experimental central value Ωexph
2 =

0.12 [21].

11.3. Phase Histories

We now look in more detail at the different possible phase histories that we find to allow
for a one-step first-order EWPT while requiring the restoration of the electroweak symmetry
in the false phase at Tc as well as absolute vacuum stability at T = 0GeV. In [178] we
found points with a strong first-order EWPT with two different temperature evolutions of
the global minimum. In the first one, only the SM-like finite-temperature VEV participates,
|ω1| > 0, while the dark VEV coordinates of the global minimum are zero across the whole
temperature range. In the second one, additionally the dark VEV coordinates of the global
minimum are non-zero (excluding ωCB which is found to be zero for T ∈ [0, 300]GeV) in
intermediate temperature-ranges.

Using BSMPTv3, we go beyond a global minimum analysis and trace the five-dimensional local
minima positions of the high- and the low-temperature phase over the temperature range in
which they exist within T ∈ [0, 300]GeV. This does not only allow for a calculation of the
transition rates between false and true phases and the deduction of characteristic temperatures
and GW parameters as already discussed above, but also gives more insight into the possible
phase patterns.

Our study confirms the observation presented in Refs. [178] and further details the possible
phase histories by categorizing them into four cases. Phase histories for exemplary bench-
mark points for each category are shown in Figure 11.6 and will be further discussed below.
The benchmark points are given in Appendix A. Each row of the figure corresponds to one
benchmark point. The columns (from left to right) illustrate the temperature evolution of the
false, high-temperature, phase (red dashed line) and the true, low-temperature, phase (blue
solid line) of one of the five VEV coordinates {ω1, ω2, ωCP, ωS , ωCB}, respectively. We find
the following four categories:

1. For points of the first category, only the SM-like neutral CP-even doublet VEV ω1 par-
ticipates in the first-order EWPT and is non-zero for the low-temperature EW broken
phase. In the high-temperature phase, all VEVs are zero at Tc. Therefore, the Z2

symmetry is exact in the false and in the true phase and the EW symmetry is broken
spontaneously by ω1. In short, the phase history associated with the first category is:

EW symmetric and
Z2-symmetric phase

1st-order EWPT−−−−−−−−−−→ EW broken and
Z2-symmetric phase .
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Figure 11.6.: Four benchmark points exemplary for the four categories of found phase his-
tories that can yield a first-order EWPT with EWSR at Tc, illustrated in all five VEV
coordinates. The columns (from left to right) show the temperature evolution of the high-
temperature phase (red dashed line) and the low-temperature phase (blue solid line) in the five
coordinates {ω1, ω2, ωCP, ωS , ωCB}, respectively, versus the temperature T ∈ [0, 300]GeV.
The rows correspond to one benchmark point, respectively. The critical temperature Tc is
marked as a vertical dashed line in the leftmost column. The benchmark points are given in
Appendix A. The second and fourth benchmark points are taken from Figure 5 (and Table 2
and Table 3) of Ref. [178].
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2. For points of the second category, the high-temperature phase has a non-zero dark
singlet VEV coordinate at Tc. Consequently, the Z2 symmetry is broken8 at Tc in
the false phase. The first-order EWPT spontaneously breaks the EW symmetry and
restores Z2. All dark VEVs are zero in the low-temperature phase and the phase history
for the second category is:

EW symmetric
Z2-broken
singlet phase

1st-order EWPT−−−−−−−−−−→ EW broken and
Z2-symmetric phase .

We comment on the high-temperature behaviour for T > Tc of the potential for ‘CP
in the Dark’ further below, but already note here that any domains that exist at high
temperature merge at the first-order EWPT with the EW broken phase in which, by
definition, the Z2 symmetry is exact. The benchmark point BP2 displayed in Figure 11.6
is taken from Figure 5(a) (and Table 2 and Table 3) of Ref. [178].

3. Points of the third category have an exact Z2 symmetry at Tc in the false phase and
a first-order EWPT into a phase with non-zero dark VEVs, with the exception of
|ωCB|, which is found to be zero in the whole temperature range. Consequently, the
EW symmetry and the Z2 symmetry are spontaneously broken through the first-order
EWPT. The point then transitions continuously into the EW broken, Z2-symmetric
low-temperature phase:

EW symmetric and
Z2-symmetric phase

1st-order EWPT−−−−−−−−−−→ EW broken and
Z2-broken phase → EW broken and

Z2-symmetric phase .

In this transition history, as the Z2 symmetry is spontaneously broken in an intermedi-
ate temperature range, domain walls are created. The domain walls decay when the Z2

symmetry is restored in the EW broken, Z2-symmetric low-temperature phase. How-
ever, their existence in an intermediate temperature range could influence the energy
density of the universe, which might raise the need to apply additional constraints on
such points, cf. Chapter 2. A detailed discussion of domain walls within this model is
left for future work.

4. The fourth category contains points with non-zero dark VEVs in the low-temperature
phase similarly to third category, but in addition the high-temperature phase has
|ωfalse
S (Tc)| > 0 similar to points of the second category. Consequently, the Z2 symme-

try is already broken in the false phase and the first-order EWPT spontaneously breaks
the EW symmetry. The EW broken and Z2-broken intermediate phase then transitions
continuously into the EW broken, Z2-symmetric phase in which the universe is in today.
The transition history for the fourth category is:

EW symmetric
Z2-broken
singlet phase

1st-order EWPT−−−−−−−−−−→ EW broken and
Z2-broken phase → EW broken and

Z2-symmetric phase .

The benchmark point BP4 displayed in Figure 11.6 is taken from Figure 5(b) (and
Table 2 and Table 3) of Ref. [178].

All points of our generated sample have explicit CP violation with Im (A) 6= 0. However,
we also find the possibility of first-order EWPTs with |ωtrue

CP (Tp)| > 0 in transition histories
similar to the ones of BP3 and BP4 as discussed above. These points therefore have a source
of additional CP violation through |ωCP| > 0 at finite temperature. If Im (A) = 0, and a
non-vanishing CP-violating VEV ωCP is generated, this would correspond to spontaneous CP
violation.9 The additional CP violation through |ωCP| > 0 is accompanied by the violation

8The Z2 symmetry, as defined in Eq. (11.1), is broken if any of the dark fields acquires a non-zero VEV at finite
temperature.

9The possibility of spontaneous CP violation was first discussed by Lee in Ref. [192], and for example in Ref. [392]
spontaneous CP violation was studied for a softly-broken Z2 symmetric 2HDM with an additional pseudoscalar
singlet field. For this model, the authors discussed that there might be a promising link to EWBG.
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Figure 11.7.: Left column: CP-violating VEV coordinate of the true phase at the critical
temperature versus the imaginary part the trilinear scalar potential parameter A normalized
to its real part for the generated point sample. The colour indicates the value of ξp (top) as well
as the SNR for gravitational waves produced via sound waves and turbulence at LISA after a
three-year data acquisition period (bottom). Dots indicate points for which ωtrue

CP is either zero
or non-zero both at the critical temperature Tc and at the completion temperature Tf . Squares
indicate points for which only |ωtrue

CP (Tc)| > 0, but ωtrue
CP (Tn) = ωtrue

CP (Tp) = ωtrue
CP (Tf ) = 0.

Right column: CP-violating VEV coordinate of the true phase, |ωtrue
CP (Tc)|, versus the singlet

VEV coordinate of the false phase, |ωfalse
S (Tc)| at the critical temperature Tc for the generated

point sample. The colour code is the same as for the rows in the left column, respectively.
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of the Z2 symmetry of Eq. (11.1). We find that if |ωCP| > 0, the SM-like neutral scalar
mixes with the former dark neutral CP-mixed scalars. The possibility of non-zero |ωCP| at
finite temperature is a great opportunity for EWBG: It may allow for sufficiently large CP
violation, that can be transferred to the visible sector, without being in conflict with the strict
EDM bounds. A more detailed study of EWBG within ‘CP in the Dark’ is left for future
work.

In the following, we compare the EWPT strength, ξp, and the SNR for points with and
without additional CP violation at finite temperature. In Figure 11.7 (left column) the CP-
violating VEV coordinate of the true phase is displayed versus the tree-level parameter that
parametrizes explicit CP violation in the model, the value of Im (A) normalized to its real part,
Re (A) for the whole allowed first-order EWPT data sample. The points are colour coded by
the value of ξp (top row) as well as the size of the SNR at LISA with a three-year data acquisi-
tion period (bottom row). The dots represent all points for which |ωtrue

CP | is zero, respectively
non-zero, at both the critical temperature and at the completion temperature. The squares
mark points for which only |ωtrue

CP (Tc)| > 0, but ωtrue
CP (Tn) = ωtrue

CP (Tp) = ωtrue
CP (Tf ) = 0.

Consequently, for the points displayed as squares, the true phase, which has at Tc a non-
zero CP-violating VEV coordinate, |ωCP(Tc)| > 0, transitions continuously into a phase with
ωtrue
CP = 0, before the first-order EWPT takes place.

We find strong first-order EWPT points with additional CP violation at finite tempera-
ture, cf. Figure 11.7 (top row). We also find |ωtrue

CP (Tc)| > 0 for SNR(LISA-3yrs) > 10,
cf. Figure 11.7 (bottom row), however, only for the points displayed as squares. The lat-
ter points are all found to be characterized by mh1 ≈ mh/2. This does not mean that an
SNR(LISA-3yrs) > 10 together with non-zero CP-violating VEV coordinate at the transi-
tion temperature, |ωtrue

CP (Tp)| > 0, is impossible in ‘CP in the Dark’, just that this feature
is not part of the generated random sample. The generated random sample clearly shows
the possibility of additional CP violation through |ωtrue

CP | > 0 for valid first-order EWPTs. A
more dedicated scan could reveal valid parameter regions that source detectable gravitational
waves from a first-order EWPT into a true phase with an additional source of CP violation
at finite temperature.

In Figure 11.7 (right column) we show the allowed sample in the two-dimensional plane
spanned by |ωtrue

CP (Tc)| versus |ωfalse
S (Tc)|, again colour coded by the value of ξp (top) and

SNR(LISA-3yrs) (bottom). This figure illustrates the relation between the benchmark phase
histories, cf. Figure 11.6, and the first-order EWPT strength as well as the detectability of the
sourced gravitational wave. The points of the first category have ωtrue

CP (Tc) = ωfalse
S (Tc) = 0

and are located in the left bottom corner of the figures, respectively. Our random sample
for these points has a maximal SNR(LISA-3yrs) of 11, so within detectable ranges at LISA.
For points of the second category with ωtrue

CP (Tc) = 0, but |ωfalse
S (Tc)| > 0, we also observe

SNR(LISA-3yrs) > 10 for points with the largest found ξp. Points of the third category, where
Z2 is spontaneously broken at Tc, by an intermediate phase with |ωCP| > 0, are found to allow
for ξp > 1, but are not found to have an SNR(LISA-3yrs) > 1. Again, this is just a feature of
the randomly generated points and not necessarily a global feature of the model. For points
of the fourth category with intermediate |ωCP| > 0 and already broken Z2 symmetry in the
high-temperature phase, we find points with SNR(LISA-3yrs) > 10, but as already discussed
above, these have no additional CP violation any more at temperatures where the first-order
EWPT takes place.
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Let us add a few remarks on the found high-temperature behaviour of these points. We find
high-temperature EWSR and Z2 conservation for 2% of the points of the full sample, using
the symmetry restoration check implemented in BSMPTv3, cf. Chapter 7.10 These points have
a maximal ξp = 2.4 as well as a maximal SNR(LISA-3yrs) = O(10−3). The remaining bulk of
the parameter sample has either non-restoration of the EW symmetry, a broken Z2 symmetry,
or both combined, in the high-temperature limit. In the first case, the dark fields have zero
VEV, but |ω1| > 0, which breaks the EW symmetry, but leaves the Z2 symmetry exact. In
the second case, all doublet VEVs are zero, i.e. the EW symmetry is restored, but the dark
singlet acquires a non-zero VEV which breaks the Z2 symmetry. The third case includes
points for which at least one of the dark doublet fields acquires a VEV, or the dark singlet
and the SM-like doublet acquire a VEV, as well as combinations of the two. We note, that
these cases of non-restoration of the EW symmetry or the Z2 symmetry can be accompanied
with minima at large field values. While our approach is under good numerical control for
high temperatures, large field values break perturbativity and a complete RGE treatment of
the effective potential is necessary to consistently handle such situations, cf. Section 4.1.

11.4. Conclusions

In this chapter we studied an N2HDM-like model, ‘CP in the Dark’. We analysed its pa-
rameter space allowed by theory and experiment in detail and found that it allows for points
with a strong first-order EWPT, whose associated GW signal is within the sensitivity of the
future space-bound interferometer LISA. Furthermore, we identified regions of the parameter
space in which valid strong first-order EWPT points can abundantly predict dark matter
while escaping direct detection. We showed that the latter can also be true for points with
an SNR above ten. Therefore, a measurement of the stochastic GW background can shed
light on parameter regions beyond the sensitivity of current and future direct detection ex-
periments. In a detailed study of the possible phase histories that induce first-order EWPTs,
from an EW symmetric false phase to an EW broken true phase, we identified cases with and
without additional CP violation at finite temperature. We argued that this makes the model
a promising candidate for EWBG. A dedicated analysis of possible portals for the transfer
of CP violation to the SM-like Higgs couplings to fermions at finite temperature is left for a
future study.

10The EW symmetry is restored, if all doublet VEVs are zero. The Z2 symmetry, defined in Eq. (11.1), is exact,
if all VEVs of the second doublet and the singlet are zero.



CHAPTER 12

Final Conclusions and Outlook

Nature has realized a fundamental scalar sector that is described by a Higgs potential in
the SM. The ground state of the Higgs potential breaks the EW symmetry of the SM spon-
taneously and is further associated with a scalar Higgs boson which determines the experi-
mental phenomenology today, e.g. through masses and couplings of the SM particles. While
the masses are input parameters of the SM, couplings of SM particles to the observed Higgs
boson are measured to agree with the SM predictions within experimental and theoretical
uncertainty bounds. The observed Higgs boson behaves SM-like. However, more data is
needed to resolve the shape of the scalar potential independently from the Higgs boson mass
measurement to receive more insight in the nature of the scalar sector.

While the postulated minimal SM scalar sector can accommodate for all observations made
at colliders, there are strong cosmological hints that the SM is not the complete underlying
theory of nature, e.g. the observed matter excess over antimatter in the universe and dark
matter. The former can be generated dynamically through EWBG, given that all three
Sakharov conditions are fulfilled. These are the existence of baryon number violation, C
and CP violation, as well as departure from thermal equilibrium. Baryon number violating
processes are possible in the SM through sphaleron-mediated transitions. In EWBG the
departure from thermal equilibrium is realized through a strong first-order EWPT from a
high-temperature EW symmetric false phase, where the sphaleron processes are in thermal
equilibrium, to a low-temperature true phase which spontaneously breaks the EW symmetry
and agrees with the SM Higgs ground state at zero temperature. The strong first-order
EWPT conserves the matter–antimatter asymmetry, that was generated in the false phase by
the interplay of CP violation with baryon number violation in the sphaleron transitions. Even
though the EW symmetry is restored at high temperatures in the SM, this restoration takes
place via a smooth cross-over that does not provide the departure from thermal equilibrium
that is required in EWBG. Furthermore, the SM does not offer enough CP violation. Also,
the explanation of dark matter necessitates an extension of the SM.

Within current experimental bounds, the SM scalar sector can be extended to accommodate
(strong) first-order EWPTs and dark matter, as well as additional CP violation. First-order
EWPTs are a particularly promising tool, as they can connect collider signatures with grav-
itational waves. If our universe underwent a first-order EWPT during the early phase of its
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existence, such a violent transition sourced a stochastic GW background. Through future
space-bound experiments, we might be able to observe a stochastic GW background sourced
by first-order EWPTs. If so, then this is a clear signal of BSM physics. The parameter config-
urations of this BSM physics leading to observable gravitational waves may imply interesting
phenomenology that can be investigated at present and future colliders.

In this thesis, we studied two promising extensions of the SM scalar sector. In Chapters 6
and 10, we investigated the CP-conserving 2HDM that extends the SM scalar sector by
an additional complex SU(2)L doublet. In Chapter 11, we presented an extension by an
additional SU(2)L doublet and a real SU(2)L singlet. This model, named ‘CP in the Dark’,
has CP violation in its dark sector at zero temperature.

In Chapter 6, we investigated dimension-six enhanced strong first-order EWPTs, character-
ized through the ratio of the EW VEV at the critical temperature over the critical temper-
ature, ξc = ωEW(Tc)/Tc & 1 in a 2HDM. We find that, purely scalar dimension-six mod-
ifications as well as top quark Yukawa dimension-six modifications can enable ξd6c & 1 for
points with ξd4c < 1, i.e. no strong first-order EWPT in the 2HDM without dimension-six
extensions. The purely scalar dimension-six modifications lead to enhancements of the Higgs
boson pair production cross section within the sensitivity range of future colliders. The top
quark Yukawa modifications can be correlated to the phenomenology of heavy Higgs states in
top quark final states. Overall, this analysis illustrates the connection between the strength
of a first-order EWPT parametrized by ξc and parameter spaces that could be probed at
present and future collider experiments.

However, only a calculation of false vacuum decay rates and the calculation of characteristic
temperatures, which takes into account the expansion rate of the universe, can determine
whether a first-order EWPT in the early universe takes place. Furthermore, a first-order
EWPT releases vacuum energy into the surrounding plasma, which is a source for gravita-
tional waves. These calculations have been implemented in the public code BSMTPv3, which
was presented in Chapter 7. The code BSMPTv3 was developed and published during the
course of this work.

In Chapter 10, we showed that at finite temperature and in the description of the one-loop
daisy-resummed effective potential, the possibility of intermediate electromagnetic CB phases
exists. Using BSMPTv3, we find valid first-order EWPTs from an electromagnetically neutral
to a CB phase, where consequently the electromagnetic charge is spontaneously broken. Such
CB phases are then found to continuously transition to the electromagnetically neutral, but
EW broken minimum in which the universe manifests itself today. First-order EWPTs into
CB true phases were further related to a GW background. The associated SNRs for a mea-
surement of this background at the future space-bound interferometer LISA, are found to be
below the estimated sensitivity.

In Chapter 11 the model ‘CP in the Dark’ was studied with BSMPTv3 w.r.t. its ability to enable
first-order EWPTs and explain dark matter. We find wide ranges of the parameter space to
be able to source strong first-order EWPTs in agreement with theoretical and experimental
constraints. Furthermore, the dark matter candidate h1 can saturate the experimentally
measured relic density as well as escape direct detection. In correlation to strong first-order
EWPTs, ‘CP in the Dark’ is found to be able to source gravitational waves that will lead to
detectable signals at LISA, with SNR > 10. We also investigated different phase histories that
allow for a one-step first-order EWPT from an EW symmetric false to an EW broken true
phase. In addition to the explicit CP violation that is in the dark sector at zero temperature,
at finite temperature, phase histories are possible that allow for additional CP violation via
the generation of a non-zero complex phase between the scalar doublets, which is parametrized
by a non-zero CP-violating VEV coordinate. Together with a strong first-order EWPT, the



105

additional CP violation makes ‘CP in the Dark’ a promising model to be studied further in
the context of the generation of the matter–antimatter asymmetry in the early universe.

Based on the presented findings, there are numerous directions that can be pursued in the
future. For ‘CP in the Dark’ a calculation of the baryon asymmetry based on the present
initial conditions could reveal if the additional CP violation can be successfully transferred to
the visible sector and lead to the generation of enough matter excess that is then conserved
in a strong first-order EWPT. Additionally, a future analysis on domain walls in this model
might reveal the necessity of additional constraints on the parameter space. Moreover, a
more complete understanding of the composition of the universe during a CB phase in the
2HDM could shed light on how such a phase in detail could influence the cosmological history.
Finally, the presented study is based on the assumption that the one-loop daisy-resummed
effective potential yields a perturbatively valid description of the physics at temperatures
around the EWPT. This assumption could be replaced by an EFT-motivated approach with
a careful consideration of all relevant scales. Additionally, the presented derivation of a GW
signal from a first-order EWPT relies on assumptions, e.g. of the energy density content of
the universe and of a simplified solution to the set of hydrodynamic equations and relies
on numerical fits for the GW spectrum. While this approach allowed us to estimate the
potential of the presented models to generate an observable GW background through first-
order EWPTs, any step of the calculation could be refined with more precise calculations and
approaches that may become available in the future.

In summary, we outlined several BSM avenues that agree with experimental collider data
and moreover fill in shortcomings of the SM. The presented BSM scenarios allow for a first-
order EWPT. The search for a first-order EWPT is especially interesting, as it provides a
link between collider physics and early universe cosmology. With the upcoming experimental
program of space-bound interferometers, the study of first-order EWPTs presents exciting
avenues for possible groundbreaking discoveries. New physics might just be ‘around the
corner’ and the observation of a first-order EWPT, e.g. through the GW background, would
then be a clear evidence for it.
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APPENDIX A

Benchmark Points of ‘CP in the Dark’

In Table A.1 we provide the input parameters of the four benchmark points BP1–BP4 shown
in Figure 11.6 in Chapter 11. In Table A.2 we give the corresponding mass spectra, as well
as the critical temperatures Tc and the VEVs of the true vacuum at Tc together with the
derived values of ξc using Eq. 3.13.

point m2
22 [GeV2] m2

S [GeV2] Re (A) [GeV] Im (A) [GeV] λ2

BP1 529 186.148 356 345.493 476.542 −678.778 4.299
BP2 96 703.414 32 442.949 159.627 −325.391 3.532
BP3 34 330.331 206 553.473 142.797 814.968 4.679
BP4 65 258.809 36 279.847 279.502 −326.645 3.660

point λ3 λ4 λ5 λ6 λ7 λ8

BP1 −0.782 0.572 0.071 1.053 16.810 −2.093
BP2 −0.796 0.787 −0.055 10.446 7.596 4.683
BP3 2.779 3.093 0.840 10.188 1.243 −4.563
BP4 −0.821 0.220 −0.371 4.715 7.760 14.781

Table A.1.: Input parameters for the benchmark points of Figure 11.6. We set v1 =
246.22GeV and mh = 125.09GeV. The quartic coupling λ1 is fixed through m2

h = λ1v
2
1

to λ1 ' 0.258. Also, m2
11 follows from the minimum condition, m2

11 + 1
2λ1v

2
1 = 0, to be

m2
11 ' −7824GeV2 [382].
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point mH± mh1 mh2 mh3 Tc ωtrue
EW(Tc)

BP1 710.979 653.473 723.595 980.264 121.96 230.06
BP2 269.386 241.718 308.943 549.265 144.45 234.08
BP3 344.358 102.422 486.105 649.695 204.04 175.41
BP4 200.940 62.680 218.700 560.206 191.38 233.12

point ξc |ωtrue
CB (Tc)| |ωtrue

1 (Tc)| |ωtrue
2 (Tc)| |ωtrue

CP (Tc)| |ωtrue
S (Tc)|

BP1 1.89 0 230.06 0 0 0
BP2 1.62 0 234.08 0 0 0
BP3 0.85 0 167.65 5.89 41.83 29.64
BP4 1.22 0 223.42 53.25 39.91 27.97

Table A.2.: Masses, critical temperature and critical VEV, ξc, and individual VEVs at Tc of
the four benchmark points of Figure 11.6 calculated with BSMPTv3. ξc is dimensionless, all
other units are in GeV. VEV coordinate values |ωi| < 10−5 are numerically zero and set to
zero in the table.
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One-loop Dimension-Six Effective Potential

For the implementation in BSMPT, the one-loop daisy-resummed effective potential at finite
temperature is constructed in terms of coupling tensors following the notation presented in
Ref. [173]. This notation has to be extended when dimension-six EFT terms are included.
In this chapter we summarize these extensions in the notation of Ref. [173]. The presented
formula were implemented in BSMPT for the calculation presented in Chapter 6. We review
the tensor notation for a dimension-four Lagrangian in Section B.1 following the conventions
of Ref. [110] and generalize the notation to dimension six in Section B.2.

B.1. Tensor Notation for the Four-Dimensional Effective Potential

The one-loop daisy-resummed effective potential at finite temperature is constructed in terms
of the tree-level scalar coupling tensors, Li, Lij , Lijk, Lijkl, the tree-level Yukawa tensor Y IJk

and the gauge boson scalar coupling tensor Gabij . The Lagrangian is written in terms of
tensors multiplied with real scalar component fields Φi, fermion fields ΨI and electroweak
gauge boson fields Aaµ following the notation of Ref. [173]. Terms that do not contribute to
the effective potential, i.e. that do not involve scalar fields, as well as derivative terms ∝ ∂µΦi,
are therefore not considered. The Lagrangian is given by

−L = LiΦi +
1

2!
LijΦiΦj +

1

3!
LijkΦiΦjΦk +

1

4!
LijklΦiΦjΦkΦl︸ ︷︷ ︸

−LS

+
1

2
Y IJkΨIΨJφk + c.c.︸ ︷︷ ︸

−LF

+
1

4
GabijAaµA

µ
bΦiΦj︸ ︷︷ ︸

−LG

.

(B.1)

The indices i, j, k, l run over the number of real scalar component fields, N0, the indices I, J
run over the number of fermion fields, N1/2, and the indices a, b run over the number of
electroweak gauge boson fields, N1. We sum over repeated indices following the Einstein
sum convention. The daisy-corrected one-loop effective potential at finite temperature can
be expressed in terms of these tensors for the four-dimensional renormalizable Lagrangian.
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After spontaneous electroweak symmetry breaking, the scalar fields Φi are expanded around
their VEVs ωi, Φi = φi + ωi, and the Lagrangian can be written as

−LS = Λ+ Λi(S)φi +
1

2
Λij(S)φiφj +

1

3!
Λijk(S)φiφjφk +

1

4!
Λijkl(S) φiφjφkφl ,

−LF =
1

2
M IJΨIΨJ +

1

2
Y IJkΨIΨJφk + c.c. ,

−LG =
1

2
Λab(G)AaµA

µ
b +

1

2
Λabi(G)AaµA

µ
b φi +

1

4
Λabij(G)AaµA

µ
b φiφj .

(B.2)

The Λ tensors are defined as

Λ ≡ V (0)(ωi) = Liωi +
1

2!
Lijωiωj +

1

3!
Lijkωiωjωk +

1

4!
Lijklωiωjωkωl , (B.3a)

Λi(S) ≡ Li + Lijωj +
1

2!
Lijkωjωk +

1

3!
Lijklωjωkωl , (B.3b)

Λij(S) ≡ Lij + Lijkωk +
1

2!
Lijklωkωl , (B.3c)

Λijk(S) ≡ Lijk + Lijklωl , (B.3d)

Λijkl(S) ≡ Lijkl , (B.3e)

Λab(G) ≡
1

2!
Gabijωiωj , (B.3f)

Λabi(G) ≡ Gabijωj , (B.3g)

Λabij(G) ≡ Gabij , (B.3h)

ΛIJ(F ) ≡M∗ILMJ
L , M IJ ≡ Y IJkωk . (B.3i)

The tensors Λij(S), Λ
IJ
(F ) and Λab(G) are the tree-level mass matrices for the scalars, fermions and

electroweak gauge bosons, respectively. The CW and the temperature-dependent potential
in terms of these tensors read

VCW =
ε

4

∑
X=S,G,F

(−1)2sX (1 + 2sX)Tr

[(
Λxy(X)

)2(
log

(
Λxy(X)

µ2

)
− kX

)]
, (B.4)

V
(1)
T =

∑
X=S,G,F

(−1)2sX (1 + 2sX)
T 4

2π2
J±

(
Λxy(X)

T 2

)
, (B.5)

with ε = 1
(4π)2

and xy ∈ {ij, ab, IJ}, X ∈ {S,G, F}. The CW potential is given in Landau

gauge and in the MS scheme, with the renormalization constant kX

kX =

{
5
6 , for gauge bosons
3
2 , otherwise

. (B.6)

Resummation is performed following the Arnold–Espinosa method, as described in Section 4.4
by adding a ring potential of the form

Vring = − T

12π

[
N0∑
i=1

((
m2
i

)3/2 − (m2
i

)3/2)
+

N1∑
a=1

((
m2
a

)3/2 − (m2
a

)3/2)]
, (B.7)

with m2
k, m

2
k denoting the eigenvalues of Λxy(X) and Λxy(X) +Πxy(X), respectively, and with xy ∈

ij, ab and X ∈ {S,G}. The bosonic thermal masses Πxy(X) are calculated from their leading
hard-thermal loop contribution, which is expressed in the tensor notation as illustrated in
Ref. [110].
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B.2. Dimension-Six Extension of the Tensor Notation

In Chapter 6, we discuss an extension of the tree-level scalar and Yukawa Lagrangian by
dimension-six operators. Following the tensor notation of Ref. [173], we will in the following
denote the purely scalar dimension-six operators by Lijklmn and the scalar-fermion dimension-
six operators by Y IJklm with i, j, k, l,m, n going up to N0. The dimension-six tensors are
divided by the EFT scale Λ−2 and the dimension-six scalar and Yukawa tree-level Lagrangians
before spontaneous electroweak symmetry breaking read

−LS = LiΦi +
1

2!
LijΦiΦj +

1

3!
LijkΦiΦjΦk +

1

4!
LijklΦiΦjΦkΦl

+
1

6!

Lijklmn

Λ2
ΦiΦjΦkΦlΦmΦn ,

(B.8a)

−LF =
1

2
Y IJkψIψJΦk +

1

2 · 3!
Y IJklm

Λ2
ψIψJΦkΦlΦm + c.c. . (B.8b)

After spontaneous electroweak symmetry breaking, the scalar Lagrangian is again written in
the Λ basis, which at dimension six is extended by Λijklm(S) and Λijklmn(S) , which are defined

analogously to Eq. (B.2)

−LS = Λ+ Λi(S)φi +
1

2!
Λij(S)φiφj +

1

3!
Λijk(S)φiφjφk +

1

4!
Λijkl(S) φiφjφkφl

+
1

5!
Λijklm(S) φiφjφkφlφm +

1

6!
Λijklmn(S) φiφjφkφlφmφn ,

(B.9a)

The dimension-six Λ tensors are defined analogously to Eq. (B.3) as

Λ = V (0)(ωi) = Liωi +
1

2!
Lijωiωj +

1

3!
Lijkωiωjωk +

1

4!
Lijklωiωjωkωl

+
1

6!

Lijklmn

Λ2
ωiωjωkωlωmωn ,

(B.10a)

Λi(S) = Li + Lijωj +
1

2!
Lijkωjωk +

1

3!
Lijklωjωkωl +

1

5!

Lijklmn

Λ2
ωjωkωlωmωn , (B.10b)

Λij(S) = Lij + Lijkωk +
1

2!
Lijklωkωl +

1

4!

Lijklmn

Λ2
ωkωlωmωn , (B.10c)

Λijk(S) = Lijk + Lijklωl +
1

3!

Lijklmn

Λ2
ωlωmωn , (B.10d)

Λijkl(S) = Lijkl +
1

2

Lijklmn

Λ2
ωmωn , (B.10e)

Λijklm(S) =
Lijklmn

Λ2
ωn , (B.10f)

Λijklmn(S) =
Lijklmn

Λ2
. (B.10g)

The dimension-six fermion mass matrix extended by terms ∝ Y IJklm reads

M IJ = Y IJkωk +
1

3!

Y IJklm

Λ2
ωkωlωm . (B.11)

We choose to take into account leading dimension-six coupling tensor Lijklmn and Y IJklm

contributions to the thermal masses, as described further in Chapter 6.

As already detailed in Section 6.3, we absorb the dimension-six shift of the fermion mass
matrix into a redefinition of the dimension-four Yukawa coupling in order to take the tree-
level fermion masses as input values. In the tensor notation, this corresponds to a redefinition
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of the form of

M IJ = Y IJk
corr ωk +

1

3!

Y IJklm

Λ2
ωkωlωm with Y IJk

corr = Y IJk − 1

3!

Y IJklm

Λ2
vlvm , (B.12)

with ωi
∣∣
T=0GeV

= vi. This coupling redefinition fixes the zero-temperature fermion masses
to

M IJ
∣∣∣
T=0GeV

= Y IJkvk . (B.13)

This redefinition of the dimension-four Yukawa coupling shifts dimension-six effects into cou-
plings between scalars and fermions. In Ref. [173] it was shown, using the tensor notation,
that the first and second derivatives of the CW potential depend only on the mass matrices as
well as the trilinear and quartic couplings, which receive corrections from the dimension-six
EFT expansion.1 The dimension-six corrected trilinear fermion-scalar coupling reads

λIJi(F ) ≡ ∂i ΛIJ(F ) = ∂i
(
M∗ILMJ

L

)
(B.14a)

=

(
Y ∗ILi
corr +

1

2

Y ∗ILikl

Λ2
ωkωl

)
MJ
L +M∗IL

(
Y Ji
corr, L +

1

2

Y Jimn
L

Λ2
ωmωn

)
, (B.14b)

which gives a dimension-six contribution to the zero-temperature trilinear coupling of the
form

λIJi(F )

∣∣
T=0GeV

=
(
Y ∗ILiY Jk

L + Y ∗ILkY Ji
L

)
vk

+
1

3Λ2

(
Y ∗ILilmY Jk

L + Y ∗ILkY Jilm
L

)
vkvlvm .

(B.15)

Analogously, the dimension-six corrected fermion-scalar quartic coupling reads

λIJij(F ) ≡ ∂i∂j ΛIJ(F ) =

[
Y ∗ILi
corr Y

Jj
corr, L +

1

2Λ2

(
Y ∗ILi
corr Y

Jjkl
L + Y ∗ILiklY Jj

corr, L

)
ωkωl + (i↔ j)

]
+

1

Λ2

(
Y ∗ILijkY Jl

corr, L + Y ∗ILk
corr Y Jijl

L

)
ωkωl +O(Λ−4) ,

(B.16)

and

λIJij(F )

∣∣
T=0GeV

=

[
Y ∗ILiY Jj

L +
1

3Λ2

(
Y ∗ILiY Jjkl

L + Y ∗ILiklY Jj
L

)
vkvl + (i↔ j)

]
(B.17)

+
1

Λ2

(
Y ∗ILijkY Jl

L + Y ∗ILkY Jijl
L

)
vkvl +O(Λ−4) . (B.18)

The dimension-six corrected trilinear and quartic scalar self-couplings are

λijk(S) ≡ ∂iΛjk(S) = Λijk(S) , and λijkl(S) ≡ ∂i∂jΛkl(S) = Λijkl(S) , (B.19)

as defined in Eq. (B.10).

1The OS-renormalization scheme only requires derivatives of the CW potential up to second order. Therefore,
the derivation of Ref. [173] generalizes to dimension six, as only for the third and higher derivatives, the
dimension-six coupling structure would generate new quintic and sextic vertices.
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