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ABSTRACT The sixth generation (6G) mobile communication networks are expected to intelligently inte-
grate into various aspects ofmodern digital society, including smart cities, homes, health-care, transportation,
and factories. While offering a multitude of services, it is likely that societies become increasingly reliant
on 6G infrastructure. Any disruption to these digital services, whether due to human or technical failures,
natural disasters, or terrorism, would significantly impact citizens’ daily lives. Hence, 6G networks need
not only to provide high-performance services but also to be resilient in maintaining essential services in
the face of potentially unknown challenges. This paper provides a general review of the state of the art on
resilient systems, definitions, concepts, and approaches. Moreover, it introduces a comprehensive concept,
i.e., resilience-by-design (RBD), in three different levels for designing resilient 6G communication networks,
summarizing our initial studies within the German Open6GHub project. First, we outline the general RBD
enabling principles and discuss their related sub-categories. Next, adopting an interdisciplinary approach,
we propose to embed these principles across all 6G layers/perspectives including electronics, physical
channel, network components and functions, networks, services, and cross-layer and cross-infrastructure
considerations and discuss their challenges. We further elaborate the RBD principles and their realizations
alongwith several 6G use-cases. The paper is concluded by presenting a comprehensive list of open problems
for future research on 6G resilience.

INDEX TERMS 6G communication networks, attack, cross-layer design, dependability, failure, layer-
specific design, resilience, resilience-by-design, resilience definitions, resilience enablers, and security.

I. INTRODUCTION

As the fifth generation (5G) of mobile communication
networks are currently being deployed across the world,
academia and industry have started to develop a vision
for the sixth generation (6G) of communication networks
[1]. To identify 6G application scenarios, key requirements,
and enabling technologies, various countries have launched
large-scale 6G research projects including European Union
(e.g., projects Hexa-X [2], RISE-6G [3], REINDEER [4],
6GStart [5], 6GTandem [6], TERA6G [7], etc.), Germany
(e.g., projects Open6GHub [8], 6G-RIC [9], 6G-life [10],
6GEM [11], and 6G-ANNA [12]), Finland (project 6Genesis

[13]), USA (e.g., program RINGS [14]), China (e.g., 6G
satellite communication [15]), Japan (e.g., 6G satellite com-
munications [16]), Korea (e.g., 6G quantum cryptographic
communication [17]). Recent studies including [1], [18], [19]
have reviewed 6G developments. They envision that 6G will
deeply integrate communications, sensing, and computing
with enabling technologies such as virtualization, artificial in-
telligence (AI) and machine learning (ML), THz and visible-
light communications, quantum communications, and recon-
figurable intelligent surfaces. It will facilitate an intelligent
Internet-of-Everything (IoE), offering infrastructures to se-
cure information and communication technology into every-
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• What if an access link disconnects?
• What if a few edge devices fail?
• What if the system faces attacks 

(e.g., jamming)?
…

• What if some sensors malfunction?
• What if the control center fails?
• What if the AI-based visualization 

becomes unavailable?
…

Smart Factory

Cellular Network

Smart City

Autonomous Driving
6G
…

• What if some access points fail?
• What if some cloud functions are 

not available?
• What if some links face disruption?

…

• What if a base station (BS) loses 
connectivity to the core network?
• What if a BS faces power outage?
• What if the connections of a few 

geographically-close BSs to the core 
network are lost?

…

FIGURE 1. A resilient 6G must not only provide reliable and high-quality services under the normal system operation, but also be able to maintain a
minimum service requirement when facing challenges. This figure illustrates four 6G application scenarios, namely smart factory, smart city, autonomous
driving, and cellular communication network, and correspondingly a few potential challenges in each scenario.

day life. Consequently, this will shape a new, ‘‘smart’’ infras-
tructure of the modern digital society (for instance for smart
cities, smart homes, smart healthcare, smart transportation,
smart factories, smart grids, smart agriculture, smart radio,
etc.).

Our societies will enjoy the multitude of 6G services,
and at the same time become increasingly dependent on the
communication infrastructure. Any disruption of the provided
digital services (due to, e.g., human or technical failures,
natural disasters, attacks, or sabotage) will have a significant
negative impact on the daily life of the citizens. Therefore,
besides key performance indicators (KPIs) such as data rate,
latency, energy efficiency, and so on, the 6G infrastructure is
expected to be inherently “resilient”, i.e., capable of providing
an acceptable level of service in the face of challenges such
as failures and malicious attacks. Some examples of these
challenges are provided in Fig. 1.

In this paper, we provide a general review of the relevant
previous works on resilient systems and their definitions,
concepts, and approaches. Then, we present a comprehensive
concept, i.e., resilience-by-design (RBD), for the design of
resilient 6G communication networks, which summarizes
our initial interdisciplinary studies on this topic within the
German Open6GHub project. In fact, we present resilience
enabling concepts for 6G networks in three different levels:
1) Holistic concepts for resilience: We outline three main
enabling principles of resilience, namely P1) protective de-
sign measures, P2) self-awareness capabilities, and P3) re-
configuration capabilities. Moreover, we classify P1–P3 for
communication networks into multiple sub-categories with a
comprehensive discussion.
2) 6G layers/perspectives: Since 6G networks are still a
‘‘standard on the drawing board’’ and remain in develop-
ment, their complexity and evolving architecture mean that
the realization of holistic resilience principles will differ de-
pending on the network layer and specific design perspective.

Therefore, we present various realizations of these resilience
principles for different 6G layers/perspectives including 1)
electronics, 2) physical channel, 3) network components
and functions, 4) networks, and 5) services perspective. For
each layer/perspective, the corresponding challenges and re-
silience requirements are discussed in detail. Furthermore,
we discuss the resilience cross-layer and cross-infrastructures
considerations, aiming to inform the standardization process
and ensure resilience is embedded in 6G from the outset.
3) 6G use-cases: Finally, since each use-case may demand
specific resilience provisions, we further explain the general
principles and their realizations in different network layers
for several emerging 6G use-cases. These include cloud-
based distributed monitoring network, autonomous driving,
a production line in a highly automated factory, and virtual
and augmented reality.
In the remainder of this section, we first discuss prelim-

inary concepts, definitions, and approaches for resilience in
communication networks. Subsequently, we introduce the
proposed resilience-by-design concept for 6G and present
the key contributions of this paper. Furthermore, a detailed
discussion on the state-of-the-art research on resilience in
communication networks and an overview of the relevant
papers are provided at the end of this section.

A. BACKGROUND ON RESILIENT COMMUNICATION
NETWORKS
Communication networks may encounter various challenges
or failures, including natural disasters, technical issues, and
malicious attacks. These challenges may impact physical
components, resulting in physical disruptions, or alter the
content and quantity of data packets, leading to cyber dis-
ruptions [20]. Therefore, network components must feature
resilience to the most relevant challenges with a large impact.
Section II provides an overview and background on resilient
communication networks, summarizing the existing defini-
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tions of resilience, the proposed resilience-enabling mecha-
nisms, and the distinction of resilience compared to similar
terms, such as availability, reliability, robustness, etc.

In this paper, a resilient system is defined as one that is
equipped to face and respond arbitrary challenges by resist-
ing, absorbing, recovering, adapting, and learning. A detailed
discussion on the definition of resilience is provided in Sec-
tion II. Various terms in the literature share similarities with
resilience, such as robustness, reliability, availability, fault
tolerance, and security. While these terms may initially seem
synonymous with resilience, there are significant differences.
The primary difference is that the term ‘‘resilience’’ encom-
passes all types of challenges and failures, even those that are
rare/unforeseen, and may maintain a minimum service level,
in contrast to robust systems that offer normal operation in
the face of a failure or fully fail [21]. Another difference is
that a resilient system incorporates three crucial properties:
protection, detection, and recovery [22]. A detailed explo-
ration of the definitions and distinctions among related terms
is provided in Section II-C.

B. PROPOSED RESILIENCE-BY-DESIGN FOR 6G
In this paper, we present a general framework for embedding
resilience features into the design of 6G communication net-
works, referred to as resilient-by-design 6G. Our approach
involves considering different system components across var-
ious system layers/perspectives to maintain their function-
alities. We identify possible challenges/failures within each
layer. Additionally, we account for cross-layer and cross-
infrastructure considerations to provide an end-to-end re-
silience for the overall system.

We propose a holistic framework that consists of three
main enabling principles (P1–P3) to realize an RBD con-
cept, known as protective design measures, self-awareness,
and reconfiguration capabilities1. Protective design measures
(P1) refer to those design mechanisms that are decided dur-
ing the early design stage of the network and ensure its
protection against critical or frequent challenges as well as
strategic adversaries. Examples include signing of signalling
information, encryption of traffic to prevent potential leaks,
isolation of the control plane from the data plane, the design
of secure protocols, as well as single-point-of-failure (SPF)
free architectures, and stateless designs. In addition to these
protective design measures, resilient 6G communication net-
works should be able to identify potential challenges and
act accordingly. The self-awareness (P2) principle requires
that the system should be aware of its state and identify
potential challenges and failures. It includes local sensing
through embedded sensors, global monitoring using network
data (data acquisition), and utilizing this data for anomaly de-
tection, prediction, and interpretation (i.e., data processing).

1The proposed enabling resilience principles are comprehensive but in
line with protection, detection, and recovery capabilities of resilient systems
proposed in e.g., [22], [23]. In Section III, we discuss different functionalities
within each principle and then provide realizations and insights to various
relevant layers/perspectives.

Finally, the third principle, reconfiguration capability (P3),
means the system should adapt its operation based on its local
state, network’s global state, and application requirements.
This requires embedding multiple operational modes in the
design of resilient systems that can be quickly activated in
matching failure scenarios to absorb the challenge. Finally,
the system will recover its functionality to normal operation,
and will evolve over time (i.e., long-term reconfiguration
through learning).
A key part of the proposed RBD concept is to embed

RBD principles P1–P3 into all layers/perspectives of 6G
communication systems. Therefore, we present the relevant
layers/perspectives of 6G communication systems, namely
electronics, physical channel, network components and func-
tions, networks, services, and the cross-layer and cross-
infrastructure considerations. Moreover, we explain the chal-
lenges within each layer and discuss how the proposed RBD
principles can be applied to different layers/perspectives to
mitigate these challenges.
The design of 6G communication systems following the

RBD concept presents trade-offs. While using RBD princi-
ples can significantly enhance system resilience, they concur-
rently increase the design complexity and cost. Therefore, an
efficient RBD design aims at meeting the required resilience
requirements withminimum cost/complexity.Moreover, vari-
ous components and layers possess their own constraints [24].
For instance, in a cellular network, it may be preferable to add
complexity/cost to the design of higher layers, such as core
network while keeping mobile user equipment simple and
affordable. Here, we discuss the trade-off between resilience
and complexity/cost, resource optimization for end-to-end
resilience, and the double-edged sword of reconfigurability
for resilience.
Finally, we note that while the design of resilient com-

munication systems and the general requirements have been
widely investigated in the literature, see Section I-C, they
have not been so far the focal point driving the end-to-
end system design. Moreover, the consideration of resilience
measures is often separately and inhomogeneously treated
across different layers. However, since the demand for the
resilience of communication services grows steadily, 6Gmust
follow a comprehensive RBD design to realize the end-to-end
resilience for critical services, which is the focus of this paper.

C. RELATED SURVEY AND REVIEW PAPERS

Resilience is a subject of study across various types of sys-
tems, including cyber-physical systems (CPS), IoT networks,
vehicular networks, smart grids, optical backbone networks,
etc. In the following, first, we present a literature review on
the resilience of these networks that is structured according
to their focus topic. Then, general design strategies proposed
in the literature for enabling the resilience of complex multi-
layer systems are discussed. Finally, we conclude this section
with a short review of emergency/backup networks for the
post-disaster phase.
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Cyber-physical systems: In [25], security challenges in
cyber-physical systems are investigated. Two distinct per-
spectives are studied from which control-specific CPS se-
curity challenges emerge, namely the physical perspective
(involving attacks on the physical components) and the con-
trol perspective (concerning attacks on the internal network,
including sensors, controllers, and actuators). The focus of
[25] is on resilience algorithms designed to ensure the perfor-
mance of control systems in the face of attacks.

Moreover, the work presented in [26] studies Byzantine
attacks in cyber-physical systems. This research concentrates
on resilience strategies for decentralized and distributed sta-
tistical inference, including areas such as resilient distributed
detection and distributed estimation to mitigate Byzantine
attacks.

IoT networks: In [37], a survey on the resilience of IoT
applications is presented. It provides a classification of re-
silience and state-of-the-art resilience mechanisms applicable
to IoT, and it discusses practical aspects of realizing resilience
in this context. Moreover, [31] discusses security aspects of
the IoT network layers, the features of various layers (e.g.,
physical, link, network, and application layers) that facilitate
attacks, and categorizes threats and security attacks based
on their types and outcomes. Furthermore, it summarizes
intrusion detection systems (IDSs) for IoT technologies.

A decentralized three-layer framework named ‘‘CHAR-
IOT’’ was proposed in [30] to address failures in devices,
nodes, and components within IoT systems. This architecture,
designed for autonomous IoT system management, presents
a ‘‘sense-plan-act’’ loop, which covers failure detection, re-
configuration computation, and system reconfiguration. Ad-
ditionally, [30] includes a case study on smart parking, as a
practical application of the proposed framework.

Vehicular networks: The authors in [40] studied resilience
in vehicular networks. Two investigated sources of failures
are malicious users (attackers) and malfunctioning remote
sensors that may generate untrustworthy or inaccurate infor-
mation. Additionally, in [33], privacy challenges and security
issues within vehicular communication systems were studied.
This paper proposed a framework that is resilient to pollution
and denial of service (DoS) attacks, and also to the selfish
users. The framework relies on distributing certificate revo-
cation lists (CRLs) based on the trip duration and targeted
region of vehicles.

Smart grids: The authors in [41] reviewed ‘‘power talk’’ in
microgrids, which is a communication technique that offers
resilient and secure operation against both types of passive
and active attacks. [42] discusses physical failures for smart
grids (SG) and studies resilient (low latency) methods for in-
formation acquisition after a failure. It provides an algorithm
to dynamically cluster the remaining sensors.

Optical backbone networks: A review of research studies
on optical networks is presented in [43], which considers
the trade-offs between energy efficiency and resilience. This
review examines the impact of three key factors on this
trade-off, namely long-term traffic predictions, short-term

traffic dynamics, and strategies to achieve the requirements
of SLAs. In [27], the study focuses on the resilient design
of a cloud-based network over an optical backbone. The
proposed schemes aim to minimize outage probability and
reduce network resource consumption.
Multi-layer design: Given that communication networks

are complex systems with a multi-level or multi-layer struc-
ture, it is crucial to ensure resilience at each layer, such as the
internet protocol (IP) layer, optical layer, and optical transport
network (OTN) layer, as outlined in [43]. Moreover, it is
worth noting that the resilience of each layer is essential for
the resilience of the above levels and the overall resilience of
the network, as highlighted in [29]. For instance, the Internet’s
structure encompasses physical level, routing, autonomous
system (AS)-level realm (i.e., policy, mechanism, or a trust
boundary), and end-to-end connectivity [28]. The focus of
[29], in particular, focuses on the aspects of connectivity
and routing, proposing two basic properties for a resilient
network. The first property is survivable connectivity, which
requires the utilization of redundant and diverse links to
prevent network partitioning in the event of failures. The sec-
ond property is autonomous isolatability, which necessitates
having sufficient local resources for isolated operation in the
face of network partitioning.
Post-disaster networks: Numerous studies in the existing

literature have investigated high-impact and very complex
failure scenarios that could potentially result in a complete
system outage, such as power/system outages or catastrophic
natural disasters with significant consequences [20], [32],
[36], [38]. Some proposed solutions involve the use of backup
networks, including unmanned aerial vehicle (UAV) networks
[38], [44]–[48], device-to-device (D2D) networks [36], [38],
[44]–[46], free-space backhaul links [47]–[49], etc. These
backup networks are designed to ensure the provision of
essential services until the original communication infrastruc-
ture is restored. They are often referred to as post-disaster,
emergency, or ad-hoc networks. We refer the readers to [38],
[44]–[51] for various emergency networks, their service ob-
jectives, and the associated research challenges. A temporary
decentralized network for the post-disaster period is proposed
in [36]. It was argued that people (citizens) can adapt to
the disrupted situation during this period. The ‘‘bottom-up’’
approach proposed in [36] employs self-organization for sur-
vival (SOS) using component roles specified based on the
available battery charge in a distributed manner. In a follow-
up work by the authors, a new design was proposed in [38] for
a hybrid temporary network during the post-disaster period.
This design combines two approaches, namely ‘‘bottom-up’’
(SOS temporary network) and ‘‘top-down’’ (utilizing exter-
nal equipment such as UAVs, WiFi access points, and radio
relays.).
Table 1 presents a list of selected papers on the resilience of

communication networks that are closely related to this paper
as well as their key focuses in comparison with this paper.
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TABLE 1. A summary of papers closely related to this paper and a comparison of their research scope.

Reference Considered failures Level/layer Structure Phase of failure Year Further notes
[27] failures related to SG two layers hybrid after failure 2017 low-latency information acquisition
[28] physical attacks, disasters multi-level hybrid before & after failure 2017 islands and corridors of resilience
[29] various challenges multi-level decentralized before, during, & after failure 2018 D2R2 + DR, routing & connectivity
[30] device/component failures three-layer decentralized before & after failure 2018 CHARIOT architecture
[31] security attacks multi-layer - before failure 2018 IDS for IoT technologies
[32, Ch. 28] failed operator system-level centralized after failure 2020 load/traffic redistribution
[33] security attacks - decentralized - 2020 resilient CLR distribution
[34] quantum attacks multi-layer - before failure 2020 lattice-based cryptography & QKD
[35] quantum computers’ threats - - before & during failure 2021 security & resilience techniques
[36] natural disasters connectivity decentralized after failure 2021 SOS
[37] faults, attacks, and failures different layers decentralized before, during, & after failure 2021 IoT resilience mechanisms
[38] natural disasters connectivity hybrid after failure 2022 SOS-hybrid
[39] faults/failures, cyber attacks different layers - before, during, & after failure 2023 networked systems, AI, ML & SDN
[20] physical & cyber disruptions multi-level centralized before & after failure 2023 resilience framework for CPS
This paper various types of failures different layers decentralized before, during, & after failure - RBD framework for 6G networks

II. RESILIENCE
The characterization of resilience as a property of the (com-
munication) system is an important aspect of resilience re-
search, which sets the objectives (resilience goals) for the
design of resilient systems and guides us to develop strate-
gies (resilience enablers) to achieve these objectives. In this
section, we present a brief review of the resilience definitions
and enablers proposed in the literature and discuss how the
term resilience may be differentiated from other related terms
such as availability, reliability, robustness, etc.

A. RESILIENCE DEFINITIONS
The term ‘‘resilience’’ is described as the ‘‘ability to recover
from or adjust easily to misfortune or change’’ according to
the Merriam-Webster dictionary. Looking into the scholarly
literature, various studies have provided their definitions of
resilience [30], [52]–[66]. In some studies, resilience is de-
fined as ‘‘the ability of the network to provide and maintain
an acceptable level of service in the face of various faults
and challenges to normal operation’’ [32], [52], [67], or ‘‘the
ability of the network to provide and maintain an acceptable
level of security service in case some nodes are compro-
mised’’ [68]. Hence, it was suggested that future networks
require service level agreements (SLAs) to specify resilience
requirements and objectives based on the specific application
considered [32]. The authors in [57] defined resilience as
a synonym for fault tolerance, self-repair, and self-healing.
In [53], resilience is defined from the viewpoint of reactive
security: ‘‘Resilience is achieved if and only if a security
breach is detected, contained and resolved’’. The recent sur-
vey [37] studies 41 papers that define resilience in the context
of the Internet-of-Things (IoT) and afterwards defines re-
silience as ‘‘the property of preserving the dependability and
security of a systemwhen the system encounters changes, thus
withstanding or recovering from impairments’’. Moreover,
they refer to all means working towards the resilience of
a system as ‘‘resilience mechanisms’’. Furthermore, formal
definitions of resilience have been provided by governmental
entities, as well. For example, the United States Department
of Homeland Security (US DHS) has defined resilience as

the ‘‘ability to resist, absorb, recover from or successfully
adapt to adversity or a change in conditions’’ [66]. The
US Computer Security Resource Center (CSRC) gives the
following definition for the resilience of information systems
[69]: ‘‘The ability of an information system to continue to:
(i) operate under adverse conditions or stress, even if in a
degraded or debilitated state, while maintaining essential
operational capabilities; and (ii) recover to an effective op-
erational posture in a time frame consistent with mission
needs.’’ Last but not least, in the 2020 EU Strategic Foresight
Report, resilience is defined in a more general sense as ‘‘the
ability not only to withstand and cope with challenges but also
to undergo transitions, in a sustainable, fair, and democratic
manner’’ [70].
Despite the various definitions of resilience in the liter-

ature, most can be assigned to one of the following two
categories: (i) Service-oriented definitions which focus on a
system’s service and that a specific level of service is pro-
vided even when the system is faced with a threat/challenge
[52]–[57], [59]–[64]. This includes temporary service degra-
dation but requires that the system finally provides the ex-
pected service. In this context, some definitions character-
ize resilience with the trust that can be put on systems to
achieve and maintain the expected service [56], [57], [63],
[64]; and (ii) Capability-based definitions which describe the
abilities of a resilient system to maintain normal operation,
e.g., preparing for a challenge, withstanding it, and recovering
from it back to normal operation [30], [52], [65], [66].
In the following, we provide a definition for resilience that

is inline and/or based on the definitions reviewed above and is
used throughout this paper. Here, we adopt the term challenge
as an abstraction from the terms used in related works to
describe the circumstances a system faces, e.g., threats, crises,
disturbances, failures, faults, incidents, or adversarial attacks.
This convention yields a general resilience definition that
applies to all types of systems in communication networks
from different perspectives.
Resilience: A resilient system is prepared to face chal-

lenges, withstand them, and prevent most from causing per-
formance degradation. It can also absorb the impact of signif-
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icant challenges, ensuring essential functionalities or a min-
imum service level. Moreover, it can recover (i.e., short-term
coping, bouncing back), adapt (long-term coping, bouncing
forward), and evolve based on the experiences learned during
this process.

In the next subsection, we address these questions: How to
realize a resilient system and what are the resilience enablers?

B. RESILIENCE ENABLERS
A resilient system generally requires specific properties to
achieve resilience objectives, as discussed in previous studies
[29], [52]. These properties include the ability to overcome
different challenges, monitor both its status and surroundings,
protect against repetitive challenges, predict potential ones,
and take proactive measures. Moreover, it should detect chal-
lenges in the early stages, absorb, recover, and learn from past
failures, and evolve over time [20], [29], [30], [32], [37], [52],
[67]. The design and implementation of a resilient system is
a critical and challenging issue. In the following, we review
the enabling capabilities mentioned in the previous works to
realize a resilient system.

A common resilient strategy, described in [29], [32], [52],
[67], is known as D2R2 + DR. This strategy consists of two
loops: an inner loop and an outer loop. The inner loop involves
‘‘defend, detect, remediate, and recover’’ and enables rapid
adaptation from severely and partially degraded states to
normal operation. In contrast, the outer loop, which includes
‘‘diagnose and refine’’, facilitates long-term evolution. A re-
silient system should be able to avoid the failures, manage the
failures and its operation [30]. Thus, detection and diagnose,
identification of the appropriate reconfiguration plan, and
system reconfiguration are the capabilities proposed in the
‘‘CHARIOT’’ method to realize a resilient system [30].

The authors in [37] specified enabling means to implement
a resilient system, for example, means to discover and fix the
faults, prevent their occurrence, protect the service, forecast
the faults, and estimate their consequences. They also studied
different resilience mechanisms for IoT systems to provide a
practical view and classified them into four main categories:
(i) redundancy mechanisms, such as data redundancy, redun-
dant network links, and auto-scaling to compensate for or ab-
sorb failures; (ii) monitoring mechanisms, including general
surveillance, anomaly detection, and intrusion detection sys-
tems to collect, store, aggregate data, and trigger alerts when
necessary; (iii) protection mechanisms, such as encryption,
verification, authentication, and sensor fusion, to shield and
protect the system from external and malicious harms; and
(iv) recovery mechanisms, such as rollback, rollforward, and
checkpointing, to restore the system to its functional state.
The recovered state may represent a new operational state.
The mentioned mechanisms can be combined and used in
different layers of IoT systems architecture [37].

In [20], the models and methods for resilience in cyber-
physical systems are reviewed and a framework based on
three steps is proposed. The first one is the system description,
where data and information about the system, its components,

interdependencies, and processes are collected to identify
the components and define their performance measures over
time. In the second step, disruption scenario, data and in-
formation about possible challenges/failures are gathered or
created. In the third step, resilience strategy, the resilience
strategies are applied to prevent or mitigate challenges and
restore system performance. Proactive strategies aim to pre-
vent challenges before they occur, but reactive strategies aim
to restore system performance after a challenge and mitigate
losses. Some of the most regular strategies are mentioned
which are hardening components, redundant components,
component restoration, early warning systems, intrusion tol-
erance systems, and authentication.
In some literature [22], [23], the properties/capabilities of

the resilient systems are classified into three main categories,
protection, detection, and recovery. In this context, protection
denotes the intrinsic capability of the system to proactively re-
sist challenges, while detection and recovery serve as reactive
measures, with detection ensuring that challenges are quickly
identified and recovery guaranteeing adaptive responses to
restore the system.
Our goal is to combine the mentioned resilience enablers

into the design of 6G communication networks. The chal-
lenge is the network’s heterogeneity and complexity, involv-
ing diverse systems, interconnections, interdependencies, and
different layers/perspectives. Consequently, we conducted a
thorough investigation of three primary enabling principles,
as described in Section III. We focus on different layers of
6G networks and present corresponding realizations for each
enabling principle within each layer/perspective. Moreover,
we discuss the cross-layer and cross-infrastructure consider-
ations.

C. DIFFERENTIATION WITH OTHER SIMILAR TERMS
While resilience is meant to enable the system to remain
functional when it faces a challenge, there are other terms
in the literature that aim at capturing similar capability. An
overview of the different dimensions of resilience and their
relations is provided in [52]. Some terms, e.g., reliability,
availability, robustness, security, etc., seem to be interchange-
able to resilience at first glance; however, there are important
differences present. While resilience combines these classical
terms, it goes beyond them by requiring the ability to account
for unforeseen causes of performance degradation and long-
term improvement. In the following, we discuss a few impor-
tant terms that are closely related to resilience and highlight
the differences between these terms and resilience.

• Availability: It captures the readiness for service/usage
[24], [37], [52]. So, availability is related to the duration
for which the system components remain operational,
and it is a part of resilience. Availability traditionally
is the prime objective in robustness, and an important
objective of information security; two fields that aim to
achieve availability by various means.

• Integrity: It ensures that services and data are not mod-
ified without proper authorization [71]. Integrity at its
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core refers to the ability to detect if network traffic
has been modified. Integrity of signalling information
between intermediate devices is vital, as adversaries
otherwise maybe able to interfere with the proper op-
eration of the network (cf. secure interdomain routing
(RFC 6480), DNS security (RFC 9364) and others).
Considering service integrity, resilience acknowledges
that disruptions may occur and prepares the system to
withstand, recover from, or adapt to them and provide
its services potentially at a reduced level.

• Reliability: It often defines continuity of service [52],
and refers to an object’s ability to sustain its capac-
ity over time, ensuring the achievement of necessary
functions within specified modes and conditions [24],
[57]. Reliability is often used with respect to commonly
existing perturbations which are typically accounted for
in the design stage (such as noise, interference, fading,
etc.). Examples are reliable communication strategies
over noisy channel with fading. In this context, relia-
bility is generally measured over a short time horizon
and does not consider unforeseen events, significantly
differentiating it from resilience.

• Robustness:Robustness is usedwith different meanings
across different disciplines. In some literature, robust-
ness is used very broadly, making together with security,
the key component of resilient systems [29], [37]. In
most literature, however, robustness is rather employed
to describe the ability of the design to cope with per-
turbations that are not accounted for [52], e.g., a design
based on perfect channel state information (CSI) can be
evaluated with respect to its robustness to CSI estimation
error. Here, the communication strategies can be devel-
oped based on the robust-by-design approach, e.g., the
potential CSI estimation error is modeled and accounted
for in the design stage. In this context, the term robust
design is often used rather than resilient design. A robust
system continues ‘‘normal’’ operation in the face of a
challenge (or fully fails) [21], while a resilient system
is capable of addressing even rare challenges and it is
prepared to switch to a different operational mode and
offer a minimum level of service.

• Fault-tolerance: It is defined as the ability of a system
to tolerate faults such that service failures do not result.
Although self-awareness can also exist in a fault-tolerant
system, resilience systems provide full-scale monitoring
in the sense that both hardware and software faults as
well as security attacks are considered. Thus, the main
difference to a fault-tolerant system is the degree to
which causes of performance degradation can be de-
tected. Self-adaptation/configuration is also possible in
standard fault-tolerant systems [20], but not all fault-
tolerant system support adaptation. As mentioned, a
resilient system provides a cross-layer adaptation, and
reconfiguration at multiple abstraction levels (e.g., it
could be possible to reconfigure the processor, either
entirely or partially, to switch on or off different sensors).

• Confidentiality: Beyond availability and integrity, in-
formation technology (IT) security additionally requires
confidentiality of data. This requires that only authorized
parties may get access to information that is stored,
transmitted, or processed within the network. An ob-
vious need for confidential communication is the ex-
change of keying material between intermediate sys-
tems, which is required to achieve integrity as described
above. Confidentiality of signalling information can also
prevent adversaries from learning structural informa-
tion and defense strategies, which would put them in
the position of adapting and improving their attacks on
availability.

• Accountability and controlled access: It is imperative
to verify the identity of communication peers, and to
establish the ability to identify the entity responsible for
a specific event, such as the use of service. Access to
services and data has to be restricted to authorized en-
tities. Strategic adversaries may otherwise impersonate
entities with privileged permissions and interfere with
the expected operation of the networking infrastructure.

In conclusion, resilience emerges as a comprehensive term,
unifying related concepts and directing attention not only
towards the most probable failures but also covering rare and
unforeseen challenges [24], [52].

III. RESILIENCE-BY-DESIGN CONCEPTS FOR 6G
In Section II, we reviewed the definitions of resilience and
provide our definition. The resilience enablers were sum-
marized from previous works, and similar terms related to
resilience were discussed. Nevertheless, the specific real-
ization of a resilient 6G communication network remained
unexplored. To achieve resilience, some requirements have to
be considered, appropriate measures have to be undertaken,
and corresponding hardware/software resources need to be
implemented. These actions contribute to an increase in sys-
tem costs and complexity. Thus, designing resilient systems is
based on trade-offs between different design objectives. This
section provides a comprehensive exploration of the design
phase for resilient communication systems, with a particular
focus on those tailored for the upcoming generation of mo-
bile communication networks, i.e., 6G. First, we introduce
the concept of ‘‘resilience-by-design’’, exploring the relevant
requirements and functionalities. We then explore different
layers and perspectives within this framework. Finally, we
discuss the resilience performance vs. cost/complexity trade-
offs in achieving RBD.

A. PROPOSED RBD DEFINITION
Section II-A outlined themain properties of a resilient system,
namely resistance, absorption, and recovery. Achieving these
features requires the integration of a specific set of resilience
capabilities into the systems design. This comprehensive de-
sign approach is referred to as RBD concept in this paper.
First, we establish the concept of ‘‘end-to-end resilience’’,

which is a core part of RBD. A system is called end-to-end
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resilient if it maintains functionality despite challenges oc-
curring at various parts within the system and across different
layers. It covers the entire life-cycle of a system, from design
to operation and evolution, with the ultimate goal of ensuring
uninterrupted delivery of intended services or outputs even in
the face of challenges. The concept of designing for resilience
means that in every phase of the system design, the resilience
aspects should be considered together with other standard
design requirements (e.g., performance, power consumption).
Thus, we define the term resilience-by-design as follows.
Resilience-by-design: A system design follows an RBD con-
cept if resilience capabilities/features at different system lay-
ers/perspectives have been integrated into the system, en-
abling it to cope with the potential challenges and provide
end-to-end resilience.

The key terms in the above definition are resilience ca-
pabilities/features, system layers/perspectives, and potential
challenges. Obviously, the identification of potential chal-
lenges that the systemmay face is central to the RBD concept,
which has not been a key focal point in conventional design
approaches. However, the communication system is quite
complex consisting of various interconnected and interde-
pendent components. Therefore, it is susceptible to various
cascading failures in addition to the single points of failure,
and thus, identifying all failure states for the entire system
is not a scalable approach, if not infeasible at all. Further-
more, policies and solution approaches required for realizing
resilience capabilities/features across various system layers
(electronics, physical channel, network components and func-
tions, networks, and services) are often quite diverse and their
development demands domain-specific knowledge. In order
to provide ‘‘end-to-end’’ resilience, i.e., across all system
layers, wewill study the principles of RBD for different layers
in Section III-C.

B. RELEVANT CAPABILITIES/FEATURES
To realize the RBD concept, a set of resilience capabili-
ties/features are required that include protection, detection,
prediction, interpretation, absorption, countermeasure, recov-
ery, adaptation, learning, sustainability, etc. [52]. In the fol-
lowing, we introduce three holistic enabling principles of
RBD which include the aforementioned resilience capabili-
ties/features as special cases.

Holistic RBD enabling principles: Before presenting 6G
resilience enablers at different layers and/or from different
perspectives, we introduce three holistic enabling principles
P1–P3. These principles are based on the resilience enablers:
protection, detection, and recovery discussed in Section II-B
and expand them.

P1 – Protective design measures: A resilient system
should incorporate some mechanisms to inherently ensure its
protection against various types of challenges. This protection
should be continuous, even during the system’s normal opera-
tion. Such protective measures may be considered at different
layers of the system design. For instance, they include strict
authentication and isolation of any signalling information,

choices of system topology, the network management strat-
egy, protocol design, and provisions down to the choice of
a specific component. Protective measures are specifically
designed for application to challenges of high frequency or
significant importance. Four main categories of these chal-
lenges are malicious security attacks, single points of failure
(SPF), perturbations, and complex state management.

• Isolation and authentication: RBD implies remote
configuration, reconfiguration, and collaboration be-
tween distributed components. Leveraging machine-
learned models (‘AI’)—which would most likely be off-
loaded to virtualized resources—is increasingly sug-
gested, at many different levels. This in turn implies
exposure of interfaces for remote access. Impersonating
a controller, or a seemingly cooperating peer is one of
the most common attacks in legacy network protocols.
The prime security objective of resilient systems hence
has to be strict authentication of communicating parties
and data origin, as well as strict isolation of any manage-
ment, potentially also user plane traffic, against arbitrary
interference (forgery, denial of service).

• SPF-free architectures: Single point of failures are
components within a system, the failure of which can
lead to the failure of the entire system. Often, centralized
systems may encounter single points of failure (which
pose a threat to availability) whereas distributed systems
are less susceptible to crashes if they avoid full reliance
on individual components and implement some local
adaptation. Redundancy hence helps achieve aminimum
level of protection as part of the system design.

• Perturbation-resistant components: Components
have different degrees of resistance to perturbations. For
instance, misordered protocol messages or bits within a
protocol message, significant variations in temperature,
and other perturbations in general may negatively impact
the performance of the affected component (which pose
a threat to robustness). Here, implementing integrity
schemes and investing in high-quality components that
inherently are able to withstand large temperature varia-
tions is beneficial from the resilience perspective. How-
ever, this generally implies a higher cost and hence its
applicability to most system components is limited.

• Statelessness and soft states: Stateless designs should
be used wherever possible to avoid complex state man-
agement such as state synchronization and state replica-
tion. Stateless entities can be easily replaced by others
in case they fail. If state management is required, soft-
state concepts should be used as they aremore robust due
to their self-healing property: soft-states get deleted au-
tomatically unless they are refreshed by corresponding
events or messages, and they get created automatically
when needed.

Since the above protection measures concern the normal
operation of the system, they increase the design cost and
complexity and may even yield a reduction in the overall
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performance of the system. Security measures frequently in-
cur a cost of performance, due to inherent computation and
communication overheads. For instance, while a distributed
algorithm implemented on several low-capacity computing
edge nodes is not subjected to a single point of failure, it may
have lower performance compared to a centralized algorithm
implemented on a high-capacity computing cloud server.
Therefore, there is a trade-off between cost/complexity and
performance w.r.t. resilience, which is discussed in detail in
Section III-E. Furthermore, this trade-off motivates the design
of strategies that are not used as a normal operational mode of
the system, but only come into play when the system faces a
challenge. To this end, we introduce two additional enabling
principles for RBD.

P2 – Self-awareness capability: Sensing/monitoring
mechanisms are crucial for the awareness of the system
state, identifying potential failure states, and deciding about
the proper operational modes. Self-awareness capability of a
RBD System is divided in two part which are data acqui-
sition and data processing. The sensing information can be
employed for anomaly detection, interpretation, and/or pre-
diction. The following resilient capabilities/features related to
self-awareness include:

• Local sensing:By embedding physical sensors, relevant
information about the local system state, environmen-
tal/operating parameters (e.g., temperature, supply volt-
age, and clock frequency), or hardware faults (e.g., soft
error, aging, and electromagnetic interference sensors)
can be collected [72]–[78].

• Global monitoring: In addition to the local information
collected by sensors, monitoring of the global network
data can be useful for the identification of failures in the
network and decision on the appropriate counter-action.
This data includes, for example, software errors (e.g.,
critical tasks deadline monitors, application constraints
monitors, and operative systems monitors) and com-
munication status (e.g., data transmission and jamming
monitors) [79]–[82].

• Anomaly detection:Using the sensing/monitoring data,
the current system state/anomalies/failures can be de-
tected. Here, one may distinguish model-based anomaly
detection [83], [84], which is applicable when the system
behavior lends itself to a mathematical characterization,
and data-based anomaly detection [85], [86], which is
relevant for more complex network dynamics.

• Anomaly prediction/anticipation: When sufficient
sensing/monitoring data is available, it is possible
to learn the dynamic behavior of the system, which
can then be used for the prediction of future system
state/failures [20], [85], [87]. Although, in principle,
both model- and data-based models can be adopted for
prediction, cloud-based or AI-based processing meth-
ods, such as neural networks, are often more suitable for
processing a large database of collected data.
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FIGURE 2. Self-awareness capability of RBD systems.

• Interpretation: The ability of the system to infer the po-
sition, extent, impact, etc. of the failures is referred to as
the interpretation capability [88]. This feature is crucial
for planning efficient system response as discussed in
the following.

The different features related to self-awareness capability
are illustrated in Fig. 2.
P3 –Reconfiguration capability:Three steps are required

for full reconfiguration functionality in the RBD concept:
• Design phase – Resilience operational modes: After

the occurrence of a challenge, the communication sys-
tem may no longer be able to maintain a minimum level
of service using its normal operating mode even if the
challenge is identified. Therefore, resilient operational
modes have to be developed and embedded in the system
during the design phase (i.e., RBD concept) such that
they can be activated once a challenge state is detected
and identified, supplementing the conventional mode
designed for normal scenarios. Among straightforward
options are redundant components. However, such ap-
proach is not always feasible and cost-efficient, and
hence given the rare occurrence of some challenges,
cannot be afforded in most systems. Therefore, policies
should be developed for re-purposing the existing sys-
tem components when facing a challenge. For instance,
a specific communication hardware component (e.g., a
phased array of the transmitter) may be designed for a
given nominal range of temperatures. This phased array
is by design resilient to abnormal (e.g., high) tempera-
tures by not only deploying a thermometer sensor for the
detection of temperature fluctuations (P2 capabilities)
but also with new beamforming policies that adapt them-
selves to the change in the phase-shifting characteristics
at high temperatures (P3 capabilities).

• Facing a challenge – Self-adaptation: After predicting
a challenging state through the analysis of sensing or
monitoring data (i.e., P2 capabilities), the system must
promptly initiate proactive measures by adjusting its
operational mode. This adjustment aims to either pre-
vent the predicted challenge if avoidable or mitigate its
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The local system states Si and the available operational modes Mj are shown. In the normal state, S0, the system operates on the normal mode M0.
During a challenge, the system state is changed to S1 or S2, where the system selects a new operational mode, i.e., M1, M2, or M3. It can also switch
among modes to recover from the challenge. The system will learn potential system states, such as S3, using the knowledge obtained during the
challenge, and it will evolve by developing a new operational mode, denoted as M4.

potential effects if unavoidable. In the latter scenario,
where the challenge is inevitable, the system needs to
promptly detect its occurrence. Subsequently, the system
has to quickly decide to which of the available resilience
operational modes it has to switch to in order to achieve
an efficient absorption of the challenge, and eventually,
recovery to a functional operation. Self-adaptation de-
termines the system’s functionality to dynamically tran-
sition among the available operational modes given the
evolving system state.

• After recovery – Self-learning: Depending on the con-
sidered layer, failure events can be rare, especially for
e.g., higher layers of the communication system. The
knowledge gained after the recovery from a failure can
be exploited to learn potential failure states and efficient
adaptation decisions leading to a constant improvement
of resilience features.

The following resilient functions/attributes require capabili-
ties P1–P3 for their realization:

• Absorption (requires both quick detection of a challenge
and quick transition to a suitable resilient mode)

• Recovery (requires continuous monitoring of the system
states after absorption and transition to intermediate re-
silient modes until the system is fully restored)

• Prevention (efficient handling of challenge states also
implies that compared to non-resilient systems, the

larger cascading failures are prevented in large complex
systems under the RBD approach)

• Sustainability (intelligent transition among the available
operational modes can be employed to ensure long-term
sustainability of the system)

The capabilities/features mentioned for RBD concept are
summarized in Fig. 3. It is worth noting that considering inter-
dependencies is crucial when dealing with complex systems.
The aim is to establish a comprehensive RBD methodology
for every layer/component to adhere to. In Section IV, we
present several specific 6G use-cases that facilitate a more
detailed elaboration of the overall RBD concept.

C. DIFFERENT LAYERS/PERSPECTIVES
As discussed in the previous section, RBD offers a holistic
approach to resilience that aims at embedding resilience into
all layers/perspectives of the 6G communication systems. In
this section, we present various relevant layers/perspectives
(see Fig. 3) and elaborate on the measures that can be taken to
increase the resilience of the overall system (i.e., end-to-end
resilience). To this end, we divide the system and its environ-
ment into different categories, which are not directly linked
to, e.g., the layers of the ISO/OSI model. These categories
are electronics, physical channels, network components and
functions, networks (e.g., RAN, core, backbone), services,
and cross-layer and cross-infrastructure considerations. In the
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following, we provide insights into each of these perspec-
tives/layers.

1) Electronics
Electronic devices, such as microprocessors, memories,
transceivers, etc., form the lowest (physical) level of the
overall system and build up the network components. They
are responsible for a partial functionality of the network com-
ponents. As such, they have a pivotal role in improving the
resilience of these components. While network components
often incorporate redundant electronic components, there are
already measures possible to improve the resilience of the
electronic components themselves, which will be highlighted
in the following. Another important aspect when considering
electronics is the required software, e.g., firmware to operate
micro-controllers/processors, since this software may also be
prone to faults.

a: Challenges
To enhance the resilience of network components, electronic
systems have to be robust against challenges like cold, heat,
and power disruptions. Depending on the environmental con-
ditions, a reduction of the load on this component is nec-
essary, which influences the performance of the component
and, consequently, of the surrounding network component.
The degree of load reduction necessary is an open challenge
for the electronic perspective. Another dimension of load
management is the fact that the aging process of electronics
is accelerated when running at high temperatures for a longer
period of time. Aging is a progressive process of the degra-
dation of electronic components, occurring while the system
operates, and it is the result of various wearout effects such
as Bias Temperature Instability (BTI), Hot Carrier Injection
(HCI), Random Telegraph Noise (RTN) and Time Dependent
Dielectric Breakdown (TDDB). Aging has become highly
critical in modern nanoscale CMOS technologies [89]. In fact
aging poses certain problems like security risks or higher
risk of cascading failure. Besides aging, another very critical
reliability issue in modern electronic systems are the soft
errors, i.e., bit-flips in memory elements [90]. These effects
may occur due to a hit of a high-energy particle, which is
a serious concern for space and avionics. In addition, soft
errors may be caused by electromagnetic interference (EMI),
which may occur as a result of external noise or due to noise
generated inside the system. In case the software running on
the electronics is faulty, electronic components may fail or
their lifespan could be reduced. Furthermore, malfunctioning
softwaremay result in security risks, in case electronics do not
behave as expected. It is important to note that under real op-
eration scenarios any electronic systemmay be exposed to the
joint impact of multiple types of faults or fault sources [91].
For example, electronics may be exposed simultaneously to
EMI and high temperatures. A matter frequently overlooked
is the threat of backdoors in devices, or hardware trojans [92],
[93]. Especially for increasingly deployed multi-processor
systems-on-chip solutions, the design process has become

so complex that it increasingly relies on the integration of
components from third parties, which may be untrustworthy.

b: Requirements
We discuss three main categories of the requirements for
electronic components: temperature management, resistance
to the environment, and state management. The temperature
management of an electronic component can be improved
using appropriate materials (Section III-B: P1). In case of
overheating (sensed by thermometer P2), may it be due to
environmental or load reasons, the load should proactively
be reduced to lower the temperature (P3). The resistance of
electronics to environmental challenges should be assessed
through testing, involving the exposure of respective com-
ponents to extreme temperatures or different power supply
scenarios. Moreover, it is also important to have protection
against overvoltage when power is restored (P1). This can be
accomplished, e.g., using surge protectors. State management
is especially important if components are either connected
to non-reliable power sources or may be powerless after a
disaster. In case of such a power outage, it is important that
electronics are either stateless or are capable of retaining
state, such that their functionality is not decreased after such
a power outage (P1). The design in addition should imply
breach of the trust domain directly on the hardware level.
Protective measures or peer-monitoring hence are desirably
already on the level of electronics.

c: Discussion
There are several factors that influence the resilience of an
electronic component. For example, monitoring the temper-
ature of electronics helps detecting potential failures in ad-
vance since high temperatures can indicate malfunctioning
(P2). As the environmental conditions pose a significant chal-
lenge to the electronics, monitoring of the environmental con-
ditions and the electronic component, e.g., through temper-
ature and humidity sensors, can further improve adaptation
to the environment, increasing the lifetime of the individual
components. Here, we have to also pay attention to the accu-
racy of sensing data and the corresponding cost of design. The
supply voltage at which the electronic components operate
also affect the fault tolerance. It is known that the reduction
in supply voltage increases the likelihood of soft errors and
timing errors. To evaluate the quality of software running on
electronics software testing is also an important factor.

2) Physical Channel
In communication networks, data is transmitted over physical
channels, which can be either wired mediums like optical
fiber connections or wireless mediums such as sub-6GHz or
mmWave access links. However, these communication medi-
ums themselves are susceptible to various threats, includ-
ing man-in-the-middle attacks, eavesdropping, and jamming,
which can severely disrupt the network’s functionality. For
example, in the context of autonomous driving, unmitigated
jamming could take down the communication links among
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vehicles or between the vehicles and the 6G infrastructure,
thereby compromising critical autonomous driving services.

Security in the face of an omnipotent adversary is impossi-
ble, and protecting communications always implies assump-
tions that bound the adversaries in some sense. The accepted
approach in cryptography is to bound the computational re-
sources of an adversary, and to analyse the security of cryp-
tographic constructions against adversaries that are assumed
to be bound in probabilistic polynomial time (PPT) or, given
the possible implementation of sufficiently powerful quantum
computers of sufficient size, in bounded-error quantum poly-
nomial time (BQP). If the parameters of the cryptographic
construction are sufficiently large (for example, if the key
is long enough), the schemes are proven to be secure by
demonstrating that a worst-case attack would take longer than
the lifespan of the sun to succeed.

Physical layer security (PLS), and quantum-based security
for that matter, make an alternative assumption: they do not
necessarily bound the adversary in their computation, but
rather consider limitations in the communication or sens-
ing capabilities of potential adversaries. Assumptions on the
transmission and reception capabilities of adversaries are
always optimistic in nature. In addition, many of the implied
assumptions in PLS have been shown to be broken [94]–[96].

The domain of PLS, however, remains an interesting field
for research, especially when considering quantum mechan-
ics. The quantum attacks can be distinguished into two types:
1) attacks using quantum computing technology, which re-
sults in eavesdropping challenges addressed in the next sub-
section, and 2) attacks aimed at quantum computers, which
include security/privacy issues (because of noises, errors,
cross-talk, etc.) and several adversary threats including input
tampering, Trojan insertion, program mis-allocation, reverse
engineering, fault injection, and cloning [35]. Therefore, an
RBD 6G demands the provision of relevant measures to en-
sure the resilience of the underlying physical channels.

a: Challenges
Examples of common challenges that are directly associ-
ated with the physical communication channels: Jamming:
A malicious attacker tries to impair signal reception at the
legitimate user [97]. Jamming is often a concern in wireless
communication systems where due to the broadcast nature
of the wireless medium, the attack can be launched at any
location in a reasonable vicinity. Eavesdropping: An ille-
gitimate user tries to intercept the confidential information
exchanged between legitimate users [98], [99]. Significant
progress has been made in developing encryption methods
and PLS schemes. However, these schemes are being chal-
lenged in the face of the emerging quantum computing and
communication era with possible quantum computing attacks
threatening public-key encryption and hash function secu-
rity in blockchains, and increasing eavesdropping issues in
the face of an attacker with quantum computing resources.
Therefore, new solutions are required to guarantee post-
quantum security such as quantum key distribution (QKD),

quantum machine learning, lattice-based cryptosystems [34],
[100], [101].Unfavourable channel conditions:Over the past
decades, various techniques (e.g., channel coding, multiple-
antenna communications, etc.) have been developed to cope
with the inherently random and time-varying nature of wire-
less channels. However, despite this progress, in many sce-
narios, these approaches may be ineffective for unfavorable
conditions of the wireless channels. For instance, communi-
cation cannot be established if the user is located in a blockage
area or typical PLS schemes cannot offer a non-zero secure
rate if the eavesdropper’s channel is better than the channel
of the legitimate user.

b: Requirements
The above-mentioned challenges associated with the physi-
cal channel have been widely studied in the literature; see
[102]–[104]. For example, protective mechanisms such as
channel hopping, spectrum spreading, and coding techniques
have been proposed to mitigate jamming attacks [105], [106]
(P1). A promising research direction for designing jamming-
resilient systems involves interference mitigation using learn-
ing techniques or multiple-input multiple-output (MIMO)
techniques for detection and decoding data packets in the
face of jamming signals [107]–[109] (P2 & P3). Strategies to
overcome eavesdropping and to increase the secrecy capacity
include secret coding and encryption [110], reciprocity-based
key establishment [111], QKD schemes based on quantum
physics, ensuring secrecy irrespective of the attacker’s com-
puting power [112]–[114], and using ML to detect active
eavesdroppers [99], [115] (P1 & P2). Additionally, in recent
years, intelligent reconfigurable surfaces (RISs) have been
extensively studied as a means to cope with the inherent
random nature of the wireless channel by directly manipulat-
ing/shaping it [116]–[118]. It has been shown that RISs can be
used to extend coverage, improve the rank of the channel, and
enable secure communications in scenarios, in which without
RISs this may have been not feasible [119]–[121] (P3).

c: Discussion
Important factors from the physical channel perspective in-
clude availability, reliability, integrity, and confidentiality. A
jamming attacker has the potential to weaken the channel
quality, decrease the Signal-to-Interference plus Noise Ratio
(SINR), and interfere with synchronization. As a result, it can
compromise both availability and integrity, as discussed in
[102]. Furthermore, it can employ deceptive techniques, send-
ing meaningful but misleading radio signals, which poses a
threat to the reliability of communication [102]. Additionally,
an eavesdropper attacker may decode a portion of the signal
based on its channel quality, posing a threat to confidentiality
and, consequently, the overall security of communication
across the network [104].

3) Network Components and Functions
The network, which is discussed in the next subsection,
consists of various network components. These are either
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hardware components or virtual network functions (VNFs).
For hardware components, they are built of electronics, which
were discussed in the previous section. In addition to that soft-
ware is also a key part of the network, since even very simple
network hardware components need some software/firmware
to run. VNFs, on the other hand, are software-only implemen-
tations of network components running on ordinary servers.
As it is easy to update software, the concept of VNFs provides
significant reconfiguration capabilities (P3). Regarding re-
silience it is crucial to take network components into account,
since they provide the functionality for the overall network,
including monitoring, control, and management functions
that are part of the overall system resilience (e.g., P2, P3).

a: Challenges
From the perspective of network components, they should
be designed to handle several types of disruptions. As for
electronics this includes power outages as well as failures of
single electronic parts and security attacks. In case of a power
outage, network components that are stateful themselves like
for example firewalls or databases are responsible for keeping
the overall network state and therefore should not lose their
states. Network components consist of electronic parts and
rely on them. Since these parts can fail, network compo-
nents have to be capable of absorbing the failure of single
electronic parts. Attacks may try to exploit vulnerabilities of
network components with the goal of decreasing their func-
tionality, changing their behavior or extracting information.
Protective measures hence have to be put in place, protocol
messages and their origin be authenticated, and repudiation
be prevented [122]–[124]. This explicitly includes the control
and management access to the network components, since
many of the network components have to be managed before
functioning properly or even during runtime (unless they are
functioning fully autonomously). For example, this involves
receiving policy requests, a different configuration, or report-
ing monitoring data.

b: Requirements
Considering the challenges physical network components
may face, they are required to do state management, be ro-
bust against partial failures in electronics and secure against
attacks. Stateless design should be used wherever possible,
however, if network components require to have state, state
management can help to avoid them losing their state in case
of disruptions. Hence, components should be designed in a
way, that enables to store their state in backups and recover it
after facing challenges that corrupt or delete current states.
Furthermore, chips that can maintain state even in case of
power loss to continue operation later on shall be used. The
robustness of network components relies to a great extent on
the electronics they are build of, but can further be extended
by redundantly deployed chips to compensate for potential
failures (P1). To increase the security of network components,
adaptability and upgradability play an important role, since
they allow modifying components based on past challenges

increasing their security for the future (P3). This can be
achieved by using programmable parts like FPGAs.
Considering VNFs, there has to be an infrastructure allow-

ing for updating the software. Moreover, software should be
designed such that it is easy to update without reprogram-
ming large parts of it (P3). Last but not least, the zero-trust
(ZT) paradigm has to be applied, which is a security model.
It resolves perimeter security issues by never making any
assumptions about trustworthiness, assuming that no part of
the network can be trusted, and adversaries can be within
any perimeter of the network. Additionally, ZT architecture
assumes all communication over the network to be potentially
compromised, hence ZT architecture stresses the crucial point
that no communicating entity should be trusted by default,
whether in terms of their identity or their authorizations.

c: Discussion
Regarding resilience, testing the components against poten-
tial challenges provides an indication about how robust they
are against them. Furthermore, repeated testing over time
allows to observe how the robustness of components evolves,
which is a central aspect of resilience (P1). In case of a
crisis multiple components of the network may fail, which
leads to failure of other components relying on them. To
avoid this, the interdependence of network components shall
be minimized and especially circular dependencies must be
avoided by design. Moreover, this allows easy replacement
and therefore accelerates the recovery of the overall network.
For VNFs, as well as for hardware components, the qual-

ity of software is directly related to the resilience of the
overall system. The difference, however, is that VNFs can
be restarted, replaced, or scaled out much easier than the
software running on hardware components. Hence, software
testing is a central way to guarantee quality of the components
and to determine how well components cope with potential
challenges (P2).
Finally, all components need to implement strict access

control and authentication measures. The control plane and
virtualization infrastructures for management of VNFs need
to be isolated (physically or at least logically resource-wise)
from the user plane, to reduce attack surfaces and prevent
cross-plane effects, for instance to sabotage the system [125].

4) Networks
A network consists of a combination of network components
and functions, and should be constructed such that failures of
links and/or components do not lead to unnecessary service
disruptions. For the failures, one should consider both failures
caused by the environment and attacks.While there are differ-
ent types of networks present to form a fully-functional and
resilient 6G network (RAN, core, transport, backbone), they
all fundamentally benefit from the same principles/ideas.
The connectivity between the network components is an

essential aspect for each of these networks [29], [126]. There-
fore, its resilience is a central factor to consider. This connec-
tivity can be further subdivided into control plane and data
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plane connectivity, while the latter is typically not available
without a proper working control plane.

a: Challenges
Continuously maintaining the end-to-end connectivity of any
two devices in the network is a challenge: Even if network
components and the contained electronic components are
built in a resilient manner, these components may fail or may
get disconnected. When wired connections are used, like in
the 6G core network, the wires may be broken or get discon-
nected, leading to a connection failure. When wireless con-
nections are used, environmental influences like the weather
or jamming attacks can drastically degrade the performance
of the wireless connection, up to a complete disconnection
of the components. These disconnections may then lead to
network splits or partitioning whereby essential functions or
services may not be reachable anymore, because they are re-
siding in the other partition. Another challenge is that the load
in the network can be highly unpredictable and is expected to
surge at disasters, where the network capacity is at its lowest.

Malicious interference with the protocols exacerbates this
situation. Simple attacks on routing have proven disastrous
on the level of intra-domain routing [127]. Considering the
increasing complexity of service provision that comes with
dependencies on other protocols (like, for instance, DNS and
its known vulnerabilities [128]–[131]), secure provisioning,
management, and operation are continuously at risk.

b: Requirements
To design a resilient network withstanding the aforemen-
tioned challenges, different enablers for resilience should
be considered while building networks, e.g., using diverse
network components, deploying additional resources (over-
capacity and redundancy P1), collecting network state in-
formation (P2), and enabling the reprogramming of network
components to alleviate the impact of failures (P3). Diversity
of network components is especially important for dealing
with dependent failures leading to outages of certain areas,
communication paths, or devices [132], [133]. As the network
needs to deal with failures of network components and links,
deploying additional network components and links is piv-
otal for such resilient networks. In addition, the increasing
programmability of network components enables utilizing
network components in a previously unintended way, e.g.,
by shifting functionality from the 6G core to the 6G RAN to
enable basic connectivity services even during a disconnect
between the RAN and core. As last requirement, the network
needs to be able to provide basic functionality even when
the load is highly fluctuating or surging, e.g., by prioritizing
important traffic (P3).

Most importantly, configuration interfaces need to be hard-
ened by strict authentication of communication peers, data,
and data origins. These measures need to be founded in the
ZT paradigm, and have to include protection of secondary
services, the networks rely on.

c: Discussion
Important factors for the resilience of a network are the
survivability and adaptability of this network. Similar as men-
tioned in the network components, adaptability is pivotal for
resilient networks. While the focus of adaptability of network
components is on the adaptation to load and other environ-
mental conditions, adaptable networks need to be able to
dynamically route content along available paths, recover from
link and node failures quickly, and prioritize important traffic
such that a basic service can be provided at all times (P3).
Survivability captures the ability of a network to provide a

minimal level of functionality even during crises. For exam-
ple, if the core network is unreachable for the RAN, the RAN
should be able to allow communication between UEs within
local areas (P3). This may include the RAN to provide core
functionalities at the network edge. In addition to that, 3D
networks can be utilized to further enhance the survivability.
Strict authentication, access-control, data-integrity mea-

sures and non-repudiation services must be implemented.
Trust has to be established based on either direct knowledge,
or chains of trust rooted in trustworthy authorities.

5) Services
From a service perspective, the performance of applications
and services running over the network is pivotal. We can
differentiate between two types of services, services offered
internally from the 6G network and services offered exter-
nally only utilizing the 6G network. Integrated services are
expected to be more prominent in future 6G networks. Those
services will be more complex and support, for example, en-
vironmental monitoring via joint communication and sensing
(JCAS). This environmental monitoring can be used for envi-
ronmental awareness of autonomous agents like autonomous
vehicles, or by the network to optimize the performance of the
radio channel or themobility management. On the other hand,
there will be external services which utilize the 6G network to
transport data. These services can be resilient by themselves,
e.g., having a certain tolerance for connectivity loss or the
possibility of a temporary offline operation. Overall, this per-
spective deals mostly with increasing the resilience of these
applications and services given a partially reliable network
underneath, which includes the consideration of trust between
entities in the network.

a: Challenges
Since applications and services running over the network
heavily rely on the underlying network, their functionality
may be significantly impaired if parts of the network fail.
In the worst case, the service is fully reliant on the under-
lying network and fails if there are severe impairments of
the network, leading to high costs or other problems. From
the services perspectives, the different priorities of applica-
tions, especially during shortages, must be considered. For
instance, during a disaster, the communication between dis-
aster response teams is more important than the functioning
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of streaming platforms. Thus, information about the priority
of services needs to be provided to the underlying network.

Another important aspect is linked to the increasing virtu-
alization of the 6G network, potentially extending its reach
into shared cloud infrastructures. In this case, the traditional
approach of relying on perimeter security becomes futile.
As network functions transform into software services, the
line between the control plane within the network core and
external networks becomes less defined. Trust assumptions
in components are no longer secure, as adversaries can gain
control over processes within the virtualization infrastructure.
This not only poses a risk of unauthorized access to various
services but also the potential for impersonating seemingly
legitimate entities. However, there might be the need of a
trade-off in disaster situations, in which the ability to vali-
date trust can be limited [134]. Only in those scenarios, the
previously established trust might be sufficient to temporarily
make exceptions on the strict execution of trust.

b: Requirements
When facing partial outages of the underlying network,
adaptability regarding service placement is needed, i.e., for
shifting services from remote locations (e.g., the cloud) back
to edge-servers or even local devices. To allow fast deci-
sions regarding the prioritization of services when facing
resource shortages, different prioritization profiles for various
potential situations are required. Thus, services with lower
priority can be shut down, e.g., during a disaster scenario and
the limited resources can be used to still provide the most
important services. As services might rely on other services,
prioritization also includes the consideration of inter-service
dependencies. To make services more resilient themselves,
they have to be robust against potential network failures or
reconfiguration, i.e., they have to be designed such that they
can be restarted or moved to different locations within the
network without having their functionality impaired. As the
6G network architecture is quite complex and produces a lot
of monitoring data, ML-based models can be envisioned for
automatically analyzing this data and improving the system.
The utilized ML algorithms need to be pre-trained and con-
stantly improved. For that purpose, generalization and online
learning ofML algorithms are decisive, such that network ser-
vices can automatically adapt and learn from new situations.
These properties are pivotal for services that are resilient by
design.

As mentioned in the previous section, due to the virtualized
infrastructure of 6G networks, trust assumptions in compo-
nents are no longer secure. A solution to this problem might
be the ZT architecture [135]. From a service perspective, that
is, no assumptions about trustworthiness of the services pro-
vided externally or internally by the 6G network, are made.
Moreover, all communication among or with these services is
not trusted.

To realize ZT in 6G networks, authentication and access
control are two key requirements. All communication must
be authenticated before granting access to the resources,

and the requested access to the resources must be verified
for effective permissions and enforcement of access control.
This approach provides multiple layers of defense against
an insider attacker who has compromised security within
the network perimeter and prevents attackers from escalating
their privileges or accessing sensitive resources.

c: Discussion
The time it takes to detect a challenge, remediate and recover
from it, is one key factor to determine resilience. Therefore,
the mean time between the occurrence of a service failure and
the point at which the failure is detected is the Mean Time to
Detect (MTTD). The MTTD provides a metric on how well
services are monitored and on how good and fast the analysis
of the monitoring data is. TheMean Time to Remediate (MT-
TRm) is the mean time a service needs after facing a challenge
until it reaches a minimal level of acceptable functionality.
Hereby, it is important to consider, that a servicemight consist
of multiple services, which is especially the case regarding
the one internally provided by the 6G network. Regarding
different operation levels, the MTTRm can be defined as the
time that a service needs to go from one operation level to the
next one. A service is recovered when it reaches its original
level of functionality. Hence, theMean Time to Recover is the
mean time from the occurrence of a challenge until a service
is at its initial operation level. Refinement is also an essential
part of resilience. Therefore, the Time to Adapt, i.e., the time
a service needs to adapt based on what was learned from a
challenge, is also of importance. After a service has adapted,
its resilience is typically considered to be higher than it was
initially.
In addition to that, survivability describes how much a ser-

vice is impaired after a challenge. The availability of a service
can be quantified by measuring its up-time and relating it to
its down-time.
A summary of the discussed layers/perspectives of the 6G

communication systems, their related challenges and require-
ments is provided in Table 2.

D. CROSS-LAYER AND CROSS-INFRASTRUCTURE
CONSIDERATIONS
In the following, we discuss cross-layer aspects within 6G
networks as well as the interaction of 6G networks with other
critical infrastructures.

1) 6G Cross-layer Aspects
The 6G network infrastructure will consist of many interde-
pendent components and layers (e.g., see Figure 12 in [136]).
Mastering the complexity of these highly interdependent sub-
systems and services to achieve a highly resilient overall
system is difficult. For example, the use of virtualized 6G
components seems to provide the necessary flexibility for
scalability as well as for reconfiguration as response to chal-
lenges (P3). However, in case virtual resources need to be
added or exchanged in response to a challenge, the virtual
infrastructure manager entity must work correctly and be able
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TABLE 2. A summary of the relevant layers/perspectives of 6G communication systems.

Layers Challenges and failure types Requirements
Electronics • Cold, heat, and power disruptions

• Aging process due to BTI, HCI, RTN, and TDDB
• Component degradation & failures, security risks,
and cascading failures
• Internal & external noises, EMI, soft errors, faulty
software, and security risks

• Temperature management of an electronic component improvement (P1).
• Proactive load reduction to lower the temperature (P3).
• Resistance to environmental challenges & protection against overvoltage when
power is restored (P1).
• State management, stateless or state retaining electronics (P1).

Physical
channel

• Man-in-the-middle attacks
• Jamming and eavesdropping with new bounds on
the adversary’s resources, e.g., sufficiently powerful
quantum computers
• PLS in the case of adversaries with unlimited com-
puting resource and limited communication & sensing
capabilities
•Unfavorable channel condition, e.g., signal blockage

• Protective mechanisms, e.g., channel hopping, spectrum spreading, and coding
techniques (P1).
• Interference mitigation using learning & MIMO techniques, and jamming-
resistant data packets detection and decoding (P2- P3).
• Strategies to overcome eavesdropping, e.g., secret coding, encryption,
reciprocity-based key establishment, and QKD, and to increase the secrecy
capacity using ML to detect active eavesdroppers (P1-P2).
• Using RISs to extend coverage, improve the rank of the channel, and enable
secure communications (P3).

Network
compo-
nents &
functions

•Disruptions such as power outages, failures of single
electronic parts, and security attacks
• Control and management access to the network
components to manage policy requests, different con-
figuration, or reporting monitoring data

• Stateless design or state management to avoid state losing in case of disruptions,
e.g., designing components that store their state in backups and recover it (P1).
• Adaptability & upgradability, i.e., modifying components based on past chal-
lenges (P3).
• Easy to update software without reprogramming large parts of it (P3).
• ZT paradigm, where each communication needs to be authenticated, all access
controlled, authorizations strictly adhered to, and repudiation be prevented (P3).

Networks • Network splitting/partitioning due to broken wired
connections and environmentally influenced or
jammed wireless connections
• Highly unpredictable load surge in the low-capacity
network at disasters
• End-to-end connectivity between network compo-
nents, i.e., control plane and data plane connectivity
• Malicious interference and routing attacks

• Enhance and secure provisioning, management, and operation.
• Deploying diverse components & additional resources (P1) and collecting
network state information (P2).
• Enabling the reprogramming of network components to alleviate the impact of
failures (P3).
• Providing basic functionality in highly fluctuating/surging load, by prioritizing
important traffic (P3).
• Hardening configuration interfaces and protection of secondary services by
strict authentication using ZT paradigm (P1).

Services • Impairments of the network and disaster situations
• Lack of information in the priority of different ser-
vices
• Adversary’s control within the virtualized infras-
tructure, risk of unauthorized access to services, and
impersonating seemingly legitimate entities

• Adaptability regarding service placement (P3).
• Prioritization profiles and inter-service dependencies for various potential
situations in the face of resource shortages (P2).
• Robustness of network services against failures by making use of monitoring
data to pre-train the ML models (P1, P2).
• Online-learning and automatic adaptation (P3).
• ZT architecture implementations are required (P3).

to access the physical and virtual resources without problems.
This requires a properly working Control Plane (CP) connec-
tivity. It may be realized out-of-band, i.e., by using a separate
dedicated network that must be configured and managed as
well, thereby introducing another dependency. Alternatively,
CP connectivity may be realized in-band, i.e., using the same
links and components as the user’s data packets and thus
largely sharing the same failure fate with data plane compo-
nents. A combination of both approaches is also possible and
used in practice. CP access and its connectivity can be seen
as cross-layer issue. Without CP connectivity, many higher
layer resilience mechanisms will not work anymore, e.g.,
monitoring data from individual components cannot reach
responsible controllers anymore (e.g., affecting monitoring
and anomaly detection of P2) and they cannot exert necessary
reconfiguration actions to perform a suitable adaptation (e.g.,
affecting self-adaptation of P3) when facing a challenge.
So one conclusion is to maintain CP connectivity for the
various components at the different layers. Ideally, this CP
connectivity is provided in a zero-touch manner (P1), i.e., it
does not depend on any manual configuration and it is self-
adapting (P2 and P3), in order to avoid losing control over

the 6G infrastructure. A zero-touch connectivity solution that
has no dependencies (e.g., like KIRA [137]) cannot fail by
misconfiguration of underlying components.

2) Interaction with Other Critical Infrastructures

The 6G communication networks interface with various crit-
ical infrastructures such as power distribution, water man-
agement, transportation networks, governmental operations,
and financial systems. This interconnectedness significantly
impacts the mutual resilience of these systems, as any dis-
ruption or malicious attack targeting one infrastructure may
cause cascading effects across others. For concreteness, in
the following, we discuss the interplay of 6G communication
networks with the power distribution network.
The operational 6G communication systems rely on spe-

cific requirements within its deployment environment such as
power supply and cooling systems. Given these prerequisites,
the resilience of 6G communication systems is interconnected
with the resilience of the power distribution network. Various
solutions have been proposed in the literature for enhancing
the resilience of the power network, e.g., distributed power
generators based on renewable energy sources.We refer inter-
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ested readers to [138]–[140], as a full discussion on this topic
is out of the scope of this paper. Nonetheless, RBD measures
can be embedded in the 6G communication network to pre-
pare them for potential power supply disruptions. Example
strategies include the provision of low-energy operational
modes or the reconfiguration of the remaining functional part
of the 6G communication infrastructure to compensate for the
failure of any subsystem (e.g., a BS) due to a power outage.

E. DESIGN TRADE-OFFS
In this section, we investigate design trade-offs to achieve
resilience in a network.

1) Resilience-complexity/cost Trade-off:
RBD designs (see principles P1–P3) introduce various provi-
sions to ensure minimum service requirements in the face of
potential challenges. These provisions increase the complex-
ity and cost of installing and operating the 6G communication
systems and often do not (at least significantly) improve the
performance of their normal operations. For instance, de-
ploying redundant components/links does improve the system
resilience but at the expense of a considerable additional cost.
Therefore, the art of an RBD design is to enhance the system’s
resilience with a minimum addition to its complexity and/or
cost. Straightforward solutions such as adding redundancy
and diversity, while being effective for parts of the 6G com-
munication networks (e.g., redundant routing paths), are not
always the most efficient approaches (e.g., devices cannot
afford duplicates of all their components). Moreover, improv-
ing the resilience of an individual component/layer does not
necessarily imply a considerable increase in the end-to-end
resilience of a given service since other components/layers of
the 6G network may be the bottleneck. Hence, it is crucial to
characterize the impact of the resilience enablers discussed
in this section on the end-to-end resilience of the 6G systems
for offering a given service. Such characterization reveals the
trade-off between resilience and complexity/cost and guides
the system designer using 6G services in choosing the right
setting for any given application.

2) Resource Optimization for End-to-end Resilience:
The different components and layers of 6G communication
networks possess their own constraints [24]. For instance,
in a cellular network, adding high complexity and cost to
the design of mobile user equipment is not always feasible.
However, it is more tolerable in higher levels/layers, such
as the core network. For example, the infrastructure should
incorporate potential resources for different scenarios, neces-
sitating considerations of complexity, investment costs, and
running costs (including energy consumption and mainte-
nance). The optimum strategy for resource/cost management
may depend on the considered application. For instance, pro-
cessing data at the edge is often more cost-effective, espe-
cially for applications that generate substantial amounts of
data. Transmitting and processing such data within the core
network can be expensive, whereas edge devices can conduct

initial data processing, filtering, and aggregation to reduce
the load on the core network [141], [142]. Moreover, not all
applications require the same level of resilience. For instance,
remote surgery demands a very high level of resilience, while
in a monitoring network, lower levels of resilience remain
acceptable. Thus, we encounter limited resources at each
layer for resilience improvement and have potentially dif-
ferent resilience requirements for different applications. In
addition to the characterization of the resilience vs. complex-
ity/cost trade-off, another pivotal question becomes: How to
maximize the end-to-end resilience given the resource con-
straints? and inwhich layer is applying the resilience enablers
most efficient to meet the requirement of a given service?
These questions pose a resource allocation problem aiming
to maximize resilience while adhering to design constraints
at different levels.

3) Reconfigurability – A Double-edged Sword for Resilience:
As discussed before, resilient 6G systems have to be able to
reconfigure themselves in order to cope with the challenges
(attacks, failures, etc.), which is why the reconfiguration ca-
pability was presented as a key resilience enabler. Emerging
communication technologies like software defined network-
ing (SDN) and network functions virtualization (NFV), and
AI provide possibilities of realizing the reconfiguration capa-
bility [39]. However, enhancing the system reconfiguration
also could imply that the ways that a system can potentially
fail or be attacked would increase, too (e.g., a larger attack
surface). Example of AI-driven threats include adversarial
attacks, privacy threats, and loss of control in highly au-
tonomous/complex environments. In addition, the improper
management of the reconfiguration itself may be a cause of
the system failure. In other words, managing the complexity of
the entire communication network is a crucial challenge that
must be addressed when implementing resilience strategies.
This is primarily because the higher the network complexity,
the more susceptible it is to complex failures. Finding a
balance between the system reconfigurability and complex-
ity constitutes a challenging trade-off for the design of 6G
communication systems.

IV. 6G USE-CASES
The general framework for RBD is application-dependent.
In the following, we provide 6G use-cases and discuss the
proposed concept of RBD for these systems.

A. CLOUD-BASED DISTRIBUTED MONITORING NETWORK
With recent advances in sensing, communication, and com-
puting technologies, 6G-enabled distributed monitoring and
processing are expected to play a crucial role in the digitaliza-
tion of smart cities [143], [144]. A distributed monitoring net-
work includes a unit that visualize the network (e.g., using a
digital twin (DT)) andmaking decisions. The resilience of this
network depends on the updated decisions and the monitor-
ing should be performed continuously (without interruption)
[144], possibly with a reduced level of service, i.e., the crit-
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FIGURE 4. Cloud-based distributed monitoring network as a 6G use-case.

ical parameters are updating and the non-critical parameters
are ignored. Therefore, the set of desired resilience metrics
could involve accuracy, updating rate of the DT, and age of
information (AoI). In a typical setting, numerous sensors are
deployed across the city to gather relevant sensory data (sens-
ing aspect). The collected observations are then transmitted
to a limited number of access points (communication aspect),
which forward the data to some cloud-based processors for
computation and analysis (computation aspect). The result-
ing insights are subsequently sent to a control center (e.g.,
city administration or network operator) for visualization and
monitoring. A schematic illustration of such a distributed
monitoring network is depicted in Fig. 4.

Existing design approaches primarily aim at efficiently
exploiting the benefits of the abundant sensing data, powerful
processing resources, and high-quality monitoring which can
be practical in normal scenarios. However, whether such
system designs are resilient in the face of failures in crises has
remained an unexplored question. There are many possibili-
ties for things to go wrong. Any partial failure may result in a
problem in the end-to-end performance of this network. For
instance, in potential failure situations, certain components
might become inaccessible, or specific links/connections
could be disrupted. To showcase how the proposed RBD
concept can be applied to distributed cloud-based monitoring,
we analyze a few different states of the system (due to e.g.,
potential challenges/failures) and offer relevant strategies for
mitigating these challenges from different perspectives (i.e.,
sensing, communication, computation, and visualization).

System state 0 (normal system state): In this state, there
is no failure. The sensing and monitoring mechanisms do not
report any failures. Every subsystem (component) operates
in its normal mode, similar to the conventional system. Thus,
there is no need to consider any resilience measures.

System state 1 (sensor failure): A sensor encounters
power constraints (challenge), which are reported by its local

energymonitors (P2). The sensor has the capability to activate
various designed energy sources (e.g., electricity lines, bat-
tery, solar panels), and its sampling rate can be reduced (P3
at sensing perspective). The sensor’s transmission power is
adjustable, allowing for a decrease in power when necessary
(P3 at communication perspective). The cloud determines the
data processing approach using simpler algorithms (P3 at
computation perspective), while the control center specifies
how the data should be visualized (P3 at visualization per-
spective).

System state 2 (link failure): The sensor-to-access point
link is down (challenge). Consequently, the link quality mon-
itor is unable to receive any acknowledgment or feedback
from the access point, leading to the detection of a link
disruption (P2). A diverse (or backup) link can be activated,
such as LoRa, WiFi, or Bluetooth technologies in addition
to the primary cellular technologies (P3 at communication
perspective) A portion of computations can be executed lo-
cally at the sensor, and the resulting processed data, which
has a reduced rate, can be transmitted (P3 at computation
perspective). The sensor decides which data should be sent
(P3 at sensing perspective) and how the preprocessing should
be applied (P3 at computation perspective).

System state 3 (processing failure): A cloud processor is
inaccessible due to a disruption in the link from the access
point or a malfunction in the access point itself (challenge).
The access points and control center detect the unavailability
of the cloud by monitoring the quality of their connections
to and from it (P2). Backup local processors can be de-
ployed at the access points to execute a portion of compu-
tational tasks locally. A new (less complex) algorithm can
be adopted/developed for computation (P3 at computation
perspective). The processed data can then be transmitted to
the control center (P3 at communication perspective). Reli-
able links between the new processors and the control center
are essential for seamless communication. The control center
decides how the data should be visualized (P3 at visualization
perspective).

System state 4 (control center failure): This center re-
ceives processed data from the cloud, visualizes/interprets the
data, and then makes decisions based on this information.
Let us focus on two types of failures (challenges) for this
center: (i) a failure in data visualization/interpretation, and (ii)
a failure in the decision-making algorithm.

6Gwill enablemaximum exploitation of the processed data
of the sensor network at the control center by interpreting it
using AI and Big Data (e.g., measurement history, data from
other correlated sources, etc.) [145], [146], and integrating it
into visualization interfaces such as a digital twin [147]. The
algorithms realizing these powerful features are also subject
to attack/failure and are often not locally available (e.g., due
to the associated cost). The visualization/interpretation unit
at the control center follows an RBD concept if it is equipped
with multiple operational modes (P3, reconfiguration), where
for example, if the powerful remote AI algorithm used for
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visualization fails, a backup and perhaps less powerful local
unit takes over the visualization task.

The existence of a control center and ‘‘human-in-the-loop’’
may be essential for various monitoring-based decision-
making settings. However, the control center itself may con-
stitute an SPF in this system. To ensure an RBD system,
in the case that the control center cannot be reached, an
autonomous AI-based control can be provisioned, which de-
tects such events (P2, self-awareness) and makes a transition
to an autonomous policy-based algorithm or adopts a semi-
autonomous human-in-the-loop strategy. The latter involves
human intervention to enhance validation and handling, con-
stituting a form of reconfiguration (P3).

As illustrated in the aforementioned examples of failure,
a malfunction in one component or link affects the optimal
operational mode of other components. Consequently, all
components adjust their strategies to absorb the failure and
guarantee end-to-end resilience, ensuring a minimum level of
visualization for the end-user.

While typically systems are designed for their normal state,
an RBD system accounts for relevant abnormal states, too.
Obviously, the larger the set of challenges/failures considered
during design, the more resilient the system can be but the
higher the system complexity and cost. The art of RDB
design is to achieve the resilience requirement with minimum
cost/complexity, see Section III-E for our discussion on this
trade-off.

B. AUTONOMOUS DRIVING

With edge computing and Internet of Everything (IoE), 6G
will enable massive enhancements regarding sensing and
ultra reliable low latency communication (URLLC) [148].
Thus, it paves the way for autonomous and even remote-
controlled driving, as outlined in Fig. 5. Vehicles are equipped
with sensors allowing them to collect observation data about
their environment, while additional sensors are placed at envi-
ronmental objects, e.g., lampposts or buildings. The data col-
lected from both the vehicles and the environmental sensors
is then transmitted via the access points to the edge servers.
By processing and analyzing this data, a model of the envi-
ronment is created at the edge, through which both the edge
server and the vehicles gain an overview of the overall traffic
situation. However, as the resources of an edge server tends
to be limited, some of the processing, especially non-time-
critical processing, might need to be performed in the cloud.
Examples for low-latency applications are the remote control
of vehicles and the provisioning of safety-critical sensor data
[149]. For remote-controlled vehicles, control information
will be shared with the vehicles in real-time. But even the
performance of non-remote-controlled autonomous vehicles
can drastically be increased if a high-quality environmental
model is available in real-time. For less time-sensitive tasks
like finding a route to drive from A to B; collecting data on
the global traffic situation; or making long-term analyses of
traffic, respective data is also transmitted to the cloud, which
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Vehicles Lampposts/Traffic Lights Buildings

Access Points

Multiple  
Computational 

Resources
URLLC

FIGURE 5. Autonomous driving as a 6G use-case.

then stores and processes it. This data can then later be used
in the edge to make vehicle control-related decisions.
Since driving errors may lead to severe consequences, the

6G network has to be ultra-reliable and able to send control-
ling commands to the vehicle with a guaranteed low latency
[150]–[153]. Therefore, the relevant set of resilience metrics
for this use-case includes accuracy and end-to-end operating
speed (low latency). In the following, we describe how the
RBD concept is capable to guarantee this by going over some
potential challenges.
System state 1 (sensor failure): When it comes to failing

sensors it has to be distinguished between two cases: a failure
of the vehicular sensors and a failure of the environmental
sensors. If the vehicular sensors fail, vehicles should be de-
signed such that they can identify the failing sensor (P2), com-
pensate for the failing sensor using redundant sensors (P1),
and infer the required data from other sensors (P3). Moreover,
the overall system can, to a certain degree, compensate for
failing sensors by not only utilizing the observational data
provided by the vehicles, but also information provided by
other vehicles or sensors placed on environmental objects
(P1). However, in this case, the requirements for the 6G
network increase drastically, as the vehicle’s movement relies
solely on external sensors. This could, for example, enable
the vehicles to return to a safe state and come to a stop safely
(P3). Failures of environmental sensors can be compensated
for, and vice versa, by making use of data provided by the
vehicles (P1).
System state 2 (link failure): In case the link between a

vehicle and a base station is impaired, there are multiple ways
this challenge can be addressed by the 6G system. If the link
still exists, but the bandwidth is restricted, sensor information
may be prioritized over other non-critical data traffic. Further-
more, the sampling rate of sensors can be reduced tominimize
the overall link load (P3). Another alternative is to make
use of vehicle to everything (V2X) communication, which
commonly relies either on 6G-based Device-to-Device com-
munication or on WiFi ad-hoc networks (P1). V2X allows to

VOLUME 11, 2023 19

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3480275

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



Khaloopour et al.

share data in a peer-to-peer fashion between vehicles, other
road participants, and potentially available road side units,
which then can relay the information to the next available
edge server (P3).

The link may be interrupted when the base station is under
a jamming attack. Generally, the jammer aims to perform a
DoS attack by transmitting interference signals to the receiver.
It is foreseeable that at the age of 6G, the jammer will not
only impact the communications service but also threaten
the sensing function. Issues on jamming and anti-jamming
strategies in communication networks have been widely dis-
cussed [102], [154], [155]. However, research on the impact
of jamming on sensing and the corresponding anti-jamming
technologies is just emerging. Simple methods like control-
ling transmission power and increasing radar processing gain
via collecting more samples or choosing alternate waveforms
with better anti-interference performance can more or less
improve the system behavior under jamming. Furthermore,
coordinated multi-point (CoMP) transmission is regarded as
a solution against jamming, as multiple transmitters or re-
ceivers are involved in the transmission process. If one trans-
mission/reception point is down due to jamming, the others
can still provide services.

System state 3 (processing failure): Services provided
by an edge node might be impaired due to server outages
or overloading. In such a case the system has to activate
additional resources. This might be possible by simply utiliz-
ing backup servers, which are available for such a scenario.
However, if there are no additional backup resources, services
with lower requirements, e.g., regarding latency, or lower
priority might be moved to the cloud or deactivated until the
challenge has been overcome (P2, P3). For the use-case of
autonomous driving, that is, controlling the vehicles has the
highest priority, while, e.g., preventing traffic jams is of lower
priority. As last resort, vehicles might be put into a safe state,
eventually slowing down traffic drastically or even stopping
the vehicles completely.

As discussed for this use-case, autonomous driving works
best, if the whole system is running without any impairments.
However, it also became clear that autonomous driving is
possible even while the system faces challenges.

C. A PRODUCTION LINE IN A HIGHLY AUTOMATED
FACTORY
Modern factories are increasingly based on automated pro-
duction processes, thereby increasing the overall production
efficiency. In general, an automated factory can be centralized
(all production activities are taking place at a single site), or
distributed (there are multiple production sites) [156]. For
simplicity, we will consider the case of a single produc-
tion site. An automated production line may involve a large
number of stationary or mobile machines/robots, a number
of sensors and actuators, and a limited number of humans
(operators/workers). The set of relevant resilience metrics for
an automated production line involves production efficiency,
low latency, safety, low cost, and sustainability to achieve
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FIGURE 6. Automated factory as a 6G use-case.

a real-time control [157]. One of the trends in automated
(smart) factories is the use of wireless communication be-
tween different process elements, allowing seamless remote
control of the production process. A general concept of an
automated factory as a 6G use-case is illustrated in Fig. 6.
The 6G technology has the potential to revolutionize man-

ufacturing by enabling highly interconnected, intelligent, and
agile production systems in smart factories. The URLLC
technology would provide reliable and low-latency commu-
nication, thus enabling real-time control of complex manu-
facturing equipment [158]. The massive machine-type com-
munication (mMTC) technology would support massive con-
nectivity, allowing seamless integration and control of a huge
number of sensors required in an automated factory. With
envisioned AI support in 6G networks, intelligent decision
making based on massive sensor information would be more
reliable in automated factories. As 6G networks will support
higher bandwidths, the application of augmented and virtual
reality, as well as digital twins, would allow operators in
factories to visualize complex processes and perform virtual
testing and troubleshooting.
One of the key requirements for automated factories is

the resilience, because any error in the production system
may cause expensive damage or even the loss of lives. A
production line in an automated factory may be subjected
to various challenges that may compromise the reliability
of the production process. In many manufacturing processes
high temperatures may be employed, which leads to increased
aging rate and soft error rate of electronics. Another important
issue is the electromagnetic noise, which may result in soft
errors. The risk of security attacks onwireless communication
networks should be also taken into account. In the following,
we discuss how the proposed RBD concept can be applied to
a smart factory.
System state 1 (sensor failure): In an automated factory,

three main classes of sensors may be employed: sensors
for monitoring the environment, sensors for monitoring the
machines/robots, and sensors for monitoring the quality of
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the final product. Sensors for monitoring the factory envi-
ronment may involve sensors for monitoring temperature,
humidity, pressure, energy consumption, presence/movement
of humans and mobile robots, etc. All machines/robots may
be equipped with sensors for monitoring their performance,
providing the information when the maintenance may be
required. Special sensors are also used to monitor the quality
of materials used in the production process and to test the final
product. Critical sensorsmay be duplicated (P1) to ensure that
sensing functions are preserved even if one sensor fails. All
sensors may be equipped with the self-checking features to
enable timely detection of erroneous sensor information. If
an error is detected in a sensor, it will be switched to test
mode to identify the error and possibly repair the sensor,
while the redundant sensor will be activated to continue the
measurement (P3).

System state 2 (link failure):Thewireless communication
in an automated factory may be affected by failures in the
access points or disruptions in links between the access points
and actors in the production process (robots and humans).
A typical approach for mitigating the effects of link failure
in smart factories is through redundant communication links
based on a different technology. Redundant communication
links may be implemented (P1) in the form of wired commu-
nication protocol such as process field bus (PROFIBUS) and
process field network (PROFINET), or proprietary wireless
communication such as industry local area network (LAN).
Continuous monitoring of the link status (P2) will ensure
timely detection of link disruptions, and redundant links will
be immediately activated (P3).

System state 3 (processing failure): Apart from control
center, data processingmay be performed bymachines/robots
and edge servers. Each machine/robot may be equipped with
processing resources for local processing, necessary for im-
mediate actions. Data from robots is collected by the edge
servers for further processing. In order to reduce the like-
lihood of failures, redundant processing elements are used.
In the case of robots, reconfigurable multi-core processing
platforms may be used (P3). The reconfigurability allows
changing the operating modes in real time, thus enabling to
achieve a trade-off between performance, power consumption
and reliability. That is crucial because robots are powered
with batteries having a limited lifetime. In the case of edge
servers, multiple servers may be used, such that if one server
fails another could take over the processing tasks.

System state 4 (control center failure):The control center
in an automated factory monitors the overall production pro-
cess and makes high-level decisions on the required changes.
The resilience threats in this case are similar to those in a
distributedmonitoring system, and thus similar measuresmay
be applied.

D. VIRTUAL AND AUGMENTED REALITY
Extended realities (XR), encompassing augmented reality

(AR) and virtual reality (VR), are emerging technologies
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FIGURE 7. Virtual and augmented reality as a 6G use-case.

with diverse applications in fields of networking, gaming,
healthcare, and education [159], [160].
XR systems are envisioned as immersive platforms that

support scalable, trustworthy, and persistent interactions
through advanced communication and collaboration tech-
nologies (see Fig. 7). A key challenge in enabling scalable XR
interactions is efficiently managing cloud/edge computing re-
sources and transmitting XR camera and sensory inputs over
wireless networks, while meeting quality of service (QoS),
quality of experience (QoE), and data consistency standards.
Since XR transforms the physical world into a virtual

shared experience, interactions are often limited to localized
environments due to the complexity of maintaining con-
sistent spatial and semantic associations in diverse deploy-
ment scenarios. Additionally, XR experiences require real-
time synchronization and tracking of digital assets across
multiple users, imposing scalability challenges [160]. This
is particularly relevant in scenarios like large classrooms and
collaborative learning, where increased latency and intensive
rendering computations strain network and computational re-
sources, which must be dynamically adjusted based on scene
complexity and user load. In the following, we discuss a few
challenges specific to XR applications and the corresponding
potential resilience provisions based on principles P1–P3.
System state 1 (processing challenge): Modern XR sys-

tems involve heterogeneous devices and envision offloading
to cloud/edge servers with varying computational capabil-
ities. Achieving full immersion is challenging due to the
heavy computational demands and large required communi-
cation bandwidth, especially when 3D scene models require
significant data storage and processing. Interaction among
numerous users further exacerbates these demands. These
challenges can be detected at the users by monitoring the de-
layed feedback from the cloud/edge serves (P2). One possible
solution is to deploy local processors at the users to perform

VOLUME 11, 2023 21

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3480275

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



Khaloopour et al.

a portion of the required computations in a decreased level.
For example, the local processors can provide a few 2D scene
models instead of a 3D model to achieve the virtual shared
experiences in a minimum level (P3).

System state 2 (communication challenge): XR im-
poses substantial demands on communication and networking
infrastructure, requiring ultra-low latency, ultra-high band-
width, and precise synchronization of multiple data streams.
Holographic communication, for instance, demands band-
widths ranging from 100 Gb/s to 1 Tb/s, far exceeding cur-
rent capabilities [161] (P1). Additionally, ultra-low latency is
critical to prevent cyber-physical sickness, particularly in sce-
narios involving haptic feedback and head-mounted displays
(P1). XR use-cases also necessitate stringent synchronization
of various data streams, as misaligned data can degrade the
quality of rendered images and videos, complicating data
communication, networking, and fusion processes. The di-
verse modalities involved (audio, video, haptic) further chal-
lenge data multiplexing and resource allocation. In case of
bandwidth limitations, the link quality monitors at the users
detect this challenge based on the delayed acknowledgements
from the clouds (P2). The local processors at the users can
perform preprocessing algorithms and the results with a re-
duced rate can be transmitted over the available bandwidth
(P3). New/less complex preprocessing algorithms should be
performed by the local processors, and diverse communica-
tion links can be deployed between users and clouds (P3).
Also, the cloud can apply new strategies to process the pre-
processed data (P3).

System state 3 (security and privacy challenges):More-
over, XR introduces new security and privacy concerns. AR
and VR devices collect extensive personal data, including
physical movements, eye tracking, and voice recordings,
which can be used to track, identify, or infer private user
attributes. The integration of multiple modalities in XR appli-
cations heightens security and privacy risks. Given XR’s re-
liance on wireless communication, protecting against eaves-
dropping, data breaches, and malicious attacks is particularly
challenging. Since the security challenges are very critical,
a minimum security level must be ensured using coding
and encryption techniques (P1). Additional secure and re-
silient operational modes can be activated when an active
eavesdropper is detected using ML methods (P2). In future,
adapted privacy-enhancing technologies and post-quantum
crypto schemes shall be developed and integrated to ensure
security and privacy for XR applications and their users (P3).
V. FUTURE RESEARCH DIRECTIONS
By introducing the RBD concept, our work provides a frame-
work for building resilient 6G networks, thus establishing
a basis for future 6G development and standardization. To
apply our RBD concept to 6G networks, future work must
investigate ways of implementing each of the three main
principles (P1–P3) of the RBD framework. That is, resilience
should be considered at an early design phase such that the
network is protected against critical or frequent challenges,
as well as strategic adversaries.Moreover, techniques tomake

the network self-aware and enable it to reconfigure itself have
to be explored. For example, this might be the development
of a monitoring framework for 6G networks. Regarding the
ability of the network to reconfigure itself, multiple opera-
tion modes might be defined for the system, which can be
activated depending on the overall system state. However,
reconfiguration and changes can often only be exerted by a
working control infrastructure (e.g., controllers that coordi-
nate reconfiguration actions and communicate their decisions
as commands to their controlled resources). Future networked
systems need autonomic management [39], zero or at least
automated configuration to be more resilient and avoiding
configuration mistakes introduced by human operators. Pro-
viding a resilient zero-touch control plane connectivity as
base for autonomic management and control of a 6G network
together with the necessary security is challenging though.
For instance, security often requires some form of configu-
ration, e.g., provisioning of certificates, which can only be
automated to a certain extent. Consequently, all future work
has to consider the trade-offs that comewith a resilient design,
e.g., employing an additional monitoring system for self-
awareness results in increased overhead and various depen-
dencies on it. In the following, we discuss some of these future
research challenges in more details.
CAD tools for resilient electronic systems: Currently,

there is no appropriate support for the computer-aided de-
sign (CAD) tools for resilient electronics systems. Existing
design tools for integrated circuits are focused on achieving
a compromise between chip area, performance, and power
consumption. Some commercial simulation tools can analyze
fault effects, but they consider only individual fault types
(transient or permanent). In order to enable a cost-effective
and time-efficient resilience-by-design process, new software
design tools that will consider resilient requirements from the
early design phases are required. The main challenge in de-
sign of CAD tools is to achieve low runtime (fast analysis) for
very complex designs consisting of millions of components.
Another challenge is to take into account the physical effects
of faults, which requires to adopt a cross-layer simulation
approach.
Strategic threats and security services: Resilience to-

wards strategic threats is impossible without prior protection
of each component, and the cooperating system as a whole.
The protection mechanisms have to be tailored to each com-
ponent and on every layer as part of the initial design, as
security is not merely a feature but a fundamental property.
Achieving the different security objectives, mainly availabil-
ity but as secondary goals also integrity, confidentiality, and
controlled access, will require both design and implemen-
tation of suitable security services, including authentication
and access control as well as investigations about their com-
positions when considering the overall system as a whole.
Currently, a pressing security concern is the complexity of
upcoming 6G networks, which involve assemblies of intri-
cate components. These are drastically expanding the attack
surface over simpler, traditional networks. Data origin and
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peer authentication, but also comprehensive access control
will have to be designed and developed, to prevent malicious
interference in the increasingly open and distributed infras-
tructures.

Anomaly detection in 6G: Anomaly detection in 6G will
probably have to leave familiar paths. Due to the real-time
requirements and highly dynamic conditions, a constant op-
erating mode cannot be assumed. Anomaly detection will
therefore be a tightropewalk: false positives are unacceptable,
while at the same time some normal states will hardly last
long enough to be suitable as a reference. Currently, ML-
based research approaches that rely on prediction and that can
independently change abstraction levels appear promising.

Integrating resilient modes into networks: One of the
principles for the proposed RBD framework is reconfigu-
ration capability, which includes designing resilient multi-
operationalmodes, specifically to address possible challenges
and improve themetric of system resilience in the face of such
challenges. These modes can evolve or be discontinued based
on updated failure scenarios and systemmetrics. For instance,
when a more general mode is introduced through system
evolution, older modes may be eliminated. Key questions
for future research include: How should operational modes
be designed? How many modes are necessary to achieve a
desired level of resilience? Which modes can evolve over
time, and which ones should be discontinued? To address
these questions, the application requirements should be taken
into account. This approach is particularly relevant as we
transition from 5G to 6G. In this evolution, not all components
of the 6G network will provide the same level of resilience.
Therefore, we must achieve resilience across the network,
even if some components are not inherently resilient. This
transition naturally involves upgrading certain parts of the
network to meet higher resilience standards, while other parts
may remain less resilient.

Scalability and modularization: The 6G communication
network is very complex including various interconnected
and interdependent components. Therefore, the set of possi-
ble failures, attacks, and other disturbances that could affect
this network is also complex. This makes the scalability of
RBD approaches quite challenging. In this paper, our ap-
proach is to simplify the complex failure scenarios by consid-
ering possible failures within different layers and providing
realizations of enabling principles P1–P3 for each layer. This
partially addresses scalability challenge as the failure sets
relevant for each layer is more limited. Nonetheless, due to
interdependency of different layers scalability of RBD 6G re-
mains an open challenge. One possible solution to overcome
this issue is based on functional modularization, where the
6G network is broken down into a system of subsystems (i.e.,
modules) based on their functionalities, where the modules
operate relatively independent of each other. For example,
computational resources can be a functional module which,
regardless of the failures/threads it is affected by, can operate
in several functional states (e.g., high, medium, low). Note
that each functional module may still span multiple network

layer; however, due to their relative functional independence,
other modules need to adapt to the functional status of the
modules and not to the specific failures that they are affected
by. Furthermore, the modules can be empowered with addi-
tional operational modes (including the the enabling princi-
ples proposed in this paper) to allow reconfigurability in the
face of possible failure scenarios. The proper level of mod-
ularization, the design of resilient modes for each module,
the distributed and automatized reconfiguration of different
modules, and the characterization of end-to-end resilience are
open research problems for future research.
Measuring end-to-end resilience:The proposed solutions

in the previous studies to enhance the resilience of systems,
usually focus on one or more metrics such as availability, re-
liability, security, robustness, etc. We clarified the differences
between resilience and other related terms and investigated
a general framework for designing resilient communication
networks. However, there are other questions that need to be
discussed in future studies, e.g., what is the set of relevant re-
silience metrics for the end-to-end system? Can a general set
of metrics be proposed, or does it depend on the application of
the considered system? How can we maximize these metrics?
Thus, a potential future research direction could focus on
measuring the resilience of systems.
Long term availability of the network services: To have

resilience in the network, the network should be able to miti-
gate failures and continue to provide services to the end users.
From the software core network perspective in 6G, the long-
term availability of the network services is very essential.
The resource usage changes depending on the operation load
in the system. In the face of insufficient and unevenly dis-
tributed resources among network components, they may fail
or perform poorly. Finding the optimal allocation of resources
for the network services based on the requirements is very
challenging. Also in case of insufficient resources for the
network operations, how to provision resources dynamically
in an efficient way is an open question. Defining system
stages with strange attractors and how close the system is to
the attractors that predict failures, and taking required actions
can enhance the system reliability.
Emergency/backup communication networks: It is im-

portant to emphasize that in RBD, we design systems that
can continue functioning despite partial challenges/failures.
However, it is impossible to forecast and account for every
possible challenge. When a challenge is very complex and
has a wide-ranging impact on the communication system,
it could potentially lead to a complete system outage. Dif-
ferent studies in the literature have discussed these complex
challenges and proposed emergency/backup networks (see
Section I-C). For concreteness, we did not explicitly discuss
these backup networks in this paper and refer interested read-
ers to the provided references. However, we note that the
emergency/backup networks can be explained as resilience-
enabling ‘‘operational modes’’ of the entire communication
networks that are activated when the existing network is
extremely damaged. Moreover, the design of an interface be-
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tween emergency networks and the existing (still functioning
part of the) infrastructure is naturally a part of the proposed
RBD concept.

Social and legal aspects of resilient design: We studied
various technical aspects to embed resilience into communi-
cation system design. We discussed resilience principles (P1–
P3), including protective design measures (default consid-
erations in the design), self-awareness capability (including
sensing, monitoring, prediction, etc.), and reconfiguration
capability (including the design of multi-operational modes).
However, determining the legal and social aspects of protec-
tive measures considered default in the design, as well as the
type of data legally permitted to be sensed and monitored, in-
troduce challenges that require regulation or legislation. Fur-
thermore, the introduction of new operational modes requires
alignment with specific standards and regulations. Hence, the
social and legal aspects of this resilient design are as essential
as the technical aspects and require further studies.

Resilience-by-default versusRBD: In the recent literature
of security, a distinction has been made between security-by-
design and security-by-default [162]–[164]. While security-
by-design means that the security configurations should be
embedded in system design, security-by-default means that
the minimum security levels should be provided by default
without additional configuration. A similar analogy is ex-
pected for resilience, i.e., RBD, which is studied in this paper
and resilience-by-default, where any parts of the 6G system
should have resilience features enabled by default such that
no action is required to benefit from the resilience capabilities
of the system. However, given the complexity/cost trade-off,
not all the services require the same degrees of resilience.
A potential solution would be to establish a few levels of
resilience where services assigned to each level will ‘‘by
default’’ feature a minimum predefined resilience guaranteed
by the 6G communication network.

VI. CONCLUSION
Communication networks constitute a critical infrastructure
that is the basis for many critical services in a digital society.
Therefore, resilience has been considered a driving force in
the design of 6G communication networks. This paper has
introduced a comprehensive framework embedding resilience
concepts into the design of 6G communication networks.
After reviewing the background on resilience concepts, def-
initions, and approaches, we have introduced the proposed
holistic RBD concept for 6G communication networks. This
concept accounts for physical and cyber resilience across
all layers of the communication systems, addressing elec-
tronics, physical channel, network components and func-
tions, networks, and services. Additionally, it considers cross-
layer and cross-infrastructure interactions. Three different
enabling principles, namely protective design measures, self-
awareness capabilities, and reconfiguration capabilities are
discussed in detail and further exemplified from various per-
spectives and layers in 6G networks. In addition, the trade-off
between complexity, efficiency, and resilience is discussed.

The proposed RBD concepts are explained along several
concrete 6G use-cases. This paper is concluded by identifying
various open problems for future research on 6G resilience.
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