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Abstract. Developers are confronted with a plethora of guidelines to address 

trustworthy AI (TAI). However, guidelines remain mainly abstract and implica-

tions for the development process are often difficult to address technically in a 

holistic manner across the AI development process of data preprocessing, model 

development, model evaluation, and inferencing. We synthesize existing research 

on TAI guidelines and realization of TAI qualities, such as security or fairness, 

to derive techniques that TAI development platforms need to prioritize and in-

clude to guide developers for addressing TAI. Our study reveals 34 techniques 

for achieving TAI on development platforms along six main technique catego-

ries: trustworthy training data, trustworthy model training, tests for trustworthy 

model evaluation, monitoring and control for trustworthy inferencing, external 

and internal transparency, and data protection. This study contributes to a better 

understanding of realizing TAI so that researchers and practitioners can better 

address TAI requirements and ensure impact of TAI guidelines. 

Keywords: Trustworthy Artificial Intelligence, AIaaS, AI services 

1 Introduction 

The advancing application of artificial intelligence (AI), even in sensitive areas of peo-

ples’ life such as skin cancer diagnoses for patients (Sangers et al., 2021), extreme 

weather prediction (Qin et al., 2023), or airplane development (Braiek et al., 2023), has 

raised calls for guidelines to ensure the development of trustworthy AI (TAI) systems 

(Adadi & Berrada, 2018; Schmager & Sousa, 2021). 

Despite, the growing calls for TAI development, we observe that current guidelines 

(Hagendorff, 2020), principles (Curto & Comim, 2023; Diakopoulos et al., 2023), and 

best practices (Mazumder et al., 2023) to facilitate TAI development remain abstract 

and difficult to apply (Hagendorff, 2020; Schmager & Sousa, 2021). Guidelines lack 

technical details, for example, guidelines may call for ensuring fairness but developers 

remain uncertain which fairness metrics to choose due to metric diversity (Caton & 

Haas, 2023). Developers are also confronted with a plethora of algorithms and tools 

focusing on achieving different TAI qualities such as privacy or fairness. For example 

robust neural networks (Carlini & Wagner, 2017), the projected gradient descent for 
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adversarial training algorithm (Madry et al., 2018), or robustness focused data sanitiza-

tion (Xiong et al., 2022), or tools such as IBM’s “Adversarial Robustness Toolbox 

(ART)” or the open-source library “cleverhans” to address the TAI qualities robustness 

and security. However, they are only of limited use for developers as they co-exist in 

isolation, focus on only one or few TAI qualities, and lack alignment to guide the entire 

AI development lifecycle. Reflecting these reasons, guidelines have been rendered as 

unhelpful to change or improve developers behavior and subsequently achieving TAI 

in development practice remains challenging (Pant et al., 2024). 

Novel cloud-based AI development platforms can be a compelling alternative to fos-

ter TAI because these platforms provide developers with best practices and tools to 

enable and guide the AI development (e.g., to develop, train, deploy, manage, and use 

AI models) (Lins et al., 2021). Eminent cloud providers, such as Amazon, Google, 

IBM, Microsoft, and small and medium-sized enterprises have started offering AI de-

veloper platform services (AIaaS) with varying capabilities, becoming more and more 

important for AI developers nowadays (Sundberg & Holmström, 2022; Zapadka et al., 

2020). We propose that these AI development platforms should incorporate and prior-

itize techniques to achieve TAI. These platforms can then provide operationalizable 

means to developers lacking clear guidance on TAI development (B. Li et al., 2023).  

The ever-increasing number of research articles discussing TAI is a valuable starting 

point to identify suitable techniques that can be integrated into cloud-based AI devel-

opment platforms. Such work examines, among others, how to use non-trustworthy AI 

systems in a trustworthy way in different use cases (e.g., D. Wang et al., 2021), what 

ethical and legal implications arise from AI usage in sensitive domains (e.g., Nguyen 

et al., 2023), or what aspects and values are part of AI trustworthiness (e.g., Floridi et 

al., 2018). While current research provides valuable insights for TAI considerations, 

we observe three key research challenges. First, extant TAI research is spread across 

various disciplines (e.g., information systems, computer science, or medicine). Second, 

proposed techniques to achieve TAI qualities are often examined in isolation. Third, AI 

development platforms require TAI techniques that span the entire AI development 

lifecycle. Further research is required that synthesizes extant techniques proposed by 

research in different disciplines, combines identified techniques, and then integrates 

them into the entire AI lifecycle to support AI developers in every process step. Ac-

cordingly, we seek to answer the following research question: What are the key tech-

niques for fostering TAI that can be integrated into AI development platforms? 

We conducted a descriptive literature review (Paré et al., 2015) that synthesizes the 

scattered knowledge on TAI development suggestions that can be operationalized in an 

AI development platform. Overall, the review revealed six categories of techniques that 

can be integrated into TAI development platforms: trustworthy training data, trustwor-

thy model training, tests for trustworthy model evaluation, monitoring and control for 

trustworthy inferencing, external and internal transparency, and data protection. Our 34 

techniques for TAI development platforms contribute to research and practice by syn-

thesizing and aggregating the scattered knowledge and providing suggestions for tech-

niques that should be included to set up TAI development platforms. 



 

 

2 Background 

2.1 AI Development Platforms 

We follow a broad AI definition and define AI “as the ability of a machine to perform 

cognitive functions that we associate with human minds, such as perceiving, reasoning, 

learning, interacting with the environment, problem solving, decision-making, and even 

demonstrating creativity” (Rai et al., 2019, p. 3). To foster the development of AI sys-

tems, nowadays various AI development platforms have emerged that are software plat-

forms to enable the development and use of AI models by providing access to frame-

works, tools, libraries, programming languages, and software development kits (Lins et 

al., 2021). AI development platforms provide storage and compute resources (e.g., vir-

tual machines, physical servers, or containers), often containing accelerated hardware 

to manage the compute-intensive training needed for AI development. AI development 

platforms also provide data storage technologies to manage the large amount of high-

quality data required for AI development (Demchenko et al., 2014). Developers can 

leverage these resources in every step of the AI development process: (1) data prepro-

cessing, (2) model development, (3) model evaluation, and (4) inferencing (Amershi et 

al., 2019; Schlegel & Sattler, 2023). First, in the data preprocessing phase (1), data 

scientists prepare the training data and perform tasks such as data collection and selec-

tion, data cleaning, data labeling, or feature engineering. Second, during model devel-

opment (2), AI developers and data scientists work with the training data to perform 

model training, finetuning and selection. Third, in the model evaluation phase (3) the 

developers evaluate the model regarding performance and other TAI qualities based on 

the training data and new data. In the last phase of inferencing (4), the model deploy-

ment, outcomes generation and monitoring take place. It is then possible to use the 

model and generate insights (Amershi et al., 2019; Schlegel & Sattler, 2023). With our 

study we are looking for the key techniques that can be integrated into AI development 

platforms to facilitate TAI in each of these development phases. 

2.2 Trustworthy AI 

AI can be considered trustworthy when it is developed and applied in ways that are 

compliant with all relevant laws, when it is safe to use, and when general ethical prin-

ciples are met (Thiebes et al., 2021). AI “must work reliably, in ways that anyone can 

trust will be for the benefit of humanity and the whole environment” (Floridi, 2019, p. 

1). To operationalize TAI, researchers often refer to key qualities of TAI systems, 

namely privacy, fairness, accountability, robustness, security, transparency, perfor-

mance (Fjeld et al., 2020; Hagendorff, 2020; Jobin et al., 2019). Privacy covers that 

data and models must be kept private and protected against unauthorized access (Liu et 

al., 2023). Fairness describes that AI systems’ outcomes are free from bias and discrim-

ination against individuals and groups (Gittens et al., 2022). Accountability describes 

who is responsible for the AI system use, design, and subsequent consequences and 

how this entity can justify decisions of the AI system (Wieringa, 2020). Robustness 

refers to the ability of an AI model to handle unknown scenarios or anomalies well and 



 

 

avoid adverse effects (e.g., performance reduction) (Fjeld et al., 2020). Security focuses 

on protection against intentional attacks trying to compromise AI systems’ confidenti-

ality, integrity, and availability (Leslie, 2019). Transparency enables understanding of 

the AI system (e.g. outcomes’ explainability) (Barredo Arrieta et al., 2020). Perfor-

mance describes the AI system’s capability to fulfill the given task (e.g., measured as 

accuracy) (Q. V. Liao & Sundar, 2022). 

2.3 Related Research 

Research on TAI is steadily evolving and can be categorized in three major research 

streams: Defining TAI, TAI Requirements, Realizing TAI (Table 1). 

Table 1. Related research streams on Realizing TAI 

Research stream Description Exemplary studies 

Defining TAI Conceptualizing ethical 

and trust principles for AI 

• Floridi et al. (2018) 

• Fjeld et al. (2020) 

• Thiebes et al. (2021) 

TAI Require-

ments 

Discussing prerequisites 

and criteria for TAI 

• Procter et al. (2023) 

• Ju et al. (2023) 

• Otoum & Mouftah (2021) 

Realizing TAI Developing (technical) 

methods to achieve TAI 

• Curto & Comim (2023) 

• B. Li et al. (2023) 

• This study 

First, various articles seek to define TAI by approaching it from an ethical viewpoint 

or applying human trust perception principles to AI. For example, Floridi et al. (2018) 

propose beneficence, non-maleficence, autonomy, justice, and explicability as the five 

foundational principles for TAI derived from traditional bioethics. Fjeld et al. (2020) 

aims to achieve consensus around privacy, accountability, safety and security, trans-

parency and explainability, fairness and non-discrimination, human control of technol-

ogy, professional responsibility, and promotion of human values as key thematic trends 

for trustworthy AI. Wieranga (2020) defines algorithmic accountability based on a lit-

erature research and includes viewpoints from different disciplines. Thiebes et al. 

(2021) introduce TAI by adopting the five foundational principles for TAI of Floridi et 

al. (2018) and propose a data-driven research framework for TAI.  

Second, related articles discuss what requirements must be met to develop and use 

TAI in specific environments. For instance, Procter et al. (2023) examine what AI ac-

countability means in clinical decision making. Ju et al. (2023) discuss high-level char-

acteristics for a governmental chatbot for citizens. Otoum & Mouftah (2021) examine 

how TAI can be implemented for energy infrastructure management in cities. 

Third, there is a large base of articles proposing techniques and algorithms to realize 

TAI. These articles focus mostly on achieving one TAI quality (e.g., fairness). For ex-

ample, Curto & Comim (2023) present an end-to-end framework to develop fair AI by 

continuously including stakeholders’ feedback. B. Li et al. (2023) summarize methods 



 

 

for robustness, generalization, explainability and transparency, reproducibility, fair-

ness, privacy protection, and accountability representing one of the few articles cover-

ing multiple TAI qualities together. 

While related research contributes valuable insights to the understanding of TAI, we 

still lack knowledge on how to attain all (or a set of) TAI qualities in combination and 

how to combine proposed techniques to realize TAI efficiently. Therefore, we require 

further knowledge which techniques can be integrated into an AI development platform 

to foster TAI, which techniques can be effectively combined to achieve TAI qualities 

and in which step of the AI lifecycle these techniques need to be applied. In this study 

we review existing research to combine concepts, methods, and components to derive 

techniques for a TAI development platform supporting the entire lifecycle. 

3 Research Approach 

3.1 Literature Search 

We conducted a literature review (Paré et al., 2015) to synthesize the state of current 

research on requirements and techniques for a TAI development platform, while apply-

ing guidelines for literature reviews (vom Brocke et al., 2015). The search string was 

constructed to reveal articles dealing with TAI development in general and platforms, 

resulting in the following search string: AB (Trustworth* AND ((Artificial Intelligence) 

OR AI OR ML OR (Machine Learning)) AND (Development OR Platform)) 

The search was conducted on five scientific databases, selected for their access to a 

wide range of peer-reviewed articles in the various disciplines: the ACM Digital Li-

brary, EBSCOhost, AIS eLibrary, IEEEXplore, and ProQuest. We applied our search 

to the abstracts to reveal a broad set of (potentially) relevant articles across disciplines. 

The initial search yielded 350 potentially relevant articles, as of October 16, 2023. 

We conducted a relevancy check in two stages. In the first step, the 350 papers were 

assessed for fit based on the title and abstract, resulting in the exclusion of 269 articles. 

We applied the following exclusion criteria: categorized as off-topic and not dealing 

with TAI (90), not in English (2), duplicates (36), not a research article (5), other TAI 

related research not providing techniques (51), and focusing on very specific use cases 

(e.g., Trustworthy AI-based health chatbot; H. Wang et al., 2022) (85). In the second 

step, the 81 potentially relevant articles were analyzed in their entirety. 39 relevant ar-

ticles were remaining for analysis after excluding 42 articles mainly dealing with non-

technical aspects of TAI. 

3.2 Literature Analysis 

Thematic analysis was applied to the final set of 39 articles. To identify the relevant 

techniques for TAI development platforms, we performed six steps: ‘familiarizing with 

the data’, ‘generating initial codes’, ‘searching for themes’, ‘reviewing themes’, ‘nam-

ing and defining themes’ and ‘producing the report’ (Braun & Clarke, 2006). 



 

 

During familiarizing with the data, we noticed that some articles take a rather ethical 

or sociotechnical perspective, while others describe very specific technical implemen-

tations towards one or multiple qualities of TAI. Few articles are also reviewing open-

source tools and implemented frameworks to build TAI systems (e.g.; Liu et al., 2023; 

Marzouk et al., 2023). 

In the generating initial codes phase, papers were read and text passages containing 

techniques or specific methods to fulfill TAI qualities for the TAI development plat-

form were marked. For example, the text passage “Homomorphic Encryption (HE) en-

ables computation functions on the data without accessing the plaintext by allowing 

mathematical operations to be performed on ciphertext without decryption. […]” (Liu 

et al., 2023, p. 32) was coded as “Homomorphic encryption”. In total 214 initial codes 

were assigned (e.g., “Access control”, “Data augmentation”). 

In searching for themes, the 214 initial codes were further combined when they were 

part of the same technique or describing a similar technique. For example, the codes 

“Anomaly Detection” and “Data Sanitization tests and removes abnormal samples” 

were combined to the theme of techniques “Training Data Monitoring”. Searching for 

similar techniques resulted in 34 themes of techniques (e.g., debiasing, training data 

monitoring). 

In the phase reviewing themes, the themes relating to similar techniques were revis-

ited and adapted. The criteria of internal homogeneity and external heterogeneity were 

considered for the revision to form themes (Patton, 2002). The review was guided by 

the question “What is the goal of this theme of techniques within the TAI development 

platform?”. Two themes of techniques were merged if their goals were the same. For 

example, “Debiasing” and “Training Data Monitoring” were merged to the higher-level 

category of themes “Trustworthy Training Data”. Finally, we aggregated 34 technique 

themes into six higher-level categories of techniques (Table 2). 

For the naming and defining themes phase the final six higher-level categories of 

techniques were subsumed as: “Trustworthy Training Data”, “Tests”, “Trustworthy 

Model Training”, “Internal and External Transparency”, “Inferencing Monitoring and 

Control”, and “Data Protection”. 

Afterwards, the categories of techniques were compared to the four main phases of the 

AI development process: data preprocessing, model development, model evaluation, 

and inferencing. Contents of the respective technique category were compared to the 

tasks within the corresponding AI development phases and sorted accordingly. The 

technique category “C1: Trustworthy Training Data” comes into play mainly in the data 

preprocessing phase, the technique category “C2: Trustworthy Model Training” is 

mainly applicable in the model development phase. “Tests” are most relevant in the 

model evaluation phase and were thus named to “C3: Trustworthy Model Evaluation” 

and “Inferencing Monitoring and Control” is mainly relevant in the inferencing phase 

and was thus named “Trustworthy Inferencing”. The technique categories “C5: Internal 

and External Transparency” and “C6: Data Protection” are considered cross-phase be-

cause they are relevant in all AI development phases. Table 2 shows the final technique 

categories including the mapped TAI lifecycle phase, exemplary techniques and ad-

dressed TAI qualities. 



 

 

4 Techniques for Trustworthy AI Development Platforms 

Table 2. Technique Categories from the Literature Review 

Technique Category Description 

 

AI Dev. 

Lifecycle 

Phase 

Exemplary 

Techniques 

TAI Quality 

Addressed 

C1: Trustworthy Training Data 

Techniques for monitoring and pre-

processing the training data. 

Data Pre-

pro-

cessing 

(1) 

Issue Detec-

tion, Debi-

asing, Data 

augmentation, 

Preserving 

Privacy 

Privacy 

Fairness 

Security 

Robustness 

Performance 

C2: Trustworthy Model Training 

Techniques to build and train ro-

bust, fair, and privacy-preserving 

models. 

Model 

Develop-

ment (2) 

Robust Train-

ing, Model 

Debiasing, 

Differential 

Privacy 

Privacy 

Fairness 

Robustness 

C3: Trustworthy Model Evalua-

tion 

Techniques to evaluate model’s 

fairness, performance, and robust-

ness; and ensure explainability. 

Model 

Evalua-

tion (3) 

Fairness Eval-

uation, Ro-

bustness Eval-

uation, Ensur-

ing Explaina-

bility  

Fairness 

Accountabil-

ity 

Robustness 

Transparency 

Performance 

C4: Trustworthy Inferencing 

Techniques to monitor and actively 

control inferencing. 

Applicable in inferencing phase. 

Inferenc-

ing (4) 

Input Moni-

toring, Infer-

encing con-

trol, Output 

Monitoring 

Robustness 

Security 

Transparency 

C5: Internal and External Trans-

parency 

Techniques to enable transparency 

of AI development decisions and 

process, incl. internal / external 

communication. 

Applica-

ble in all 

lifecycle 

phases 

Documenta-

tion, Collabo-

ration and 

Communica-

tion, Process 

control 

Accountabil-

ity 

Security 

Transparency 

C6: Data Protection 

Techniques to transmit, store and 

process sensitive data securely. 

Applica-

ble in all 

lifecycle 

phases 

Access Con-

trol, Homo-

morphic En-

cryption 

Privacy 

Security 

4.1 Trustworthy Training Data 

The core objective of integrating TAI techniques for trustworthy training data during 

the data preprocessing phase is to contribute to privacy, fairness, security, robustness, 

and performance of these training data. 



 

 

Detection: Involves identifying data issues and potential attacks. Techniques include 

distribution-based methods and classifier-based approaches (Liu et al., 2023). For ex-

ample, maximum mean discrepancy tests (Gretton et al., 2012) and pre-trained classi-

fiers (Gong et al., 2017) can be used to detect attacks. Further, „risk difference“ can be 

used to predict sensitive variables to assess dataset fairness (D. Xu et al., 2019). 

Cleaning: Involves removing outliers, adversarial samples, and noise, and correct-

ing data. Techniques include denoisers (F. Liao et al., 2018), GANs (Goodfellow et al., 

2014), and data compression (X. Wang et al., 2019). For example, GANs can be used 

to generate clean data by predicting or generating original labels or features to replace 

corrupted ones (Xiong et al., 2022). 

Preserving Privacy of AI users and data subjects. Methods include perturbation-

based mechanisms like differential privacy (Díaz-Rodríguez et al., 2023) and methods 

for data anonymization and pseudonymization (Mourby et al., 2018). To anonymize 

data different cryptographic algorithms need to be part of the platform (Choudhury et 

al., 2020). 

Data Augmentation: Involves filling missing values, creating new samples, or re-

placing privacy-sensitive variables. Techniques include simulation-based methods and 

using GANs or auto-encoders (Xing et al., 2023). Also distribution-based methods 

(Muralidhar et al., 1999) and linear regressions can impute data points (Burridge, 2003). 

Debiasing: Involves reducing bias in the dataset by altering it, which can lead to 

decreased performance (X. Gu et al., 2022). Methods include resampling, reweighting, 

and representation transformation (Marzouk et al., 2023). A popular example is the 

Synthetic Minority Over-sampling Technique (SMOTE) to resample by creating new 

samples and balance the dataset (Chawla et al., 2002). 

4.2 Trustworthy Model Training 

During model development and training, TAI techniques support the development of 

robust, fair, and privacy-preserving models.  

Robust Training: Ensuring models are less susceptible to anomalies or manipula-

tion (Das et al., 2023). Example techniques are adversarial regularization, where mod-

els or learning algorithms are adopted to improve robustness (S. Gu & Rigazio, 2014), 

and using robust statistical methods, also known as robust learning (G. Xu et al., 2017). 

For instance, projected gradient descent for adversarial training (PGD-AT) is an 

adapted learning algorithm to learn adversarial robustness accuracy at the same time 

(Madry et al., 2018). 

Model Debiasing: Techniques to mitigate biases in models via pre-processing (see 

previous section) in-processing (adapting the model itself), and post-processing (adapt-

ing the model outputs) methods (Gittens et al., 2022). For example, adversarial debi-

asing is an in-processing technique and aims to minimize the disclosure of sensitive 

data by the model while the model is trained (Zhang et al., 2018). 

Preserving Privacy is also relevant during model development and training. This 

includes applying differential privacy to optimization algorithms, like DP-SGD (Abadi 

et al., 2016) and teacher-student architectures to protect the actual model against spying 

(Papernot et al., 2018). In federated learning environments, adapted methods ensure 



 

 

data privacy by keeping unprotected data on client-side and exchanging only (noised) 

model parameters during training (Cao et al., 2020). 

4.3 Trustworthy Model Evaluation 

Once the model is built, the TAI development platform offers techniques for model 

evaluation that assess fairness, accountability, robustness, and performance, while con-

tributing to transparency by explaining the model. 

Fairness Evaluation: Various metrics such as demographic parity (Dwork et al., 

2011), predictive equality (Hardt et al., 2016), and equalized odds (Agarwal et al., 

2018) are employed to assess model fairness. A TAI development platform should pro-

vide processing methods and frameworks for fairness evaluations, along with tools like 

Fairlearn (Weerts et al., 2023) and FairTest (Tramer et al., 2017). 

Performance: Techniques such as sandbox and simulation environments such as the 

simulator “Gazebo” (Koenig & Howard, 2004) are used for comprehensive and effort 

effective performance evaluation (Schaich Borg, 2021). Those reusable environments 

support reproducibility and accountability through standard test cases (Shneiderman, 

2020). 

Robustness Evaluation: Metrics like Security Evaluation Curve (Biggio et al., 

2014), Loss Sensitivity (Arpit et al., 2017), and Empirical Robustness (Moosavi-

Dezfooli et al., 2016) are utilized to quantify model robustness. Benchmarking tech-

niques are employed to evaluate models against adversarial attacks (Croce & Hein, 

2020). Toolkits such as DeepRobust are utilized for robustness assessment (DSE-MSU, 

2019/2024). 

Explainability including global and local methods like including surrogate models 

(Wu et al., 2018), feature importance techniques (Zien et al., 2009), and attention-based 

methods (Atkinson et al., 2020), are used to increase model transparency. A TAI de-

velopment platform offers interpretable models (InterpretML, 2023) and combines vis-

ual and textual explanations to enhance understanding in users’ language (Shneider-

man, 2020; Zeiler & Fergus, 2013). 

4.4 Trustworthy Inferencing 

The last phase is the inferencing phase. In this phase the developed and successfully 

tested model is deployed and monitored during inferencing. External transparency and 

user communication are especially relevant in this phase as external stakeholders play 

a key role in meeting trust requirements. 

Input Monitoring: Involves checking incoming data for attacks and anomalies. 

Techniques include misuse detection to identify harmful data or odd usage patterns 

(Javadi et al., 2021). Methods such as subnetworks (Metzen et al., 2017), feature 

squeezing (W. Xu et al., 2017), and ensemble defender modules are used for attack 

detection (Darvish Rouani et al., 2019). Additionally, AI-based quality checks ensure 

high-quality input data (X. Wang et al., 2019). For example, similarity-based data qual-

ity scores (Carrara et al., 2019) and real-time artifact detection (de Fauw et al., 2018) 

on images are employed. 



 

 

Input Transformation: After monitoring and detecting data issues, input transfor-

mation techniques are applied to mitigate attacks and rectify issues. Techniques include 

compression to reduce the impact of adversarial attacks (X. Wang et al., 2019) and 

perturbation rectifying networks to remove artificial perturbations from data (Akhtar et 

al., 2018). Conditional GANs can also be used for data rectification (G. Li et al., 2020). 

Output Monitoring regarding model performance issues before sending model out-

put back to the client. Methods include performance monitoring (Das et al., 2023), con-

cept drift detection (Klinkenberg & Joachims, 2000), and ethical validation to ensure 

fairness (Lu et al., 2023). Tools like "Evidently AI" can be used for monitoring model 

performance and usage (Murindanyi et al., 2023). 

Inferencing Control: Focuses on human intervention during inferencing to increase 

accountability, robustness, and security. For example, fail-safe mechanisms (B. Li et 

al., 2023), and emergency stops (Lu et al., 2023) are implemented to ensure safe usage 

and enable immediate deactivation of the AI component in risky situations.  

4.5 Transparency and Data Protection Techniques Facilitating TAI 

Next to the phase-specific techniques, the TAI development platform provides cross 

phase techniques that contribute to privacy, accountability, transparency, and security. 

Data Protection for confidentiality, integrity, and availability throughout the whole 

lifecycle. A special concern is external data protection including methods to protect 

data as close to the data source as possible during data acquisition (e.g., TLS as cryp-

tographical transmission protocol; Park et al., 2022). Access control mechanisms en-

sure authorized access (Alexander et al., 2023). Additionally, encryption methods like 

homomorphic encryption are utilized to keep data secured during preprocessing and 

training (Díaz-Rodríguez et al., 2023). Trusted Execution Environments (TEE) provide 

isolated execution environments on hardware levels, enabling privacy-preserving com-

puting (Hoekstra et al., 2013).  

Documentation encompasses phase-dedicated and overarching system information. 

Comprehensive AI system information contains data factsheets including data prove-

nance from the preprocessing phase (Toreini et al., 2020), model cards from the model 

development and evaluation phases (Mitchell et al., 2019) and service fact sheets for 

the inferencing phase (Arnold et al., 2019). Further, co-versioning of data and models 

contribute to accountability with tools like Data Version Control (Perez-Cerrolaza et 

al., 2023).  

Communication and Collaboration. Effective communication channels within de-

velopment teams and with external stakeholders contribute to transparency. For in-

stance, standardized feedback mechanisms like active learning improve model perfor-

mance (Q. V. Liao & Sundar, 2022). Sharing incidents openly and in a standardized 

way contributes to accountability and reduces reputational costs for the organization in 

the long-run (Das et al., 2023). Communicating data quality issues or uncertainty en-

hances system robustness as it enables humans to intervene and take control to avoid 

harm and increase performance (Dietterich, 2017). 

Control. (Organizational) data and AI governance is a vast field of policies, pro-

cesses, roles and tools to control the application and development of datasets and AI 



 

 

models (Butcher & Beridze, 2019; Dama International, 2017). Data management plans 

enforce governance frameworks that guide developers and governance team members 

in handling data securely (Perez-Cerrolaza et al., 2023). MLOps frameworks, like 

MLFlow (Zaharia et al., 2018), extend DevOps practices to AI development and inte-

grate trust enhancing methods (Borg, 2022; B. Li et al., 2023).  

5 Discussion 

Principal findings. Our literature review revealed 34 techniques categorized in six 

themes that can be integrated into AI development platforms to operationalize TAI. We 

also mapped the techniques with the AI development process phases (data prepro-

cessing, model development, model evaluation, and inferencing). Our findings show 

that TAI needs to be pursued and prioritized in every development phase and how a 

TAI development platform can support this process end to end. The derived TAI devel-

opment platforms’ techniques contribute to several TAI qualities simultaneously, 

showing how TAI development can be enabled holistically and by default. 

Implications for Research. Existing literature has discussed TAI guidelines and 

qualities that should be addressed for TAI systems (Fjeld et al., 2020; Floridi et al., 

2018; Thiebes et al., 2021). For example, that AI systems should ensure fairness (e.g., 

no discrimination) (Das et al., 2023; Díaz-Rodríguez et al., 2023). However, research 

mainly studies TAI qualities and techniques in isolation (e.g.; Carlini & Wagner, 2017; 

Madry et al., 2018), ultimately lacking knowledge to understand how theoretical guide-

lines can be put into practice to help achieving TAI systems that ensure TAI qualities. 

Our aggregated six categories along 34 techniques provide a synthesized overview 

based on the literature that shows how various TAI qualities can be addressed by these 

techniques in parallel, such as GANs for general purpose cleaning, data augmentation, 

and data rectification (Goodfellow et al., 2014; G. Li et al., 2020; Xing et al., 2023). 

Thereby we provide insights into TAI quality combination and respective techniques 

for developing TAI systems in line with guidelines. This paves the way for future re-

search to further investigate the consequences of combining TAI qualities and tech-

niques (e.g., synergies or adverse effects; Petkovic, 2023; Steimers & Schneider, 2022). 

Future research can build on our findings by testing and complementing the proposed 

techniques for addressing TAI qualities holistically. 

We advance research by providing starting points for realizing TAI to guide devel-

opers on AI development platforms. Current research provides only limited orientation 

for developers to realize TAI along the development process (e.g. Cao et al., 2020; 

Toreini et al., 2020). We show how TAI qualities can be addressed on AI development 

platforms along the development process (data preprocessing, model development, 

model evaluation, inferencing). We mapped the proposed TAI techniques to develop-

ment lifecycle’s key phases to contribute to a better understanding of how each tech-

nique contributes to one or more TAI qualities along the lifecycle. Future research can 

test and complement suggestions and evaluate suitable combinations of identified TAI 

techniques that can be integrated into AI platforms. 



 

 

Implications for Practice. The results provide a starting point for AI developers 

and platform providers to construct TAI development platforms by providing concrete 

techniques to include at every stage of the AI development process. The 34 techniques 

derived show which algorithms and tools developers can choose from on a TAI devel-

opment platform (as a one stop shop) to fulfill TAI qualities. 

Our results indicate what techniques to include for the construction of TAI develop-

ment platforms, thereby accelerating the process to develop TAI. We show how organ-

izations could harness development platforms and integrate extant techniques to pro-

vide TAI development guidance for developers. Thereby, organizations can benefit 

from a ready to use development platform without having to deal with operationalizing 

TAI guidelines individually.  

Limitations and future research. This literature review does not come without lim-

itations paving the way for future research. First, there is an inherent bias for the selec-

tion of the search string and the identification of relevant literature which we attempted 

to mitigate by describing our choices as transparent as possible. Second, TAI develop-

ment platform techniques can significantly contribute to TAI development, but there 

are other aspects that need to be considered for TAI development as well that are not 

reflected in this study. For example, the construction of TAI systems also requires a 

safety-aware organizational culture in the planning and requirements engineering 

phase. Third, existing research evaluates individual TAI techniques, but so far there has 

been no evaluation of the components in combination as proposed in our study. There-

fore, future research should further investigate how different TAI qualities can poten-

tially interfere with each other when introduced combined as suggested. The under-

standing of ethical concepts such as TAI might also further evolve over time so that the 

derived techniques might need to be adapted or updated as theoretical concepts change. 

6 Conclusion 

Policymakers and society are increasingly demanding AI systems that prioritize TAI 

qualities (privacy, fairness, accountability, robustness, security, transparency, perfor-

mance as qualities). However, the demand can only be fulfilled if theoretical and ab-

stract guidelines can be applied by developers in their actual development work. To 

understand how TAI can be realized, techniques relevant to be included and prioritized 

for a platform guiding the TAI development process need to be identified. We con-

ducted a literature review and identified 34 relevant TAI techniques linked to 6 tech-

nique categories: trustworthy training data, trustworthy model development, tests for 

trustworthy model evaluation, monitoring and control for trustworthy inferencing, in-

ternal and external transparency, and data protection. Our results indicate that TAI 

needs to be pursued throughout the entire AI development process (data preprocessing, 

model development, model evaluation, inferencing). The combination of TAI qualities 

into one platform that guides all phases of AI development to ensure TAI will be espe-

cially relevant for future TAI advancements. 
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