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Abstract—Phishing warning researchers have proposed two
forms of hyperlink restrictions for reducing phishing click-
through rates: focused attention, which prevents users from
proceeding to a suspicious URL until they click the uncovered
link inside the warning; and time delay, which disables link
clicking for a short period of time. Both measures aim to draw
user attention to the warning and nudge them to carefully
evaluate the respective link’s URL. However, the effectiveness
of these measures has so far not been comparatively evaluated.
We conducted a mixed-methods online experiment (n=1,320) to
understand differences in the effectiveness of focused attention
and time delay both independently and together. Our study
used an instrumented email inbox environment, in which
participants were asked to assess emails and email hyper-
links. We found that, while both focused attention and time
delay reduced click-through rates independently, the strength
of these effects were significantly different from each other
with focused attention being more effective than time delay.
Combining both measures reduced CTR even further. We also
found that participants who saw a warning with a time delay
were more likely to hover over hyperlinks for longer than
those who saw a focused attention warning. We discuss the
implications of our findings for the design of anti-phishing
warnings.

1. Introduction

Phishing emails continue to be a prevalent and effec-
tive attack method in business, government, and personal
contexts. While automated phishing detection approaches
are improving, many cases still require human input to
ensure that a flagged email is indeed a phishing attack
and not a false positive. In these cases, users are shown
a phishing warning. Prior work suggests that security notifi-

cations are most effective when they are shown just before a
security hazard [1], [2]. For phishing warnings specifically,
researchers have suggested phishing warnings that appear
near suspicious links are more effective than warnings that
appear as banner warnings above an email in the subject
line or browser warnings that appear after a user has clicked
a link [3]. Providing such link-centric warnings within an
email creates space for users to analyze the email’s content
and the suspicious URL(s), and to engage with expert-
based [4] and/or experienced-based [5] phishing and scam
identification techniques.

In addition to studying the effects of a phishing warn-
ing’s position, researchers have proposed two methods of
restricting a user’s interaction with a hyperlink in order to
draw the user’s attention to the warning: adding a time
delay (i.e., blocking link interactions for some number of
seconds [4]) and using focused attention (i.e., preventing
email readers from proceeding to a suspicious URL until
they click the true destination URL in the warning [3]).
However, it is not yet clear how these approaches compare
in their effectiveness. Differences in the effect of link re-
strictions on click-through-rate (CTR) could be leveraged
to contextually apply link restrictions to phishing attacks
with different risk levels.

To explore this, we conducted a mixed-methods 2x5 on-
line experiment with 1,320 participants recruited on Prolific
to investigate the effects of focused attention (on, off) and
different time delays (0, 2, 3, 4, 5 seconds) on phishing
warning effectiveness. We asked participants to evaluate
the hyperlinks in 15 emails presented in an instrumented
email inbox environment. For four emails (3 phish, 1 false
positive) participants in treatment groups saw a link-centric
phishing warning, the design of which was informed by
a pre-study (see Section 3.1). We considered warning ef-
fectiveness holistically by measuring phishing click-through



rate, self-reported intrusiveness and helpfulness scores, and
false positive click-through rate.

Our results show a number of significant differences
between focused attention and time delay. On their own,
focused attention was more effective than time delay at
preventing people from clicking on links, but combining
focused attention and time delay reduced CTR even more.
However, this finding also applied to false positives, though
participants who saw a time delay warning were slightly
more likely to click on false positives and hovered for longer
on suspected phishing links. Qualitative data suggests that
time delays were sometimes welcomed, but were also seen
as more restrictive than focused attention, particularly when
participants believed the warning was a false positive. We
conclude the paper by discussing the implications of our
findings for phishing warning design, including matching
different link restrictions to different levels of phishing risk
and using link restrictions as methods for personalizing
email security settings.

2. Related Work

Research efforts on human-centric phishing interven-
tions primarily aims to assist users in effectively recog-
nizing phishing attempts within their day-to-day digital
interactions [2], [3], [4], [6], [7], [8]. Previous studies
have explored the effectiveness of different phishing inter-
ventions, including examination of specific tools [4], [8],
meta-analyses of existing work [9], longitudinal studies in
large organizations [10], using telemetric data from web
browsers [11] and, most relevant for our work, phishing
warning design principles [3], [6], [7], [12].

2.1. Phishing warning design features

Security dialogues, warnings, and other awareness-
raising measures have emerged as critical components in
phishing interventions (in addition to education [13], train-
ing [14], [15], and design components [1], [16]). Where
simulated phishing campaigns, a common organizational
security practice, can have adverse effects on staff behavioral
responses to phishing attacks [17], warnings can comple-
ment and improve organizational security strategies and re-
silience [10]. Researchers have examined phishing warnings
in a variety of contexts, such as web browsers [11], [18],
email clients [3], [19], and increasingly SMS texts [20], [21].
However email is the most studied medium for phishing at-
tacks and anti-phishing warnings [10] since Business Email
Compromise (BEC) continues to have substantial financial
impacts on organizations around the world [22], [23].

In the context of email, different anti-phishing warning
design features have been identified as important levers
for shaping whether people click on phishing links, such
as (inter)active vs passive warnings [3], [4], [6], [16], the
location or placement of a warning relative to salient se-
curity indicators [3], [4], and the informational content of
phishing warnings [19], [24]. Understanding how specific
phishing warning features shape people’s interactions with

phishing emails and links helps us develop more effective
anti-phishing strategies and instruments.

Researchers have proposed several ways to improve
security warning design by modifying interactions with
warnings, such as including “attractors” designed to draw
attention to particular information or a specific region of the
interface [1], [2], or delaying interactions to break people
out of habitual actions [25], [26]. In prior efforts, subsets of
the authors have independently integrated these findings into
the context of phishing warnings through two different forms
of hyperlink restriction, where the normal click interaction
on a suspicious phishing link is altered or changed [2], [3],
[4]: “focused attention” and “time delay.”

In a previous study, Petelka et al. implemented a security
interaction design principle called “forced attention” [3],
which going forward we refer to as focused attention. Fo-
cused attention uses the idea of a “request attractor,” or an
interface modification designed to draw people’s attention to
salient information [2]. Focused attention disables clicking
on a suspicious email link and displays the link’s true desti-
nation URL (the salient information for a suspicious link) in
a small popup warning. If a user wants to proceed they can
do so only by clicking the URL in the warning message.
This approach restricts people’s interaction with a URL to
within the confines of the warning message, encouraging
them to scrutinize the link. Our initial research suggested
that such focused interaction significantly improves the ef-
fectiveness of phishing warnings [3].

Similarly, time delays modify security dialog interaction
by temporarily disabling or delaying interaction, encourag-
ing more deliberate investigation of potential problems and
breaking people out of habitual actions [19], [25], [26]. Prior
work by Volkamer et al. evaluated time delays in the context
of the TORPEDO anti-phishing warning add-on [19] and
demonstrated the promise of using time delays in enhancing
people’s phishing detection. Despite the respective promises
of these two link restriction techniques, it is not clear how
they compare in terms of their usability and effectiveness
against each other in the context of phishing emails and
links. This paper compares the two forms of link restriction
to better identify differences in their effect on people’s
ability to identify and avoid phishing links.

2.2. Anti-phishing security vectors

Besides a warning’s design, it is imperative to consider
phishing attack vectors to gauge the effectiveness of anti-
phishing warnings. Email-based phishing campaigns vary in
their appearance and method, including in message design
(e.g., a simple text [27] versus an altered copy of a legitimate
message [28]), the message’s tone (e.g., imposing time
pressure [29] or implying scarcity [30]), and obfuscation
of URLs [15], [31], [32], [33], [34]. Consistent with prior
studies [29], [35], our study focuses on evaluating the effects
of different phishing warning features against different URL
manipulation techniques. Researchers have proposed differ-
ent ways to categorize how phishing attackers obfuscate
malicious web domains in hyperlinks. For our study, we



include three different types of URL manipulations: gibber-
ish domains [36], keyword-related domains [37], and brand-
related domains [38]. Each of our participants saw one of
each type of these phishing URLs.

Gibberish domains represent the simplest form of phish-
ing URLs—the phishing URL has no contextual connec-
tion to the content of the email. Attackers often regis-
ter these URLs using sequences of characters and num-
bers that appear random or at least pseudo-random (e.g.,
www.hrzzhfs.xyz/). With even minimal scrutiny of the URL,
most users should be able to recognize these URLs as
suspicious.

Keyword-related domains represent a more challenging
type of manipulation to identify. URLs within this category
incorporate words that align with the overall context of the
email—for instance, www.client-mail-services.com/ in an
email designed to mimic an official Gmail communication.
However, these URLs typically omit any direct mention of
the spoofed organization to evade domain registry scanning
efforts by prominent organizations, thus misleading the re-
cipient while superficially appearing legitimate.

Brand-related domains are the most sophisticated and
difficult to detect URL manipulation. Here, the actual name
of the organization is used within the domain portion of
the URL, but it is subtly altered by adding trustworthy-
seeming elements (e.g., mail.google-services.com/ instead
of mail.google.com/). This type of phishing URL deceives
participants into believing the URL is controlled by a le-
gitimate organization, making it easier for phishers to lure
unsuspecting users.

3. Phishing Warning Design Process

The design of our study’s phishing warnings was in-
formed by a pre-study to determine what text best conveys
the potential risk of a suspicious link to participants. After
discussing the pre-study, we provide an overview of our
design of the focused attention and time delay warnings.
All our warnings are link-centric, i.e., they are displayed
over suspicious links (as opposed to a banner warning at
the top of the email) and activate when a participant hovers
over a suspicious link in accordance with findings in our
prior study [3]. Our final warning designs share a similar
base design (see Figure 1). We show the unmasked URL in
the warning to make it easier for participants to assess the
suspicious hyperlink. The warnings use consistent warning
text, with minor changes based on whether the time delay
restriction was active or inactive, and whether the warning
utilized focused attention or not.

3.1. Warning Text Pre-Study

Prior work investigating phishing warning text, including
our own works, used a variety of different warning texts [3],
[4], [10]. To inform the text of our warning, we conducted a
mixed-methods pre-study to understand how people interpret
different wordings in the phishing warning. We recruited 485

Figure 1. Our base warning design. The top image shows our warning when
time delay is active. The second shows when time delay has elapsed and
focused attention is active, i.e., only the link in the warning is clickable.
The third shows when time delay has elapsed and focused attention is
inactive, i.e., both the link in the email and in the warning are clickable.

participants from Prolific and showed them email screen-
shots, each of which contained a link-focused warning. We
alternated each warning by changing the warning text’s ad-
jectives (e.g., unsafe, high-risk, dangerous, etc.) and subjects
(e.g., website, URL, link, etc.) so that each participant saw
different combinations of warning keywords (e.g., unsafe
website). For each screenshot, we asked participants (1)
what they thought the warning means (open-response), (2)
how likely they would be to click on the link if they saw
this message (5-point scale), and (3) how likely a number
of outcomes would be if they clicked on the link (e.g.,
‘the website would load normally,’ ‘someone will steal my
information,’ etc.; 5-point scale per item).

We conducted ordinal logistic regression on likelihood to
click responses and likely outcomes responses. Results from
our ordinal logistic regression analysis found no significant
main effect of keyword combinations on a participant’s like-
lihood to click (n.s.), nor on their imagined outcomes (n.s.),
i.e., all keyword combinations resulted in participants’ not
wanting to click the link.

In the absence of significant differences, we looked
at the effect sizes of our logistic regression model, the
Likert scale responses, and the open-ended responses to
select a keyword combination. The goal was to identify a
keyword combination that (1) decreased the likelihood to
click on a suspicious link (i.e., a large negative effect size
on likelihood to click a link), (2) that participants would
interpret as phishing or stealing information as opposed to
account suspension or a hacking attempt (i.e., accurate in-
terpretation), and (3) that would convey the consequences of
clicking a phishing link (i.e., accurate imagined outcomes).
To code the open response questions, the second and third
authors used thematic analysis [39] to develop and iterate a
codebook over two rounds of analysis. In between rounds,
the authors discussed their codes, identified discrepancies,
developed consensus, and iterated the codebook. The final
codebook was applied to all open responses and focused on
themes such as the source of a warning, the accuracy of
a participant’s interpretation and what actions participants
would take if they saw a similar warning in their inbox.



We found that the adjective “dangerous” led the most
participants to correctly identify the URL as either trying
to steal their information or as a phishing attack (i.e., our
”correct interpretation” code) while also deterring people
from clicking (i.e., a strong negative effect size). Similarly,
we found that “link” may help to better focus participants
on the risks of clicking a suspicious email link (as opposed
to “web address” or “web page”) and had a strong negative
effect on likelihood to click. For these reasons we chose the
text “This link might be dangerous!” as our warning header.

3.2. Link Restrictions

In our main study, we focused on two types of link
restriction that are informed by prior work on security dia-
logues broadly and our own work on anti-phishing warnings
specifically: time delay and focused attention.

3.2.1. Time delay. Time delay briefly disables clicking on
suspicious links to break people out of habitual actions
and give them time to assess potential security problems.
For instance, the TORPEDO add-on prevents people from
visiting a website for three seconds after they hover over
a link [4]. While prior work has assessed the difference
between having a time delay and not, there has not been
an assessment on the effects of different durations of time
delay. Therefore, we included five different levels of time
delay: 0, 2, 3, 4, and 5 seconds. The zero-second delay
served as a control condition (i.e., no time delay); 2-5
seconds as treatments. We internally piloted a one-second
time delay, but decided to exclude it because it takes longer
than one second to look at the warning and unmasked URL,
resulting in no practical difference between 0 and 1 seconds
of time delay.

3.2.2. Focused attention. Focused attention disables a sus-
picious link in an email entirely, instead only allowing
them to click the unmasked URL presented in the warning.
Preventing people from clicking on the link in an email
body (whose URL may be masked, see Figure 2) is meant
to explicitly focus a person’s attention on the suspicious
URL’s true destination, which can help people identify and
avoid suspicious hyperlinks [3]. We included two levels of
focused attention in our treatment groups: warnings with
focused attention and warnings without.

4. Methods

Through a 2x5 between-subjects online experiment
(n=1,320), we examined the effects of time delay (0, 2, 3,
4, 5 seconds) and focused attention (yes, no). This included
a baseline group with a phishing warning but without link
restrictions (time delay: 0s; focused attention: no), four
time delay-only conditions (time delay: 2, 3, 4, or 5s;
focused attention: no), one focused attention-only condition
(time delay: 0s; focused attention: yes), and four conditions
combining both link restrictions (time delay: 2, 3, 4, or 5s;
focused attention: yes). We further included an additional

Figure 2. An example of how our warnings unmask the URL of a link.
Here the full URL is shown in the warning, while the email hyperlink says
“Start shopping.”

control group in which participants saw no phishing warning
for eleven different groups in total.

Our study received approval from the University of
Michigan’s IRB and was pre-registered with the Open Sci-
ence Foundation (OSF).1

4.1. Study Protocol

We recruited participants through Prolific and directed
them to our survey on Qualtrics where they were randomly
assigned to one of our eleven groups. We required partici-
pants to use a desktop device and excluded participants on
tablet and mobile devices (checked in Prolific and Qualtrics)
to ensure consistency of interactions with our inbox environ-
ment. Our survey and all other study materials are available
in our OSF repository.2 Our inbox environment code and
analysis code is publicly available in our Github repository.3

We used deception to avoid priming participants for
phishing risks. Our recruitment and consent form did not
mention phishing, instead telling participants that their par-
ticipation would help advance automated detection of in-
active email hyperlinks. We discuss ethical considerations
further in Section 4.5.

After agreeing to the consent form, we asked participants
to view emails in an online email inbox, count the number of
hyperlinks in each email, and evaluate whether links in these
emails worked (which we defined as “leading to a working
webpage”). We carefully designed this task to encourage
participants to engage with links in emails without explic-
itly telling them to click on all hyperlinks. This framing
placed the email evaluation task as the primary task, while
identifying phishing links became a secondary task which
replicates the task-switching required during actual phishing
attacks [16].

1. OSF pre-registration is available at: https://osf.io/st6pz
2. Survey instrument and study materials are available in our OSF

repository at: https://osf.io/chsv5/
3. Our inbox environment code is available at our Github repository:

https://github.com/spilab-umich/phishing-experiment-infrastructure-2

https://osf.io/st6pz
https://osf.io/chsv5/
https://github.com/spilab-umich/phishing-experiment-infrastructure-2


Figure 3. A picture of our main inbox screen.

Figure 4. A picture of a single email view. We asked participants to assess
whether the hyperlinks in each email were working. Participants indicated
emails as working or not by clicking on the Approve or Trash buttons in
the upper left corner of the email header bar.

Participants were given a link to our inbox and a unique
username and password in Qualtrics. Asking participants to
log in with individualized credentials was intended to make
participants feel like they were logging into a peronal(ized)
email account.

We based the style of our study’s inbox environment
(see Section 4.2) on Gmail (see Figure 3) to help our inbox
feel intuitive and familiar to participants.

Once logged in, participants saw an inbox with 15
unread emails. Though we told participants that the set of
emails was unique to them, each participant saw the same
emails in random order (see Section 4.3 for email details).

In our instructions, we included a short list of things that
might be “wrong” with a link as guidance for participants.
We specifically included: links that do not load, have an er-
ror, are restricted, are suspicious, or have expired. We chose
these heuristics to balance providing enough information so
participants would understand and not be confused about
the task without priming participants to the security focus
of our study.

We asked participants to evaluate emails by labeling
them using two buttons at the top of each email (see Figure
4). If participants found an issue with a hyperlink, we asked
them to label the entire email as ‘Trash;’ if all links in the
email appeared to work, we asked them to mark the email
as ‘Approved.’

Once participants labeled emails as Trash or Approved
and input the number of working hyperlinks in each email
into Qualtrics, we retrieved the total number of unread
emails remaining in their inbox before allowing participants

to proceed in our Qualtrics survey. If this number was not
zero, participants were asked to return to their inbox and
work through the remaining unread emails.

After completing the email evaluation, we asked partic-
ipants follow-up questions in our survey. First, we asked
participants in the treatment groups about their experience
with the warning, including what they thought about the
warning (open response), whether the warning was helpful
(5-point Likert), whether the warning changed what they
thought about the link (open response), whether the warning
was intrusive (5-point Likert), and how the warning might
be improved (open response). We then asked questions
pertinent to the validity of our study: whether participants
thought the warnings were a central part of the study, if
participants noticed that some URLs were being re-directed,
and whether participants clicked on links because they had
assumed it was safe to do so in a study. Finally, we asked
participants about their cybersecurity experience as mea-
sured by the SeBIS scale [40], their prior experience with
phishing and scams, and their demographic backgrounds.

Once the survey was completed, we debriefed partici-
pants about the true purpose of the study and notified them
that we recorded their email click and hover interactions.
As suggested in prior work [41], [42], we also explained
how phishing attacks spoof legitimate URLs and shared
ways to identify or check phishing links to help participants
avoid falling for future phishing attacks. After debriefing,
we asked participants for consent a second time, and offered
participants the option to opt out of the study without penalty
as suggested by prior work [43]. After consenting a second
time, we asked participants for optional feedback on their
experience with the study (open response).

After completing the study, participants were provided
a completion code to copy-and-paste back into Prolific.
Participants were compensated $5 USD for work that was
expected to take 20 minutes. The actual median completion
time was 21:46 minutes, resulting in an average hourly rate
of $13.76 USD.

4.2. Instrumented Email Inbox

Participants interacted with an online email client, shown
in Figure 3, which we developed and instrumented for this
study. Participants could log in and interact with emails, but
some buttons and features (such as Compose) were visibly
disabled. We modeled the design aesthetic after Gmail’s
web client to make the interface familiar and navigable.
However, we did not include any name or logo to reduce
brand effects (i.e., signaling this inbox was a Google-related
product) which could artificially increase participant trust.

Our inbox recorded participant mouse interaction events
(i.e., link clicks and hovers) on all hyperlinks inside of
emails. Events were detected client side using jQuery and
sent back to our web server using AJAX requests. Event
records included participant’s unique account id, the event’s
type (e.g., hover or click), timestamp, link id, and email
id. We extensively tested our inbox environment internally
and through pilot tests before running our experiment using



different combinations of browsers and operating systems.
We also recorded each time a warning was displayed (i.e.,
when a participant actuates a warning by hovering) to assess
potential changes in behavior after encountering multiple
unique warnings. Using these “warning displayed” event
records, we labeled participant data into time segments
separated by how many warnings a participant had seen up
to that point.

4.3. Email Selection and Phishing Emails

All participants saw the same fifteen emails in random
order. These emails were altered versions of real emails the
authors had received from a diverse range of companies
and organizations. We removed hyperlinks that may have
been difficult to see or links nested within each other to
facilitate the primary task of identifying and analyzing email
hyperlinks. We sanitized links and emails to remove any
personally identifying information about the authors. This
included removing references to personal email addresses,
adjusting hyperlinks that changed an account’s settings (e.g.,
Unsubscribe links), and anonymizing email text (e.g., for
an email from the payment provider Venmo we changed
the title from “<Author’s Name> sent you a payment.” to
“Someone sent you a payment.”) Finally, we removed or
obfuscated email tracking methods to protect participant pri-
vacy, including modifying links with tracking query strings
and deleting tracking pixels and images. The final modified
versions of the 15 emails contained 3–11 links with an
average of 5.5 links per email. Each email had at least one
prominent call-to-action link (e.g., a “Pay Now” button, or
“check the status of your order” link).

4.3.1. Phishing emails. We chose three of the fifteen emails
to be our phishing emails. We chose these three emails
because they came from organizations that are widely rec-
ognized in the US (i.e., Western Union, Google, Walmart).
These three emails also all contained clear and distinct call-
to-action links, which are common in phishing campaigns
[44], [45], [46]. In these emails, we replaced the URL
of the call-to-action hyperlink with a phishing URL that
corresponds to one of three manipulation strategies (see
Section 4.4).

In order to have participants safely interact with phishing
links in our study, and to ensure that we measured the effect
of our phishing warnings rather than aspects of a loaded
website (e.g., phishing URLs prominently shown in browser
address bar after clicking one of our phishing links), we
implemented a solution that (a) displayed a real phishing
link in the respective email, (b) revealed the real phishing
URL in the status bar when hovered over, but (c) redirected
participants to a safe website if they clicked the phishing link
(e.g., clicking on the phishing link westernunion-pay.com
would forward to the actual website westernunion.com).
To accomplish these three goals, we used a clickjacking
method. We disabled a link’s “clickability” by hard-coding
the link’s onclick function to return false. We then added
a transparent HTML element over the disabled phishing

hyperlink. Thus, when a participant hovered over a phishing
link, the phishing URL is displayed in the browser’s status
bar (and for the treatment groups a phishing warning is
shown). When clicking the link, participants instead clicked
the transparent HTML element with its own onclick event,
which forwarded participants to a safe website. We discuss
the ethical considerations of this approach in Section 4.5
and the limitations of this approach in Section 4.8.

4.3.2. False positives. We included one false positive email,
i.e., a benign email that incorrectly displayed a phishing
warning, to study whether our phishing warnings served
their function of helping participants assess a suspicious
link or whether participants simply adhered to the warning
without further scrutiny. To do this, we randomly selected
one of the twelve benign emails to serve as a false positive
email for each participant. For the selected false positive
email, we used our same approach with phishing emails,
i.e., selecting a call-to-action link for the warning to be
displayed, but we did not replace the URL with a phishing
link. While the false positive email was selected randomly,
its position was fixed as the second-to-last email in the
participant’s inbox to ensure that participants in treatment
groups would have seen all three true positive phishing
warnings before the false positive.

4.4. Phishing URL Types

We assessed the effectiveness of focused attention and
time delay link restrictions against different types of phish-
ing URLs. Prior work has shown that some forms of domain
manipulation are easier for users to spot than others [47],
[48]. For instance, people have difficulty differentiating
between a company’s name in a URL’s domain or subdo-
main [47], [49]. Typosquatting attacks are also difficult for
users to spot [50].

We also looked at reported phishing domains on Phish-
Tank [51] to inform the phishing URLs we used for each
type, and found that many PhishTank URLs were comprised
of a random string of letters or otherwise made no attempt
to spoof an organization’s legitimate domain. From these,
we selected the following three types of URL manipulation:

Gibberish domains. URLs that do not look like an authentic
domain, e.g. hejkdsakda.xyz. We hypothesized that, given
the high frequency of gibberish domains reported as phish
on PhishTank, this URL manipulation would be easier to
spot than other URL types (i.e., lower CTR), and best
addressed by link-focused warnings with low time delays.

Keyword-related domains. URLs that contain words re-
lated to a service but not the brand’s name, such as mail-
client-services.com when spoofing gmail.com. We hypothe-
sized this would be easier to detect than brand-related typo
domains but harder than gibberish domains.

Brand-related domains. URLs that spoof a legitimate do-
main by including the brand’s name in the domain name or



TABLE 1. PHISHING DOMAINS USED IN OUR STUDY.

Email URL Type URL

Google
Gibberish https://www.hrzzhfs.xyz/?dU=v0G4RBKTXg2Gtk9jdyT5C0QhB-NuuHcbnI3N3H6KuOOlwYtyYUs_03KA==&F=v0fUYv
Keyword https://www.client-mail-services.com/_t/c/A1020005-1735F31E6028AC6D-68C618EC?l=AABkT3mkCxlWQIg7
Brand https://mail.google-services.com/?code=hvAga1lsCwkvVdPMyOPhaiWXSCOIprz78ck43JEhgg6GosfY%2BzuPKA

Western 
Union

Gibberish https://dkozzlfods.info/?upn=Q0VOMzaXxjJtwt0qTuNrrDpoPL8Q50aMecLQskTq49ebjSLEfnIc2sOFoyEqqh8XG3
Keyword https://www.financial-pay.info/global-service/?upn=9O-2F0uOvVudG71uY6JZBiNBA2kJ1h0T8XTI4yLNm5Md
Brand https://www.westernunion-pay.com/global-service/track-transfer/?mid=IDS23031396257174xZOq8beIND

Walmart
Gibberish https://etooicdfi.studio/f/a/LtmMzAePjiulEFh9JXydXg~~/AAAAAQA~/RgRloD6JP0QgaHR0cHM6Ly9zbWFydC5s
Keyword https://www.online-shopping-payment.com/?ctPayload=H4sIAAAAAAAAA12QwW7CMBBE22F8VnKtmxHSc5FrXqsQ
Brand https://www.walmart-payment.com/?upn=31lcBBFrKkrK4MwiV2J2egimukuh7R5G2XSsnoDDvoYMcZXguaG-2BaZjU

subdomain, such as google-mail-services.com. We hypoth-
esized that, in line with prior work [52], this would be the
most difficult domain manipulation to spot (highest CTR).

Each participant saw all three types of domain manipu-
lation in randomized order with each of the three phishing
emails using a different type of URL manipulation. To ac-
complish this, we created three different phishing URLs for
each email (see Table 1). All phishing URLs had the same
total length (95 characters) to ensure that they would appear
consistently in the phishing warnings in our experiment.

4.5. Study Ethics

While our study was approved by the University of
Michigan’s institutional review board (IRB), there are lim-
itations in relying solely on IRBs for ethical guidance. We
articulate our ethical considerations for our study here.

We carefully designed our study to ensure that interac-
tions with phishing emails was realistic yet did not actually
put participants at risk. Phishing links in our emails redi-
rected to legitimate websites when clicked. We also verified
that all our phishing links were not registered / leading to
actual websites both before and during the study. We further
disabled alternate methods of opening hyperlinks, such as
keyboard shortcuts (e.g., CTRL + left click) and context
menus (e.g., Open Link in New Window) to ensure partici-
pants would not travel to potentially malicious websites.

Our study involved deception in that we did not initially
disclose the true purpose of the study (study effectiveness
of phishing warnings) and that we recorded click and hover
actions. While our use of deception was IRB approved, we
also followed best practices for deception in experimental
research, including disclosing the possibility of deception
in our consent form (also referred to as “authorized decep-
tion” [42] or “forewarning” [53]). During debriefing, we not
only disclosed our study’s true intent but explained how
phishers might disguise URLs to seem legitimate to help
participants learn how to spot real phishing attacks [41],
[42]. Last, we had participants re-affirm consent after the
debriefing and gave them the option to opt out of the study
without penalty if they felt uncomfortable with our use of
deception [43]—we removed five such participants from our
data.

Finally, we borrowed from clickjacking strategies to
simulate risk while participants evaluated emails in our
inbox. Our study design prevents the need for registering
and controlling a real domain name that could be used for
phishing, which allowed us to realistically spoof particu-
lar company domains (i.e., Walmart, Western Union, and

Google) in our experiment without activating organizational
security teams that monitor for domain squatting and abuse.
While clickjacking is typically used for nefarious purposes,
we used it to simulate risk for participants without actually
putting them at risk [54].

4.6. Recruitment and Participants

We recruited a total of 1,380 participants via Prolific.
Five participants withdrew their consent after debriefing and
were excluded. To create a consistent base for comparison
of click through rate between warnings, we excluded 55
participants who did not hover over all three phishing links.
The remaining 1,320 participants interacted with all three
phishing links, but 19 of them did not hover over their
false positive link. We include these 19 responses in our
analysis of phishing links as the three phishing emails
always appeared before the false positive, but excluded
them when analyzing false positive links. This left us with
1,320 participants for phishing link analysis (with 117–
124 participants per group) and 1,301 participants for false
positive analysis.

Our participant sample was fairly representative of the
US population, though skewed towards being young and
well-educated. Participants were 18–98 years old (Median:
32 years old). Our sample was relatively gender balanced:
636 (48.2%) people identified as men, 628 as women
(47.6%), 40 as non-binary or trans (3.0%), 16 chose not
to say (1.2%). Most identified as White or Caucasian (857,
65%), followed by Black or African American (136, 10.3%),
Asian (incl. South and Southeast Asian; 100, 7.6%), Latin
or South/Central American (84, 6.4%), Middle Eastern or
North African (5, 0.4%), or American Indian or Alaskan
Native (2, 0.2%); 116 (8.8%) reported mixed heritage; 20
(1.5%) preferred not to report their racial or ethnic identity.
Participants were relatively educated, with 193 (14.6%)
participants holding a graduate degree and 663 (50.2%) a
Bachelor’s degree; 451 (34.2%) had not obtained a Bach-
elor’s degree, and 13 (0.98%) preferred not to say. For in-
come, 397 (30.0%) participants reporting household income
above $80,000 (above the 2022 US Census Bureau’s median
household income [55]), 469 (35.5%) participants reported
income of $40–80,000, and 373 (28.2%) reporting less than
$40,000 per year (near the US Census Bureau’s poverty line
for families of four [56]). 81 (6.1%) participants preferred
not to report their household income.

4.7. Hypotheses and Data Analysis

Our data analysis focused primarily on comparing the
effectiveness of phishing warnings that use focused attention
and time delay as link restrictions, for which we formulated
five pre-registered hypotheses.1 We further conducted ex-
ploratory analyses (also described in the pre-registration),
including participants’ interactions with false positives and
different phishing URL manipulations, mixed-effect regres-
sions on predictive factors for clicking on different types of
link, and qualitative analysis of open-text responses.



Effects of focused attention and time delay. We formulated
five hypotheses around the effect of warnings and link
restrictions for this study. First, we hypothesized that people
are less likely to click on a suspicious link when presented
with a warning [3], [6], [18]. Evaluating whether the pres-
ence of a warning reduces click through rates compared to
those who saw no warning (control) is both an affirmation
of prior work and serves as a baseline for our study (i.e.,
there may be an issue with our study design if we did not
observe a difference in phishing CTR between treatment and
control groups):

• H1: Phishing CTR will be significantly higher for
the control group (no warning) than the treatment
groups.

For time delay, prior work suggests that time delays help
people break out of habitual actions and scrutinize security
cues like suspicious phishing URLs [4], [25], [26]. On the
other hand, time delays that are too long may annoy people.
Thus, our study evaluates two hypotheses for time delay:

• H2a: Warnings using higher time delays will have
significantly lower phishing click through rates.

• H2b: Warnings using longer time delays will have
significantly higher values of self-reported intrusive-
ness.

For focused attention, prior work suggests that drawing
participant attention to a hyperlink’s URL destination helps
people identify and avoid phishing links [2], [3]. We expect
that the focused attention strategy does not create an obstacle
that’s perceived as intrusive by participants. As such, we
expect that:

• H3a: Warnings that use focused attention will have
significantly lower CTRs than warnings without fo-
cused attention.

• H3b: Warnings that use focused attention will not
have different self-reported Intrusiveness levels than
those that use focused attention.

We tested our hypotheses using omnibus tests (i.e.,
Mann-Whitney U-tests and Kruskal-Wallis) with posthoc
comparison tests (i.e., Dunn tests).

False positives. We conducted exploratory analysis (i.e., no
fixed hypothesis) of interactions with false positive emails in
a similar way (Kruskal-Wallis followed by Dunn comparison
tests).

Phishing URL types. To explore differences between fo-
cused attention and time delay on phishing click-through
rates for different phishing URL types, we grouped our data
by our three types of phishing URLs and conducted Mann-
Whitney U tests to help us understand how phishing warning
effectiveness for each of the three different types of phishing
URL differs with warnings that use focused attention and
time delay.

Exploratory regression analyses. We complemented our
comparison tests with exploratory mixed-effect regression
models to further contextualize our findings. We conducted
ordinal logistic regressions for phishing clicks using focused
attention and time delay as both independent fixed effects
and as an interaction effect. We also examined the predictive
effect of different amounts of time delay on phishing clicks.
For phishing links, we also included the type of phishing
URL (i.e., gibberish, brand, keyword) as a fixed effect in our
model. We conducted similar analyses for false positive and
benign links. In addition, we conducted a linear regression
on hover time for benign links. This helped us develop a
broad picture of whether and how focused attention and time
delay shaped how participants interacted with links overall.

Qualitative analysis. We conducted qualitative analysis
on participants’ open responses regarding (1) how they
perceived the warning, (2) whether the warning changed
what they thought about the suspicious hyperlink, (3) how
they would improve the warning, and (4) study feedback.
We used a thematic and iterative coding strategy [39]. The
first author looked through half the open-ended responses
to develop an initial codebook. The first and last authors
discussed the emerging themes and iterated the codebook,
then the first author coded the remaining responses. After
a second round of iteration, the first author reviewed the
coded data to ensure validity of identified themes. The
identified themes centered on how participants assessed sus-
picious links (Assessment), usability aspects of the warnings
(Usability), effects of our study on participant behavior
(Study Validity), and a code for when participants mentioned
learning something from our study (Education).

4.8. Limitations

Our participant sample was fairly diverse but skewed
towards younger affluent people and high levels of educa-
tional attainment (64.6% had a Bachelor’s degree or higher).
In free response questions, several participants mentioned
having to take phishing training as part of their office job.
As a result, some of our participants may have been more
aware of phishing attacks and counter measures than the
general US population.

At the same time, 19 participants mentioned in open
response questions that the presence of warnings in a hy-
perlink clicking task gave them pause to wonder about
the study’s intentions or led them to consider withdrawing
from the study. Some of these participants were concerned
that we might be harvesting auto-populated credentials by
asking them to click on links and open websites, even if
the links were benign. Still others were worried that we
were thoughtlessly exposing participants to risk by not first
checking emails to ensure they were safe. This suggests
our data may be slightly skewed towards people with high
confidence in the vetting done by our institution and Prolific.

Next, we discuss the ecological validity of our study
design and the impact of our design choices on participant
behavior. We deliberately chose to redirect participants who



clicked on our “phishing“ links to the relevant legitimate
website. As a result, 131 participants mentioned reduced
trust in the warning’s accuracy and/or clicking through sub-
sequent warnings since some or all of the warnings landed
on legitimate websites. However, directing participants to ei-
ther a second warning or a simulated phishing website would
have likely had the opposite effect, causing participants to
overtrust our phishing warnings, in addition to introducing
confounding factors into the experiment.

It is also unclear how realistically participants responded
to our study and how well we were able to obfuscate our
study’s true intention. A majority of participants responded
that they both believed the warnings were a central part
of the study (71%) and that they clicked on links because
they felt safe to do so in a research study (59%). In our
free response questions, 36 participants mentioned that they
clicked on links they may not have in real life. However, we
also have indications that participants engaged in subjective
and realistic sensemaking in whether or not to click on a
suspicious link. Not only did some participants click on links
and others did not, but participants made subjective assess-
ments in their free response questions, like P2888 who said:
“since the [URL] had both Western Union in the address and
the address started with an ‘https,’ I was confident that it was
going to lead where I thought it would.” Notably, the domain
for their Western Union phishing link was “westernunion-
pay.com” not the legitimate “westernunion.com.”

Our qualitative data also suggests that participants en-
gaged with subjective sensemaking when deciding how to
complete our task and that they identified phishing links
to the best of their abilities. There were also no significant
differences in participant CTR on benign call-to-action links
(i.e., the number of people likely to click on benign links
was balanced between groups, see Table 2), nor any differ-
ences in benign link hover times between groups.

Taking all of this into account, we are not claiming that
the specific link interaction rates we observed would be
replicated exactly in real-world email settings. Our observed
rates are likely overestimates (i.e., higher link click rates)
of how participants might interact with emails in their own
inboxes. However, we are confident that our study has high
internal validity, and that the different link restrictions (i.e.,
time delay and focused attention) would have effects on anti-
phishing effectiveness and CTR in real-world settings that
would be in line with the differences observed in our study.

We limited our participants to desktop or laptop de-
vices and excluded mobile users, even though people often
interact with emails on smartphones and tablets. We did
not include touchscreens to make our experimental de-
sign tractable. The method of interacting with hyperlinks
on touchscreens are touches instead of clicks and hovers,
which would have created a further additional factor in
our experiment, as would the use of a mobile-responsive
layout. Additional work is needed to examine anti-phishing
warnings in touchscreen environments.

While email remains a prevalent channel for phishing
attacks [22], phishers are increasingly using SMS text mes-
sages, social media platforms, and a combination of different

Figure 5. Phishing link click-through rate (CTR) violin plots for each of our
11 conditions, with median (blue line) and mean (red line) CTR values.
The varying width represents the number of participants for each CTR
value. “fa” stands for “focused attention”, and “td” stands for “time delay”
(e.g., the fa/td-2 group’s warning used focused attention and a 2 second
time delay).

channels to scam and trick people [23]. Our results may
not extend into these other channels, and more research is
needed for supporting people in detecting phishing attempts
in non-email contexts.

5. Results

In this section, we first provide a descriptive analysis of
participant interactions with links in our study, then discuss
the effects of focused attention and time delay on phishing
warning effectiveness, the effectiveness of warnings against
different phishing URL types, and report our qualitative
insights. We found that while both focused attention and
time delay are effective at preventing people from click-
ing phishing links, focused attention was more effective
than time delay. We also found that time delay was more
noticeable than focused attention in open-ended response
questions.

5.1. Participant Link Interactions

First we examine participants’ overall interaction be-
haviors with phishing, false positive, and benign links. For
phishing links, participants who did not see a warning (con-
trol) had much higher phishing click-through rates (CTR)
than participants in the treatment groups (see Figure 5). We
also see that groups with focused attention (FA) had slightly
lower phishing click through rates than those without.

We see a similar pattern for false positive CTR (see Fig-
ure 6). The control group was much more likely to click on
their false positive than those who saw a warning. We also
see that focused attention groups have lower click-through
rates than non-focused attention groups, which suggests that



Figure 6. False positive CTR proportional bar chart for each of our 11
groups, showing the percent of each group that did or did not click on
their false positive link.

Figure 7. Benign CTR violin plots for each of our 11 groups, with median
(blue line) and mean (red line) CTR.

the effect of focused attention is consistent for both phish
and false positives.

For benign links (see Figure 7), we see that the con-
trol group has higher median CTR than those that saw a
warning, but the effect is less pronounced than phishing and
false positive CTR. This suggests that participants engaged
with benign links consistently across groups, though it does
appear that participants who saw a phishing warning were
more hesitant to click on links overall than the control
(no warning) group. We also see that benign CTRs are
relatively consistent across all treatment (warning) groups
suggesting that, while focused attention led participants to
click less often on phishing links, it did not lead participants
to avoid clicking on benign links; just links which displayed
a phishing warning.

Benign CTRs appear relatively low considering the task
was to assess whether hyperlinks are working or not. How-

TABLE 2. MEAN CLICK (CTR) AND HOVER (HOV) RATES FOR ALL
BENIGN AND CALL-TO-ACTION (CTA) LINKS ONLY

CTR HOV
Group Benign CTA Diff Benign CTA Diff

Control 67.62% 85.31% +17.69% 89.61% 98.83% +9.22%
TD0 52.14% 74.38% +22.24% 86.45% 98.50% +12.05%
TD2 55.03% 76.62% +21.59% 88.45% 98.55% +10.1%
TD3 56.49% 76.32% +19.83% 89.61% 98.93% +9.32%
TD4 53.11% 78.24% +25.13% 85.66% 98.14% +12.48%
TD5 59.55% 79.20% +19.65% 89.24% 98.77% +9.52%
FA 58.41% 75.86% +17.45% 89.46% 99.25% +9.79%
FA-TD2 53.53% 77.46% +23.93% 86.85% 99.02% +12.17%
FA-TD3 56.77% 78.67% +21.89% 87.69% 98.90% +11.21%
FA-TD4 56.52% 80.60% +24.08% 86.43% 98.24% +11.82%
FA-TD5 53.01% 75.50% +22.49% 89.15% 98.07% + 8.93%

ever, click-through and hover rates for call-to-action links,
i.e., the most prominent link in each email, are substantially
higher as shown in Table 2. While overall benign CTRs
are between 53–67%, these rates greatly increase for links
that explicitly call participants’ attention (74–85%). We also
found no significant differences in CTR for benign call-to-
action links among groups (Kruskal-Wallis: n.s.).

Hover rates are high for all benign links (85–89%)
and higher for benign call-to-action links (98–99%). This
suggests that participants actively engaged with links in
our emails, but did not necessarily feel the need to click
on all links to assess whether the link “worked,” again
suggesting participants engaged in subjective sensemaking
as they might in the real world, rather than simply clicking
on all links.

5.2. Focused Attention and Time Delay

5.2.1. Hypotheses testing. Next we report the results of our
statistical tests for our hypotheses.

Phishing CTR significantly higher without a warning
(H1). A Kruskal-Wallis test on phishing click-through rate
identified significant differences among groups (χ2=0.07,
p<0.01) and a follow-up Dunn comparison test found signif-
icant differences between the control group and each of the
treatment groups (see Table 3). The average phishing CTR
for the control group (no warning) was 87.5%, compared
to 43.9% for treatment (warning) groups. This suggests
that participants who did not see a warning (control group)
were significantly more likely to click on phishing links.
Consistent with similar findings in prior work, this confirms
H1: Phishing CTR is significantly higher for the control
group (no warning) than the treatment groups.

Phishing CTR lower with time delay (H2a). We then
examined the 1,203 participants who saw a warning to
examine differences between focused attention and time de-
lay as warning features. Comparing phishing CTR between
participants whose warnings did and did not use a time
delay, a Mann-Whitney U-test found significant differences
(r=−0.07436, p=.001) between groups that had a time
delay (average phish CTR: 42.2%) and those that did not



TABLE 3. PAIRWISE DUNN TEST RESULTS FOR PHISHING CTR AMONG OUR 11 GROUPS (POST-HOC).

Control FA FA-TD2 FA-TD3 FA-TD4 FA-TD5 TD0 TD2 TD3 TD4 TD5

FA 7.695***
FA-TD2 8.885*** 1.218
FA-TD3 8.644*** 0.928 -0.296
FA-TD4 7.685*** 0.037 -1.173 -0.885
FA-TD5 8.411*** 0.787 -0.422 -0.130 0.745
TD0 4.840*** -2.870 -4.079*** -3.808* -2.889 -3.631**
TD2 6.837*** -0.820 -2.029 -1.746 -0.852 -1.600 2.034
TD3 5.960*** -1.707 -2.914 -2.636 -1.733 -2.475 1.149 -0.881
TD4 7.306*** -0.393 -1.610 -1.322 -0.428 -1.177 2.478 0.430 1.000
TD5 7.337*** -0.298 -1.506 -1.220 -0.334 -1.077 2.548 0.517 1.396 0.091

* p<.05; ** p<.01; *** p<.001

(average phish CTR: 50.5%). This finding suggests that with
a time delay people were less likely to click on phishing
links. However, the effect size of time delay on phishing
CTR is less than the effect of focused attention.

Looking at the data from the 960 participants whose
warnings used a time delay (i.e., 2, 3, 4, or 5 seconds), a
Kruskal-Wallis test did not detect any significant differences
in phishing click through rate among different lengths of
time delay (n.s.). This finding suggests that the length of
time delay does not affect phishing click-through rate as
much as having a time delay at all. Thus, hypothesis H2a
is partially confirmed: Warnings using time delays have
significantly lower phishing CTR that those without time
delay; there is no significant effect for the length of time
delay.

Phishing CTR lower with focused attention (H3a).
Comparing all participants who saw a focused attention
warning against those whose warning did not use focused
attention, a Mann-Whitney U-test found significant differ-
ences in phishing click-through rates (r=−0.1184, p<.001)
between participants whose warnings used focused attention
(mean phish CTR: 38.5%) and warnings that did not (phish
CTR: 49.2%). This finding suggests that participants were
less likely to click on phishing links if their warning em-
ployed focused attention and confirms H3a: Warnings that
use focused attention have significantly lower phishing CTRs
than warnings without focused attention.

No significant differences in intrusiveness (H2b & H3b).
We next examined differences in self-reported Likert scale
responses for warning intrusiveness. This helps us contextu-
alize “warning effectiveness” by incorporating participants’
subjective experience with our phishing warnings. The me-
dian score for Intrusiveness across all groups was between 2
and 3, suggesting participants did not find our designs overly
intrusive (see Figure 8). A Mann-Whitney U-test found no
significant differences in self-reported warning intrusiveness
between participants who did and did not see warnings using
focused attention (r=−0.02234, n.s.) which confirmed H3b:
Warnings that use focused attention do not have different
self-reported Intrusiveness levels than those that use focused
attention.

Surprisingly, a Mann-Whitney U-test found no signifi-
cant differences in self-reported warning intrusiveness be-

Figure 8. A proportional horizontal boxplot of self-reported Intrusiveness
ratings for each treatment group.

tween warnings that did and did not use a time delay
(r=−0.04904, n.s.). A Kruskal-Wallis test then also did
not surface significant differences in intrusiveness between
different time delays (n.s.). Contrary to our hypothesis, we
must reject H2b: Warnings using longer time delays do not
have significantly higher values of self-reported intrusive-
ness.

Combined, these findings suggest that even though fo-
cused attention and time delays restrict link interactions,
these measures are not perceived as overly intrusive accord-
ing to self-reported Likert scale ratings.

5.2.2. Exploratory regression analyses. To better contex-
tualize our findings regarding our pre-registered hypothe-
ses, we followed our comparison tests with a series of
exploratory regression analyses to better understand how
time delay and focused attention shaped participant ex-
perience. This included mixed-effect logistic regression to
identify predictors of clicking on phishing links and false
positives, as well as linear regressions for the total amount
of time hovered over benign and false positive links. Our
regression models contained fixed effects for our link re-
strictions (i.e., focused attention and time delay as binary
variables, and time delay values as ordinal variables), par-
ticipant SeBIS scores, the three phishing URL types (i.e.
gibberish, keyword-related, and brand-related domains) and
demographic variables (e.g., age, occupation, etc.). We in-



Figure 9. Interaction effect plot of focused attention and time delay on
phishing click through rates.

cluded two additional fixed effects to account for different
confounding variables: overall benign CTR as a measure
of each participant’s overall engagement with links, and
the number of warnings already seen when a participant
engaged with a phishing link. We use these to identify
effects of warning fatigue or priming (i.e., did participants
click more or less often as they encountered subsequent
warnings). Random effects were the individual emails and
individual hyperlinks within each email.

Focused attention and time delay most effective com-
bined. In our first model, we examined all phishing
links from participants who saw a warning (i.e., treat-
ment group participants). We found significant main ef-
fects on phishing link CTR from both focused attention
(χ2(1, N=3171)=−1.29, p<.001) and time delay (χ2(1,
N=3171)=−0.83, p<.001). This suggests that, while both
focused attention and time delay effectively dissuaded par-
ticipants from clicking on phishing links, focused attention
was more effective than time delay. There was also a sig-
nificant interaction effect from the combination of focused
attention and time delay (χ2(1, N=3171)=0.86, p<.001,
see Figure 9). Warnings that used both focused attention
and time delay had an average phish CTR of 37.5%. We
also see in Table 3 that the baseline warning (time delay: 0;
focused attention: no; phish CTR: 42.1%) has significantly
higher phish CTR than all conditions that use both focused
attention and time delay except for the 4-second time delay
warning. Taken together, this suggests that time delay and
focused attention are more effective at preventing phishing
link clicks when combined.

Our regression model identified several other signifi-
cant fixed effects on phishing link clicks. There was a
significant effect from a participant’s overall click-through
rate on benign links (χ2(1, N=3171)=3.62, p<.001, mean
hover time over each benign link: 1903ms), which suggests
participants who were already likely to click on benign links
were more likely to click on phishing links. The number of
warnings seen when a participant interacted with a phishing
link also had a significant effect on phishing clicks (χ2(1,
3171)=−0.24, p<.001) which suggests participants were
less likely to click on phishing links the more warnings they
saw.

Of our three phishing URL types, only phishing links
that used the gibberish phishing URL type had a significant
effect on phishing clicks (χ2(1, 3171)=−0.28, p<.001,
CTR: 41.0%). This suggests that participants were less likely
to click on gibberish phishing domains, but had more mixed
responses to the brand-related (phishing CTR: 44.5%) and
keyword-related (phishing CTR 46.1%) phishing URLs.

We also included results from the SeBIS subscales: only
Proactive Awareness had a significant effect on phishing
clicks (χ2(1, 3171)=0.17, p<.05). This suggests that the
Proactive Awareness subscale is perhaps more relevant to
identifying and avoiding phishing attacks than the Device
Securement and Updating subscales.

Several of our demographic fixed effects also had sig-
nificant effects on phishing clicks. Men were significantly
more likely to click on phishing links (χ2(1,3171)=0.39,
p<.001), adding to the decidedly mixed literature on
the effect of gender on identifying phishing ( [9], [57],
[58]). Age also had a significant effect on phishing clicks
(χ2(1,3171)=−0.29, p<.001), which suggests that older
participants were also less likely to click on phishing links,
though this may also be sample dependent [9].

Longer time delays potentially more effective. Next, we
sought to identify the effects of particular values of time
delay (i.e., 2, 3, 4 and 5 seconds). We conducted a similar
regression analysis as before but filtered out participants
who did not see a time delayed warning (i.e., time delay of 0
seconds). We also changed the time delay fixed effect from
a binary variable to a factor to identify differences between
levels of time delay. Our model identified significant main
effects of focused attention (χ2(1,2796)=−0.49, p<.001)
and a 5 second time delay (χ2(1, 2796)=−0.14, p<.05,
phish CTR: 40.8%), and significant interaction effects be-
tween focused attention and 4-second (χ2(1, 2796)=0.52,
p<.05, phish CTR: 41.7%) and 5-second time delays (χ2(1,
2796)=0.59, p<.05, phish CTR: 37.6%), suggesting that
longer time delays prevent participants from clicking on
phish.

Our regression model for time delay values also repro-
duced similar results to our model for focused attention
and time delay. Participants were less likely to click on
gibberish phishing URLs (χ2(1,2796)=−0.27, p<.05), if
they saw multiple warnings (χ2(1, 2796)=−0.25, p<.001),
if they scored higher on the SeBIS Proactive Aware-
ness subscale (χ2(1,2796)=−0.1, p<.05), or if they were
older (χ2(1,2796)=−0.32, p<.001). Conversely, partici-
pants were more likely to click on phishing links if they had
high benign click-through rates (χ2(1,2796)=3.5, p<.001)
or if they were men (χ2(1,2796)=0.3856, p<.001).

Time delays increase hover time. Finally, we conducted a
linear regression on the total amount of time hovered over
each phishing link. Our results identified main effects of
time delay on hover time (b=0.22, p<.01, 2,066ms per phish
link with time delay; 1,794ms without time delay) but not
for focused attention (b=0.17, n.s., hover time with focused
attention: 2,073ms per phish link; without focused attention:



1,948ms), suggesting that participants were more likely to
hover over a phishing link for a longer period of time if their
warning used a time delay. Our results also identified that
participants were less likely to hover for a longer period of
time if they had seen multiple warnings (b=−0.55, p<.001),
but were more likely to hover if they scored high on the
SeBIS proactive awareness scale (b=0.06, p<.05).

5.2.3. False Positives. We further examined the effect of
predictors on clicking on false positive warnings.

Lower FP click rates with link restrictions. In our regres-
sion model for false positive click rates, we included focused
attention and time delay as binary fixed effects. We excluded
the number of warnings seen as a fixed effect since all but 30
of our participants saw the false positive as their fourth and
final warning. Our regression results identified significant
main effects of both focused attention (χ2(1, 1187)=−2.32,
p<.001, FP CTR with focused attention: 32.8%) and time
delay (χ2(1, 1187)=−0.52, p<.05, FP CTR with time de-
lay: 41.4%), as well as significant interaction effects of time
delay and focused attention (χ2(1, 1187)=1.80, p<.001, FP
CTR: 36.5%). This suggests that participants were less likely
to click through false positive warnings to benign websites
if their warning used either or both focused attention and
time delay. Consistent with our previous results, participants
were more likely to click on false positive links if they
had high benign link click-through rates (χ2(1, 1187)=3.97,
p<.001) and were less likely to click if they were older
(χ2(1, 1187)=−0.27, p<.001).

Treating time delay duration value as a factor (2, 3, 4,
and 5 seconds), our regression analysis identified signifi-
cant main effects of focused attention (χ2(1, 949)=−0.52,
p<.05) but no significant main effect from any values of
time delay nor interaction effects between focused attention
and levels of time delay. This suggests that focused attention
may have led to fewer participants clicking the false positive
link. Otherwise, only age had a significant effect on false
positive clicks (χ2(1, 949)=−0.20, p<.05), suggesting older
participants were less likely to click on links with a warning.

A mixed-effect linear regression on the amount of time
participants spent hovering on the false positive link found
main effects of both focused attention (b=0.24, p<.05, mean
FP hover time with focused attention: 4,662ms; without
focused attention: 4,753ms) and time delay (b=0.3, p<.001,
FP hover time with time delay: 4,907ms; without time delay:
3,914ms), and an interaction effect of time delay and fo-
cused attention (b=−0.32, p<.05, FP hover time: 4,652ms)
on total false positive link hover time. This suggests that
participants hovered over false positive links longer for both
focused attention and time delay, and even slightly longer
with time delay. Again, age also had a significant effect
(b=0.06, p<.05)—older participants appear to be more de-
liberate when assessing hyperlinks during our study.

5.3. Effects of Phishing URL Types

Looking at phishing CTR for the three phishing URL
types across groups (see Figure 10), we see similar patterns

Figure 10. Phishing CTR proportional bar charts for each of the three
phishing URL types (gibberish, keyword, brand) for each of our 11 groups.

among the three URL types. The control group has higher
phishing CTR than treatment groups and focused attention
groups had lower phishing CTRs than non-focused attention
groups. However, the median CTR values for the non-
focused attention groups are higher for keyword- and brand-
related URLs than for gibberish URLs.

We analyzed phishing click variance for each of the three
phishing URLs.

Link restrictions effective against all three URL types.
Mann-Whitney U-tests showed significant differences in
CTR on gibberish URLs between focused attention and
non-focused attention (mean gibberish CTR: 35.8% vs.



45.2%, r=−0.1065, p<.001) and between time delay and no
time delay (gibberish CTR: 39.5% vs. 47.0%, r=−0.0607,
p<.05). Results were similar for keyword-related phishing
URLs with significant differences for focused attention ver-
sus no focused attention (mean keyword CTR: 39.2% vs.
49.7%, r=−0.1057, p<.001), and time delay versus no
time delay (keyword CTR: 42.5% vs. 52.3%, r=−0.07884,
p<.01). These findings also hold for brand-related phishing
URLs: focused attention versus no focused attention (brand
CTR: 40.6% vs. 51.8%, r=−0.1122, p<.001) and time
delay versus no time delay (brand CTR: 44.6% vs. 52.2%,
r=−0.06182, p<.05). This indicates that both focused atten-
tion and time delay were effective at preventing participants
from clicking on all three types of phishing URLs.

5.4. Qualitative Insights

Next, we report qualitative insights on how participants
assessed phishing links, usability aspects of the phishing
warnings, and educational effects of the study.

5.4.1. Link assessment strategies. Participants used vari-
ous methods to evaluate suspicious links. Some were expert-
recommended best practices: comparing the domain name to
the legitimate domain name or hovering over a link to check
the status bar. Participants also reported other assessment
practices, such as assessing the trustworthiness of the email
or the organization, comparing the suspicious link’s domain
to other links in the email, checking whether the domains
from the link or the email sender are familiar, or checking
that a URL used HTTPS. A few participants mentioned
that embedded link data within our phishing URLs made
them suspicious or that emails from financial services made
participants particularly cautious. Others mentioned assess-
ment methods that required clicking on the suspicious link,
such as evaluating the URL in the browser’s address bar,
examining the suspicious page, or trusting their existing
assemblage of security processes to warn them of and keep
them out of danger. P4750’s response is emblematic of the
problem people face when trying to identify and assess
phishing links: “‘westernunion-pay.com’ seems suspicious
to me but for all I know, that’s their actual website.” These
experience-based strategies [5] could expose individuals to
malware on a malicious website.

In line with our prior work [3], curiosity also played a
role in how participants assessed and interacted with suspi-
cious links. While our warning used a minimal design for
experimental consistency, the lack of information about why
a warning was presented made some participants curious
about where the links would take them. For instance, P2960
said “i thought [the link] was suspicious at first ... but then
I got brave and clicked on the link.” These findings suggest
a need to provide better information about what about a
website or URL triggered display of a warning as a way to
deter people from visiting malicious websites.

Participants also discussed reasons for not clicking on
suspicious links. Many mentioned not wanting to put their

computer or information at risk. Over 50 participants men-
tioned their experience with previous (incorrect) warnings.
In line with prior work [5], our participants engaged in a mix
of expert-recommended best practices and more contextual
experience-based practices to assess suspicious links.

5.4.2. Warning usability. A few participants mentioned
usability issues. Two participants believed the time delay
indicated the warning was checking the link’s authenticity,
and once it was active that the link was safe to click on.
Three participants believed the warning blocked all mouse
interactions with a link.

Participants mentioned the time delay most frequently
as intrusive or as something to be removed to improve
the warning. This is not to say that participants did not
appreciate the time delay; many participants also noted that
warnings should be intrusive to some extent or that the
time delay gave participants an opportunity to pause and
check a link before clicking it. But given that no participants
mentioned focused attention (i.e., having to click inside the
warning to visit a suspicious link) as intrusive or needing to
change, we take this as a small amount of evidence that time
delay might be a bit more intrusive than focused attention.

5.4.3. Educational impacts. Several participants mentioned
learning something through our study. Participants men-
tioned learning about phishing attacks and ways to identify
phishing attacks. A few participants reflected on how they
clicked on phishing links in the study and what that means
for their browsing habits, including with online studies.
These responses highlight benefits of educating participants
about cybersecurity practices during and after research stud-
ies both as a social good and for reciprocity with partici-
pants, particularly when deception is used [41], [42].

6. Discussion

Our findings show how different types of link restriction
can shape how people interact with phishing links and warn-
ings. While these specific results may not translate exactly
outside of our simulated inbox experience, our findings nev-
ertheless suggest that link restrictions are an important lever
to consider when developing organizational anti-phishing
systems. We discuss how our findings might guide the
refinement of contemporary anti-phishing warnings both in
email clients (such as Proton’s “Link confirmation” dialogue
that appears after a link click [59]) and more broadly (e.g.,
Microsoft Defender’s Safe Link warnings [60]).

Focused attention and time delay: effective indepen-
dently and together. Our results affirm findings from prior
work that both focused attention [3] and time delay [4] link
restrictions reduce phishing CTR, with the additional contri-
bution of comparing their effect on CTR independently and
when combined. Participants in both focused attention and
time delay warning groups clicked on phishing links signif-
icantly less than those who did not see a warning (control).
Focused attention appears to be more effective than time



delays on their own, and the duration of a time delay had a
negligible effect compared to having a time delay at all. The
significant interaction effect between focused attention and
time delay and the differences between the baseline warning
(time delay: 0; focused attention: no) and the other warnings
that used both time delay and focused attention suggests that
combining these link restrictions further reduces phishing
CTR. At the same time, we see that both link restrictions
also reduced false positive CTR which suggests the effect
of link restrictions on CTR is somewhat independent of
whether or not the link is a phish.

Our findings have implications for contemporary anti-
phishing systems. First, it is important to acknowledge that
participant responses to focused attention and time delay
were qualitatively and quantitatively different. Overall, it
appears that different link restrictions have differing effects
on hyperlink CTR, which suggests warnings might be im-
proved by strategically matching link-restriction strategies to
risk assessment levels in current contextual warnings. For
instance, Mozilla Thunderbird (see bottom of Figure 11)
currently utilizes link restriction by displaying a focused
attention warning (which uncovers the destination URL) for
links that may be phish. Thunderbird uses at least three dif-
ferent indicators to detect phish: obscured IP addresses using
hexadecimal or octal formats, mismatched link text and host
names, and emails that contain non-address book HTML
forms [61]. But in terms of link restrictions, Thunderbird’s
warnings treat these indicators equivalently by using the
same link restriction (focused attention) for all three indica-
tors. It may be appropriate to add a time delay to the existing
focused attention warning (reducing CTR and increasing
friction and intrusiveness) for stronger phish indicators like
an obscured IP address. This insight extends to enterprise
anti-phishing solutions as well, such as Microsoft’s Safe
Link system [60]. For instance, it may make sense to add
a time delay to Safe Link’s Suspicious Warning Message
(prompting readers to revisit the suspicious email) or using
focused attention to couple the currently-separated hyperlink
and uncovered URL in the Malicious Website warning. More
research is needed on matching individual and combined
link restrictions in phishing warnings with the risk levels
associated with particular phishing indicators.

Link restrictions as personalized security measures.
Our results also suggest the need for more personalization
in information security systems, echoing calls by other
researchers [16], [26], [62], [63], [64]. Time delay was
noticeably more intrusive to participants than focused atten-
tion in their open responses, especially when they thought a
link was legitimate (whether the link was actually legitimate
or not). At the same time, some participants appreciated
the time delay and being prompted to look closely at the
URL. In the context of personalizing security warnings,
these findings suggest that tailoring interventions to people’s
preferences and abilities can improve efficacy, compliance,
and usability with security warnings [62].

To personalize link restrictions in phishing warnings, we
can look at Proton Mail’s Link Confirmation warning [59]

Figure 11. Top: Proton Mail’s current security dialog. This warning uses a
simple link restriction, where the dialog appears anytime a link is clicked.
This is accompanied by a ”Don’t ask again” button, which permanently
dismisses this warning for all future link clicks.
Bottom: Mozilla Thunderbird’s Link Mismatch warning, which uses fo-
cused attention to draw attention to a hyperlink’s true destination URL
when a mismatch between the displayed hyperlink text (an anchor tag’s
inner HTML value) and the true destination (an anchor tag’s href value).

as an example of the risks of one-size-fits-all approaches to
security warnings, as well as foundations for building more
personalized security experiences. By default, Proton Mail
shows the Link Confirmation dialog after an email reader
clicks any link and contains the true destination URL (See
top of Figure 11). Proton Mail presents this security warning
as an all-or-nothing approach; email readers can entertain
the security dialog after every link click (even links they are
sure are benign beforehand), or they can click the “Don’t ask
again” button and permanently dismiss the warning. This
demonstrates the risk of applying link restrictions evenly
across all links, as many users are indirectly funneled into
permanently dismissing the warning to save time. Email
readers must change their Settings (a single check box) to
re-enable the warning, which they are unlikely to find unless
they are explicitly looking for it.

It is here in the settings that we can imagine combining
rulesets for phish identification (as Thunderbird does, de-
scribed above) with different warning features (such as link
restriction or placement) to enable email readers to choose
both the context under which a warning appears as well
as its presentation. Proton makes for a particularly useful
foundation here for allowing email readers the opportunity
to customize their email security in their account settings.
By contrast, Thunderbird anti-phishing settings are only
available through its esoteric Config Editor which requires
knowledge about Thunderbird that not all email readers
have. Similarly, Microsoft Defender’s Safe Link settings are
only available to administrators [60]. Our results show some
promise in allowing individual email readers to tailor some
of their user-facing security settings to their own contexts
and expertise rather than trying to enact a single uniform



solution. This is neither an easy nor straightforward task, and
requires more research into what types of options should be
made available, and how to best onboard people (particularly
those with little technical or security expertise) or what most
suitable default settings might be.

7. Future Work

As discussed in our Limitations section, our experiment
focused on desktop or laptop users. However, a growing
portion of phishing attacks are aimed at mobile devices, such
as phishing through SMS text messages (smishing) [20],
[21], [65], [66]. The interaction for investigating URLs is
also different on touchscreen devices than for laptops or
desktops, where a long press on a hyperlink opens up a sepa-
rate context menu instead of a hover. Touchscreens are much
more prevalent than laptops or desktops, both globally [67]
and particularly in low-income communities [68]. Even four
of our participants noted that our warnings would not work
for mobile devices, e.g., P5332 said: “The big problem
is when you check your email on an iPhone, you cannot
see the URL. They need to fix that.” All of these factors
point to a need for more work in anti-phishing warnings for
touchscreen and mobile devices.

Accessibility is another aspect of anti-phishing warnings
that requires more research. Warnings are visual cues which
are not helpful for people with visual impairments. Prior
work has shown how existing anti-phishing technologies
pose barriers to people with visual impairments [69], [70].
More research is needed into making phishing detection
technologies accessible to screen readers.

8. Conclusion

We conducted an online between-subjects experiment
(n=1,320) to assess and compare the effectiveness of two
link restriction methods for phishing warnings: focused at-
tention and time delay. Our findings demonstrate that both
approaches significantly reduce phishing click-through rates.
Focused attention is slightly more effective than time delay,
and we also see strong interaction effects when combing
both link restriction types. We find no significant differences
regarding the length of time delays. Our qualitative data
suggests that time delay might be seen as slightly more
intrusive than focused attention but we did not observe
significant differences in self-reported intrusiveness ratings.
Our findings demonstrate that link restrictions constitute
an important lever in phishing detection systems and that
whether a warning uses focused attention, time delay, or
their combination could be tailored to phishing risk, opera-
tional context, and personal preferences and expertise.
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Appendix A.
Meta-Review

The following meta-review was prepared by the program
committee for the 2025 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

A.1. Summary

This paper presents a pre-registered online study on the
effectiveness of security warnings in preventing users from
clicking on phishing URLs. The study employed a between-
subjects design, where participants were randomly assigned
to one of eleven groups, one of which was a control group,
and asked to interact with a virtual inbox environment,
similar to Gmail, containing emails with varying types of
hyperlinks (phishing, false positive, and benign). Partici-
pants were instructed to assess the functionality of each
hyperlink and label the entire email as ”Trash” if they found
a hyperlink with an issue. The study’s methodology aimed
to simulate real-life scenarios and gather insights on how
participants assessed phishing links, usability aspects of the
warnings, and educational effects. The warning text pre-
study (n=485) found that the adjective ”dangerous” best
described the harms of phishing and that the word ”link”
best described a suspicious email web address. The main
study (n=1,320) results indicated that focused attention and
time delay effectively prevented users from clicking on
phishing URLs, but focused attention was more effective
than time delay. Qualitative responses from the participants
showed that time delay was more intrusive than focused
attention.

A.2. Scientific Contributions

• Independent Confirmation of Important Results with
Limited Prior Research

• Provides a Valuable Step Forward in an Established
Field

A.3. Reasons for Acceptance

Phishing emails continue to be a commonly used and
effective method of attack in many situations. This paper
contributes to the knowledge of user studies on phishing
link-click prevention. It is the first study to compare two
previously explored defense mechanisms. The study’s differ-
ent hypotheses and methodology were pre-registered in OSF
registries before the study began. The methodology used
in the pre-survey and main study was rigorous and well-
designed. The study’s findings confirm that well-designed
phishing warnings can prevent users from falling victim
to phishing attempts. Furthermore, by collecting qualitative
responses from the participants, the paper offers insights
about link assessment strategies users adopt and the usability
factor of phishing warnings.
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