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1 Introduction

Since the prediction of entangled states by Einstein, Podolsky, and Rosen [1], the nature and
limitations of the resulting correlations have been discussed and researched in the physics
community. The locality of these correlations has been disproven [2, 3], and their causality
questioned [4].

As a result, several applications have been found where these correlations are used to outperform
classical methods. Recently, there has been significant public interest in applications in quantum
computing and quantum communication, which address problems unsolvable by classical
methods. For example, quantum computing methods with the appropriate algorithms can
solve problems such as path optimization (the "Travelling Salesman" problem) and the prime
factorization of large numbers1 ("Shor’s Algorithm") in a foreseeable amount of time [5].
Quantum communication methods, on the other hand, use the correlation of photon pairs
to ensure the data security of a communication channel. Since the information of a single
photon cannot be "cloned", a potential eavesdropping attempt can be detected through statistical
methods [6].

Somewhat less attention has been paid to applications in quantum metrology, although there
are numerous applications where the correlation can be exploited [7], particularly in photonic
methods [8–10]. This is partly because many classical equivalents exist that compensate for the
accuracy of quantum correlation with higher light power. As a result, simpler detectors, which
do not have single-photon sensitivity, can be used for many applications.

However, increasing light power is problematic for many applications. For example, many
biological samples are altered or even destroyed by the light power itself. In addition, increasing

1Much of the encryption used today is based on the multiplication of large prime numbers, whose factorization would
take extremely long with classical algorithms (several centuries).
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1 Introduction

Figure 1.1: Quantum communication setup, using a Franson interferometer as an example. The image is taken from [6].

power can generally lead to environmental problems; for example, in drone swarms, the trans-
mitters and receivers of the individual drones can strongly interfere with each other [11]. Here,
photonic quantum metrology methods offer solutions, due to their very low photon dose require-
ments [12] and the interference resistance of the measurements [13].

Another significant advantage of quantum correlation is the ability to entangle photons of
different wavelengths. Thanks to advances in crystal growth and manipulation, sources with
a wide range of entangled wavelengths can now be realized. In combination with appropriate
methods, it is possible to separate the illumination of the object from its imaging [14], allowing
measurements to be made in wavelength ranges where no cameras or detectors are available.
Superposition-based systems enable measurements in the spectral range from THz [15], MIR
[16, 17], NIR [8] to VIS [18] by superimposing the emission of two entangled photon pair
sources, without relying on detector technology in the corresponding spectral range. Some
advantages of using quantum methods have already been demonstrated with these setups [19,
20], and first commercial applications are now available [21]. However, due to the principle of
this measurement method—the superposition of two photon pair sources—the application of
this method is likely limited to transmission or interferometric setups.

For applications in remote sensing, coincidence-based measurement methods are recommended.
In these methods, both photons are measured, and their temporal correlation is used to identify
photon pairs [22]. As a result, these applications are naturally limited by the corresponding
detector technology, but they allow the separation of background noise from quantum light

2



Figure 1.2: Superposition-based quantum imaging setup, also known as "Imaging with undetected photons". The setup
is taken from [8].

[13]. Recent developments in single-photon detectors promise further progress, especially in the
MIR range [23], where molecule-specific information can be obtained. For many applications,
however, it is not only radiation measurement that is of interest, but particularly imaging. While
this is possible with current quantum ghost imaging (QGI) setups [12], their application is
limited.

The main limitation of current QGI setups is the camera technology used to capture image
information. The fundamental problem is that high-resolution, single-photon-sensitive cameras
are currently only available in "gated" configurations. To operate QGI, the photon interacting
with the object must first be measured to activate the camera and measure the imaging photon.
Since the idler photon "announces" the imaging photon, this system is also called "heralded"
QGI. However, this means the imaging photon can only be detected after the idler photon has
been detected and must be delayed accordingly. During this delay, the image information of the
signal photon must be preserved, which makes the use of optical fibers impossible. Instead, a
free-space delay line consisting of mirrors and finely tuned imaging lenses must be constructed
to compensate for the camera delay. Due to this delay line and its corresponding alignment,
heralded QGI can only be applied in transmission or controlled environments and is thus only
marginally suitable for remote sensing.

Recent developments, particularly in the field of SPAD technology [24–29], and dedicated
readout technology [30, 31], however, allow for the development of new cameras that can
measure individual photons not only spatially but also temporally. Initially intended for use
in LiDAR [32] and positron emission tomography (PET) [33], these detectors are increasingly
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1 Introduction

Figure 1.3: Coincidence-based depth determination using a Hong-Ou-Mandel interferometer. The setup is taken from
[37].

being used to identify entangled photons [34–36]. These cameras register all incoming photons
and identify related photon pairs based on their timestamps, or time of flight. Unlike heralded
imaging, the coincidence detection of the systems is no longer determined by the geometry of
the setup but can be evaluated from the data after measurement.

The use of a single, typically gated, detector significantly limits these systems, especially
spectrally, as a uniform material system is required. However, QGI allows for the separation
of an object’s illumination from its imaging by synchronizing two detectors. In this work, a
system is presented that achieves this synchronization not through the geometry of its setup, but
by comparing the timestamps of two separate detectors. This allows QGI to be realized without
predefining the time window for coincidence evaluation, eliminating the need for an (image-
preserving) delay line. Instead, the coincidence time window can be freely chosen after the
measurement data has been evaluated. This not only makes the delay line obsolete and enables
application in remote sensing, but also allows for the determination of the flight time of the
interacting photon. In reflection mode, this enables the depth determination of the investigated
object or the 3D imaging of a scene. Since the detectors in this method operate independently
of each other and do not need to be synchronized, it has been named "asynchronous quantum
ghost imaging".
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Brief Overview

To place this method in the current state of research, Chapter 2 first provides a general overview of

setups for remote sensing, particularly the closely related field of single-pixel imaging. Then, the compo-

nents used in this work are presented, starting with the entangled photon pair sources based on parametric

fluorescence (SPDC) and the manipulation of their parameters through periodic poling of nonlinear

crystals (QPM). The basics of QGI in general and asynchronous detection in particular are then discussed,

followed by the single photon avalanche diode (SPAD) technology used for imaging, its properties,

and current issues. Finally, the evaluation of the measurement data and the associated challenges are

discussed.

The results of this work are summarized in Chapter 3, beginning with a detailed description of the photon

pair sources and detectors used. Then, the necessary data corrections are addressed, explaining both their

reasons and implementation, depending on the hardware setup of the camera. The results of this work are

then presented, including already published results on transmission imaging [38] and 3D imaging [39], as

well as investigations on the influence of the source on image resolution and the spectroscopic application

of the method. Finally, a brief discussion is given on the use of evolutionary algorithms for evaluating the

measurement data and reconstructing the object.

Due to the significant delays in the planned camera development caused by the COVID-19 pandemic, pos-

sible further developments of the asynchronous method and the corresponding boundary conditions were

also examined in this work. The results of these investigations are summarized in Chapter 4, focusing par-

ticularly on the acquisition of spectroscopic information. This chapter also addresses current developments

in detector technology, especially SPAD technology in general and SPAD cameras in particular. Since this

technology will remain limited for the foreseeable future, particularly in the IR range beyond 1.7 µm,

other potential single-photon detectors or detection methods are also described.

Chapter 5 provides a summary of the findings of this work.
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2 Theoretical Foundations

This chapter explains the basic principles of remote sensing, both classical and quantum, with special

emphasis on ghost imaging. Section 2.1 first addresses the fundamentals of long-distance imaging. Next,

Section 2.2 focuses on single-pixel imaging using structured light, while Section 2.3 describes imaging

with entangled light, with particular attention to parametric fluorescence in nonlinear crystals (SPDC), the

most commonly used physical effect for generating entangled photon pairs (Section 2.3.1). The influence

of phase matching in these crystals, enabled by manipulating the nonlinear crystal to achieve almost free

wavelength selection, is also discussed (Section 2.3.2).

The following Section 2.4 covers the main topic of this thesis, Quantum Ghost Imaging (QGI), detailing the

fundamentals and limitations of the method, depending on the previously outlined physical and technical

conditions. Subsection 2.4.2 briefly introduces the asynchronous QGI approach developed in this work,

which is described in more detail in Chapter 3.

The time-resolved single-photon detection using SPAD (single photon avalanche diode) technology, uti-

lized in the asynchronous approach, is discussed in Section 2.5. Finally, Section 2.6 describes noise

influences relevant to QGI and possible improvements in contrast and 3D imaging. Optimization al-

gorithms, particularly evolutionary algorithms investigated in this work for 3D imaging, are also ad-

dressed.

2.1 (Active) remote sensing

Remote sensing refers to the measurement and interpretation of radiation, usually electromagnetic, emitted

by an object that is not directly accessible. Detection of the object occurs without direct contact. This

radiation may come from the object itself, as in spectroscopic or astronomical applications, or be reflected

or scattered by the object, as in photography. The techniques are divided into two groups: those in which

the object is actively irradiated and those that measure the radiation passively emitted by the object. Passive
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2 Theoretical Foundations

techniques, which generally utilize scattered radiation from distant stars or blackbody radiation as per

Planck’s law, are not covered in this work; further information can be found in specialized literature, such

as [40].

This work focuses exclusively on active remote sensing methods for imaging, particularly single-pixel

imaging, where a non-spatially resolving detector is used. Since this work compares the characteristics

and peculiarities of various active systems, the following section briefly discusses the most well-known

active remote sensing methods and their fundamental principles.

In active remote sensing, the object under investigation is illuminated by a radiation source directed at the

object, after which the radiation scattered, reflected, or transmitted by the object is measured by one or

more detectors. In transmission, the detectors are usually aligned optically with both the object and the

radiation source, maximizing detection efficiency (DE). In reflection, it is often preferable to position the

detector near the radiation source to enable compact systems.

2.1.1 Lidar

LiDAR is a general term for the most widely used active remote sensing setups. The acronym stands for

"‘Light Detection And Ranging,"’ similar to radar. It is used for various setups that extract depth informa-

tion about an object from the properties of light reflected from the object. The most common are time-of-

flight (ToF) systems, which use a pulsed laser and measure the time difference between the emission of

the pulse and the detection of the reflected light. Using this so-called flight time difference, the distance

between the source and the object can be determined based on the speed of light:

d =
1

2

c

nMedium
tPulse. (2.1)

where c is the speed of light in a vacuum, tPulse is the time difference, and nMedium is the refractive index of

the medium through which the light pulse travels. The factor 1
2

accounts for the round trip of the light

pulse to the object.

Since the Maxwell equations underlying radar are linear, the basic principles can be transferred from radar

to lidar in a first approximation. However, the significantly smaller wavelength in lidar requires a more

differentiated approach. The interaction with the object can no longer be approximated as reflection by an

antenna without absorption; instead, it must be considered a complex, wavelength-dependent scattering

on the surface structure of the object. Thus, the radar equation changes to the lidar equation, used to

characterize and evaluate a system: [41]
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2.1 (Active) remote sensing

P (R) = KG(R)β(R,λ)T (R,λ) (2.2)

K = P0
cτ

2
Aη (2.3)

G(R) =
O(R)

R2
(2.4)

T (R,λ) = exp

[
−2

∫ R

0

α(r,λ)dr

]
(2.5)

where the received power P (R) depends on the system constant K, the distance function G(R), the

backscatter coefficient β(R,λ), and a transmission term T (R,λ). The system constant K depends on

laser power P0 and pulse duration τ , the size of the receiving optics A, and the system or detection

efficiency η. The distance function combines the overlap of the sender’s field of view with the object over

the overlap function O(R), and is weighted by R2, which accounts for the general distance dependence

of reflection. The overlap function itself depends on the distance, as the spot of the light increases with

distance. Assuming the illumination spot is larger than the object itself, as is usually the case, the function

depends on the spot’s magnification, which is proportional to the square of the distance. The factor β(R,λ)

is the backscatter coefficient, describing the effect of surface structure and optical properties of the object.

The last factor T (R), the transmission term, generally accounts for the effect of the transmission path by

integrating the extinction coefficient α, which describes both absorption and scattering losses along the

optical path.

The main advantages of lidar compared to radar lie in the significantly smaller wavelength, which greatly

reduces the fundamental diffraction limit:

δ = sin−1

(
1.22

λ

D

)
(2.6)

where δ is the minimum resolvable angle and D is the aperture diameter of the system. This results in

significantly better spatial resolution for a lidar system compared to a radar system of similar size, making

lidar ideal for miniaturized, local ranging applications. Additionally, the coherence of laser light, combined

with reduced diffraction, allows the source radiation to be more directed, making it more efficient for

targeting a specific object.

This improved angular resolution enables spatially resolved lidar setups to quickly and efficiently scan

arbitrary scenes. Depending on the application, there are various ways to achieve the corresponding

spatial resolution, but laser scanners and time-resolved cameras or sensor arrays are the most common.

Cameras or arrays have the advantage that a complex scene can be captured with a single measurement

(so-called flash-lidar). This is especially advantageous for fast-changing and complex scenes, such as

9



2 Theoretical Foundations

Figure 2.1: Examples of setups for Time-of-Flight measurement and phase comparison with modulated cw lasers.
Pulsed ToF systems emit a laser pulse and record its emission time. The backscattering is also recorded
in time and compared with the emission time, allowing the depth of the backscatter to be determined. In
modulated laser systems, the backscattered radiation is superimposed with the emitted laser. Depth is then
determined by the interference of both signals and depends on their phase relation. Due to the periodicity of
the phase with 2π, depth determination is ambiguous, but this can be resolved, for example, through coarse
determination based on ToF or by multiple modulation of the laser signal. The images are taken from [42].
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2.1 (Active) remote sensing

those often encountered in traffic. However, these systems can be quite complex and costly, depending

on the application. For static scenes where capturing motion is not crucial, scanners, which can capture

complex scenes with very affordable components, have become more common. This is the case, for

example, with many commercial robots, including both autonomous warehouse robots and vacuum cleaner

robots.

However, since power decreases with the fourth power of distance (see Equation 2.4, where O(R) also

scales with 1/R2), the power of the transmitter must be scaled according to the application. At greater

distances, this leads to significant problems regarding eye safety. Up to 1.4 µm, the maximum permissible

power is 5 mW, while in the mid and far-infrared regions, the thresholds are about 100,000 times higher

[43]. As a result, the use of advanced silicon cameras, which are sensitive up to about 1 µm, is limited to

short distances (∼ 1 km [44]) without appropriate safety measures. Imaging in the "eye-safe" infrared

range (e.g., using InGaAs cameras) allows the use of higher powers compared to silicon-based systems,

but this power is often needed due to the lower photon energy of longer-wavelength photons, which results

in higher background noise [45]. Corresponding technologies are also less developed than silicon-based

technologies. Nevertheless, with these cameras, the maximum range can be increased to several kilometers

[46].

In addition to these pulsed time-of-flight systems, there are also cw-lidar systems, which do not measure

the time-of-flight of a laser pulse but rather modulate a cw-laser and compare the phase of the emitted and

backscattered light by superimposing the signals on a suitable detector (see Figure 2.1). The depth determi-

nation in this method suffers from the periodicity of the phase, leading to ambiguities in the measurement.

However, appropriate methods, such as multiple modulations of the light, can improve or eliminate this

issue. Since these setups are generally less relevant in remote sensing, they are not further discussed in

this work. Further details can be found in the relevant literature, e.g., [42, 47].

2.1.2 Gated Viewing

Gated Viewing is a tomography technique related to lidar, enabling scenes to be captured at user-defined

distances. The principle is based on a camera that is activated at precisely defined time intervals and does

not register light outside these intervals. This camera is coupled with a pulsed laser, so the laser pulse and

the camera’s active time window are temporally offset by a specific user-selected delay. This temporal

offset corresponds, due to the photon travel time, to a specific distance:

d =
1

2

c

nMedium
(tCamera − tLaser). (2.7)

where tCamera is the time at which the camera opens, and tLaser is the time of the laser pulse emis-
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2 Theoretical Foundations

Figure 2.2: Setup for Gated Viewing and diagram for determining image depth, depending on signal delay and pulse
length. Only the image section in the marked area can be captured. If objects in front of this area block the
emission, they appear as shadow silhouettes [48]. The images are taken from [42].

sion.

This technique was developed to image scenes in highly scattering environments and to minimize un-

wanted background radiation. Conventional imaging is often subject to the problem of glare, where light

produced or scattered by these environments saturates the detector so that the desired information is

lost in this background signal and can no longer be detected. Gated Viewing uses the camera’s shutter

mechanism to ignore any light reflected or produced before or after the desired distance. This allows

imaging through smoke walls [49] or imaging underwater objects beyond the classical water sightline

[50].

Due to technical limitations, the depth to be imaged is not infinitely narrow. The achievable depth

resolution primarily depends on the pulse duration of the laser and the camera’s shutter speed, as shown

by Equation 2.8.

∆x =
1

2

c

nMedium
(∆tCamera +∆tLaser). (2.8)

where ∆t represents the pulse width of the laser or the camera’s shutter time. The laser pulse width can

usually be neglected, as simple commercial lasers already achieve pulse widths in the picosecond to single

nanosecond range. Camera technology, on the other hand, typically has shutter times in the hundreds of

nanoseconds, which limits the resolution. In air, a shutter time of 100 nanoseconds corresponds to a depth

resolution of 15 meters according to Equation 2.8. To improve this resolution, specialized cameras (e.g.,

ICCDs or time-resolved detectors, see 2.5.2) can be used, or multiple images can be taken at different

depths by varying the temporal offset between the camera and laser, allowing depth resolution to be

improved through multi-frame analysis [51].
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2.2 Single-Pixel Imaging

2.2 Single-Pixel Imaging

Single-pixel imaging refers to any imaging method that uses a non-spatially resolving detector to capture

spatially resolved images. There are three basic approaches:

Scanning: The scene/object is illuminated point-by-point. The single-pixel detector records the backscat-

ter from each point, producing a single pixel of the overall image.1 This process is repeated for

each desired point in the image/scene, creating the overall image. A classical example of such a

setup is a laser scanner.

Correlated light: The entire scene is illuminated with a light spot whose spatial structure is correlated

with light in a spatially separate "second arm." By capturing the second arm’s spatial distribution,

e.g., using a camera, the spatial distribution of the emitted light can be inferred. The single-pixel

detector captures the backscattered light from the scene and provides a grayscale value representing

the correlation factor between the scene and the light structure. By varying the light structure,

e.g., by transmitting through a rotating scatter plate, the various structures can be compounded,

weighted by the corresponding correlation factor. A successive image of the scene is reconstructed.

Structured light: This technique is closely related to correlated light but does not use correlated light

to determine the structure of the illuminating light spot. Instead, the light is modulated with

appropriate spatial light modulators (SLM), such as digital micromirror arrays (DMDs) or liquid

crystal displays (LCDs), with adjustable structures. The single-pixel detector measures a correlation

factor, similar to correlated light, which weights the respective structures in the reconstruction

process. It does not matter whether the spatial structure is imprinted before or after interacting with

the scene.

The following sections focus on the basics of scanning, using a laser scanner as an example, and imaging

with structured light. Since the principles of correlated light are analogous to those of structured light,

correlated light is not discussed in detail.

2.2.1 Laser Scanner

As previously mentioned, a laser scanner sequentially illuminates individual points in the scene and

measures the corresponding backscatter. After scanning all points, the intensity of the backscatter is

normalized, defining a grayscale value for each pixel, which can be used to create a grayscale im-

1In modern systems, the distance is also determined by time-of-flight, providing not just a one-dimensional pixel but a
"voxel," or a point in a 3D scene.
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2 Theoretical Foundations

Figure 2.3: Laser scanner setup with two galvo mirrors. The laser is collimated and sequentially deflected by rotating
the galvo mirrors. Each point in the scene is scanned, and the backscatter from each point is measured by a
single-pixel detector. The grayscale values from each measurement can be used to reconstruct an image of
the scene. Modern systems also use the time-of-flight of photons to obtain depth information and create a
3D image of the scene.

age.

Depending on the application, there are various ways to direct the laser beam and scan the scene. How-

ever, all common models use at least one mirror. Since this work focuses on imaging distant scenes,

the principle is explained in Figure 2.3 using a two-mirror scan head, which is commonly used in

controlled environments. However, the fundamentals also apply to one-dimensional line scanners or

rotation-based scanners, provided the coordinate systems and boundary conditions are adjusted accord-

ingly.

To scan the scene as accurately as possible, the laser is collimated to a small emission point. Collimation

is necessary to prevent pixel size from varying with depth due to spot magnification. The spot is then

directed to a specific point using an optical system (two galvo mirrors in Figure 2.3), and the backscattered

light is measured by a simple single-pixel detector. The strength of this backscatter is then converted into

a grayscale value for the illuminated point or pixel in the resulting image. Afterward, the laser point is

deflected to another point in the scene using the optical system, and the measurement is repeated. The

scene is scanned point-by-point, building up the image.

Modern systems additionally use pulsed lasers and time-resolved detection, allowing the 3D structure of

the scene to be reconstructed using the photons’ time-of-flight. Pixel size depends on the laser’s finite diver-

gence, pixel depth, and transmission path, but these parameters can be improved with stable scanning setups
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2.2 Single-Pixel Imaging

and over-sampling through multi-frame analysis, similar to Gated Viewing [52].

2.2.2 Imaging with Structured Light

Imaging with structured light (also known as Ghost Imaging (GI), Compressive Sensing (CS), or Compu-

tational Imaging (CI), depending on the implementation) is similar to laser scanning but does not scan

the scene point by point. Instead, the entire scene is illuminated with each pulse. Early experiments with

ghost imaging used lasers transmitted through a rotating scatter plate, with a beam splitter directing part of

the light to a camera and the other part to the object [53, 54]. The illuminated pattern was registered by

the camera and could be compunded with previous patterns, resulting in an image of the scene. Since this

method requires a camera at the desired wavelength and the patterns could not be actively adapted, it has

largely been replaced by Compressive Sensing (also known as "Computational Ghost Imaging"). Here,

light formers such as spatial light modulators (SLMs) or digital micromirror devices (DMDs) are used to

actively imprint a desired structure on the light spot [55]. This approach has the advantage of allowing the

reference patterns to be tailored to the application and optimized for subsequent mathematical processing

[56, 57].

The spatial structure of the emitted light is thus known to the receiver and is projected onto the scene,

changing with each new pulse. The single-pixel detector also measures a grayscale value, but instead

of correlating between the laser spot and the scanned point, this value represents a correlation factor

between the entire scene and the structure. Alternatively, the receiver can first illuminate the object and

superimpose the scattered light with the known structure before measuring the correlation factor, rather

than projecting the structure onto the object.

It is crucial that the light structure on the object, or the image of the object on the light former, is correctly

mapped to maintain the correlation between the object and the structure. For example, if the image of the

object is blurred, the measured grayscale value only reflects the correlation of the blurred image with the

structure, resulting in a blurred reconstructed image. Moreover, the light falling on the SLM/ the object typ-

ically has a specific structure. Since lasers are generally used for illumination, the Gaussian distribution of

light across the SLM and influences from speckle patterns should be considered.

The term compressive sensing comes from signal processing and generally refers to techniques for

efficiently acquiring and reconstructing signals by finding solutions to underdetermined linear systems.

The foundation of this approach is the assumption that the signal to be reconstructed is sparse. If this

sparsity condition is not met, NxM measurements would be required to reconstruct an NxM -pixel image.

However, due to the redundancy introduced by sparsity, such signals can be compressed without significant

information loss. This principle is used, for example, in modern cameras, where the original raw data can

be significantly reduced using encoding standards like JPEG.
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Figure 2.4: Compressive Sensing (Computational Ghost Imaging) setups. A spatial structure is imprinted on a laser
beam using an SLM, and the scene is illuminated with this structured light. The scene’s backscatter is
recorded by a simple single-pixel detector, which provides a grayscale value representing a correlation factor
between the illuminated structure and the scene. The structure is successively changed, and the correlation
factors are combined, weighted accordingly, to reconstruct an image of the scene. The light structure can
be imprinted before or after interaction with the scene. These setups typically require significantly fewer
measurements and less laser power than comparable laser scanners.
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Compressive sensing systems exploit the redundancy of the signal to reduce the hardware requirements.

This allows for the use of simpler and therefore cheaper cameras or the potential reduction of power

consumption. This is especially interesting for spectral ranges where no dedicated camera technology is

currently available, as these systems can avoid the highly cost-intensive development of corresponding

cameras.

Reconstructing the object requires corresponding matrix operations, which can be quite complex depending

on the matrices and resolution involved. Therefore, Hadamard matrices, in which all rows and columns

are orthogonal to each other, are commonly used, simplifying the computation of the image [58]. These

matrices can be constructed for all n×n resolutions when n is a power of two. Additionally, the sequence

and form of the matrices can be adapted to a specific application, allowing, for example, certain parts of

the scene to be scanned in higher detail [56]. This enables object detection and tracking to significantly

increase the frame rate without compromising the target object’s resolution.

2.3 Imaging with Entangled Light

Imaging with entangled light is closely related to imaging with correlated light, but here the correlations

between two entangled photons or the interference between entangled photon pairs are utilized. Instead

of measuring a grayscale value and using it as a weighting factor for the macroscopic light structure,

the direct point-to-point correlation of the photons is used to obtain image information. There are two

principal ways of realizing imaging with entangled light.

Either the photons are individually detected, and their entangled partners are identified using specific

correlations, or the partners are superimposed with other entangled photons in the same spectrum. The

latter case uses two identical photon pair sources (A and B) to produce two separate but interferable photon

pairs (A1 and A2, B1 and B2).

The photons from one source (A1) interact with the desired object and are then superimposed with the

photons from the other source (B1). Since a spatial structure is imprinted on the photons from A1 by the

object, the structure allows for distinguishability in the "which-path information," affecting the interference

in this region. Due to the correlation of the photon pairs, this behavior also occurs when superimposing

the entangled photons (A2 and B2). As a result, an image of the object examined with A1 is created in the

superposition of A2 and B2, enabling imaging without detecting A1 itself. This effect, called "induced

coherence," was first demonstrated by Zou et al. [60] and allows imaging without a camera in the spectrum

of the interacting photon [8, 17, 18]. However, due to the required superposition of various emissions

and its susceptibility to noise, this technique is poorly suited for remote sensing. In particular, the losses

associated with remote sensing (see Section 2.1.1) would significantly limit the contrast of the interference
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Figure 2.5: Setup for "Imaging with undetected photons," a superposition-based quantum imaging technique. The
image information is obtained from the interference of the signal photons (red), not from the idler photons
(green) interacting with the sample. The setup is taken from [59].

and thus the visibility of the object.

Therefore, this work focuses solely on the first type of imaging, specifically an effect first demonstrated by

Pittman et al. [22] and known as "Quantum Ghost Imaging" (QGI). Although it is the most promising

application for remote sensing, it is not the only form of quantum imaging with individual detection. In

particular, "superresolution imaging" [34] and "Quantum optical coherence tomography" [10] should also

be mentioned, although they are not discussed in detail in this work.

The following section first introduces entanglement in general, and specifically the generation of entangled

photon pairs through parametric fluorescence, before describing imaging with QGI.

2.3.1 Spontaneous Parametric Down Conversion

Spontaneous Parametric Down Conversion (SPDC) is a second-order nonlinear optical effect. In a nonlinear

medium, typically a crystal, a photon (pump) is converted into two photons (signal and idler). This process

is governed by two fundamental physical laws: energy conservation and momentum conservation. Energy

conservation determines the wavelengths of the photons involved:
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2.3 Imaging with Entangled Light

Figure 2.6: Spontaneous Parametric Down Conversion (SPDC). The refractive index, which is generally higher for
higher photon energies, leads to momentum conservation only being achievable through an emission angle
offset of the photon pairs.

ℏωp = ℏωs + ℏωi (2.9)

Momentum conservation, in turn, requires the resulting signal and idler photons to have equal mo-

menta:

k⃗p = k⃗s + k⃗i (2.10)

This condition, the simultaneous fulfillment of energy and momentum conservation, is called phase

matching. The wave vector k⃗ is given by:

k⃗ =
n(ω)ω

c
(2.11)

and thus depends on the refractive index at the specific wavelength. Since most materials exhibit normal

dispersion, the refractive index for shorter wavelengths (and thus higher photon energies) is generally

greater than for longer wavelengths, as shown in Figure 2.7a. Due to this wavelength dependence, the

condition for phase matching in isotropic media cannot generally be met, as there is always a mismatch in

either photon energy or momentum. Therefore, materials that exhibit birefringence, i.e., materials whose
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Figure 2.7: Refractive Indices of BK7 and KTP, calculated from their Sellmeier coefficients, taken from [61] (a)
Refractive index of BK7, depending on the wavelength of light. Since BK7 glass is an isotropic medium, its
refractive index is not dependent on the polarization of the incident light. (b) Refractive index of a KTP
crystal, a birefringent material. The refractive index of this material depends on the orientation of the light’s
polarization relative to the crystalline structure of the KTP crystal.

refractive index depends on the polarization of light relative to the crystal orientation, are used to realize

this effect. Phase matching is then achieved by polarizing one of the photons orthogonal to the other two,

subjecting it to a different refractive index, as shown in Figure 2.7b. This leads to two main types of phase

matching, depending on how the polarization of the generated photons is oriented relative to each other.

In Type-1 phase matching, the resulting photon pair is orthogonally polarized, while in Type-2 phase

matching, the pair shows parallel polarization.

Through careful selection of the crystal material, its orientation, and control of the pump light, various

parameters of the photon correlation can be manipulated [62]. In particular, phase matching can be realized

over a broad range of wavelengths, making this effect adaptable to many applications. This spectrum can

even be deliberately shifted and finely tuned due to the temperature dependence of the refractive index by

adjusting the crystal temperature [63].

The width of the emitted spectrum, however, strongly depends on the length of the crystal, as this

significantly influences the phase matching. For a general photon triplet, the phase mismatch can be

calculated using ∆k = kpump −ksignal −kidler (see Equation 2.10). This mismatch leads to a "rotation"

of the nonlinear tensor in the complex phase space. Once a rotation of π is reached, this rotation causes

destructive interference of its components, and after a rotation of 2π, the components effectively cancel

each other out. Therefore, a so-called coherence length can be defined, up to which the components add

constructively:
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Lc =
π

∆k
(2.12)

Beyond this coherence length, destructive interference begins, which suppresses the SPDC process.

If the SPDC crystal is longer than the coherence length of the phase mismatch, the SPDC process is

suppressed at the corresponding wavelengths. Consequently, the possible phase mismatch ∆k = π
Lcrystal

is significantly smaller for long crystals than for short ones, resulting in a narrower SPDC spectrum. A

more detailed derivation of these relationships can be found in [64].

This behavior can, however, also be utilized to manipulate the crystal and achieve specific desired phase

matchings. One widely used technique is periodic poling of the crystal, in which the crystal orientation

is periodically inverted. This inverts the nonlinear tensor of the medium locally, changing the sign of its

rotation. By periodically inverting after the coherence length Lc, the destructive interference that begins

there is transformed into constructive interference. This makes phase matching possible for wavelength

combinations that would otherwise be impossible in a uniformly oriented crystal. Of particular interest

is the normally impossible Type-0 phase matching, where the pump, signal, and idler photons are all

polarized in parallel. This topic is discussed in more detail in subsection 2.3.2.

Unlike the regular fluorescence used for lasers, there are no energy states of the medium excited in SPDC,

which would typically decay radiatively after a certain time (fluorescence lifetime). Instead, the pump

photon decays directly, generating the signal and idler photons simultaneously. Additionally, since the

system is not bound to fixed, material-dependent energy levels and differences, a much broader spectrum

can be emitted than with a fluorescence-based laser [65].

Although intensive quantum mechanical and electrodynamic analyses have already derived mechanisms in

which the time and location of the partners do not coincide [66, 67], these considerations are omitted in

this work, as their likelihood of occurrence is very small compared to regular SPDC due to the involved

side effects. However, this nonlocality limits the fidelity of the entanglement, which, for example, limits

quantum communication systems like Quantum Key Distribution (QKD). For imaging applications,

depending on the system, this nonlocality could lead to additional noise or limit the achievable resolution.

In coincidence-based measurements, the influence of these effects is especially questionable, as the

temporal coincidence used to identify photon pairs could also be used to filter out these (in part) temporally

nonlocal pairs.

2.3.2 Quasi-Phase Matching

Quasi-phase matching (QPM) describes a method for manipulating phase matching by introducing a

periodic structure into the nonlinear medium. This structure is usually created by periodic poling of the

21



2 Theoretical Foundations

crystal, i.e., by periodically inverting its ferroelectric domains. This leads to a periodic inversion of the

sign of the nonlinear coefficient [68] and, consequently, a periodic inversion of the corresponding tensor.

The structuring can be achieved through several methods, but the most common is poling with strong,

localized electric fields. This method is also used to align other optical materials, such as polymers [69,

70].

The required structure can be determined by the phase mismatch of the photon triplet,1 given by the

refractive indices at the desired wavelengths and polarizations. After a certain coherence length Lc, this

mismatch corresponds exactly to π (see also Equation 2.12). In an unmodified crystal, the complex

nonlinear tensor would begin to interfere destructively after this length, suppressing the nonlinear process.

By inverting the crystal structure after this coherence length, the sign of the nonlinear coefficient is

reversed, changing the destructive interference into constructive interference [70]. As a result, phase

matching for wavelength combinations that are impossible in a uniformly oriented crystal can be achieved.

The possible periods of the structure can be calculated by:

Λ = 2mLc (2.13)

where m = 1, 3, 5, ... is the order of the matching and ensures that constructive interference is achieved.

Several possible periods can be derived from this equation, but higher-order matching generally leads to

lower conversion efficiencies, as also destructive interference of the nonlinear tensor occurs at these orders.

Higher-order matching, however, can be advantageous in realizing the poling process, as larger structures

are generally easier and more reliably fabricated.

This behavior is shown in Figure 2.8, but for a sum-frequency generation (SFG) process rather than

parametric fluorescence. The behavior is comparable, but the intensity in SPDC does not follow an

exponential curve as in SFG but rather a linear relationship. This is due to the spontaneous generation

rather than the stimulated generation used in SFG. However, the generation of photon pairs still follows a

sinusoidal pattern, as it is described by a projection of the rotating optical tensor in phase space. Therefore,

the effective nonlinear coefficient in quasi-phase matching is also limited to 2/π of the actual nonlinear

coefficient.

The influence of the periodic structure on the phase matching can be described by an additional wave vector

kΛ. By carefully adjusting this, a structure can theoretically be found for any photon triplet that satisfies

energy conservation and ensures that momentum conservation, and thus phase matching, is achieved. This

also allows for a wide variety of wavelength combinations with freely chosen types of phase matching.

For instance, collinear Type-0 phase matching can be achieved, where the pump, signal, and idler photons

all have the same polarization and are emitted collinearly. This type of matching allows the use of the

1see Equations 2.9, 2.10, and 2.12
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Figure 2.8: Quasi-phase matching and its influence on phase matching. (a) Quasi-phase matching structure in a
nonlinear crystal. The orientation of the crystal domains is periodically inverted. Next to it: the influence of
the structure on phase matching (collinear phase matching), expressed by the wave vector kΛ. (b) Intensity
of sum-frequency generation (SFG) for different phase matchings. The behavior is comparable to phase
matching in SPDC. Blue: intensity without phase matching, orange: natural angular phase matching via the
d32 coefficient, red: quasi-phase matching via the d33 coefficient. Image taken from [71].
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Figure 2.9: Influence of poling period and crystal temperature on phase matching, demonstrated with collinear Type-0
phase matching. (a) Influence of poling period on the wavelengths of collinearly emitted photon pairs from
a KTP crystal. A 405 nm laser and a crystal temperature of 20◦C are assumed. (b) Influence of crystal
temperature on the wavelengths of collinearly emitted photon pairs from a KTP crystal with a 4.25;µm
period, at a pump wavelength of 405 nm. Data calculated with SNLO [78], based on measurements in [79].

d33 nonlinearity, which is particularly large in some nonlinear materials, promising higher conversion

efficiencies (e.g., [72]).

Furthermore, phase matching can be achieved over a broad spectrum of wavelengths and combinations.

Of particular interest for metrology is the entanglement of light in the visible spectrum (detectable

by silicon, < 1.1µm) with light in the wavelength range where the measurement is to be conducted.

This spectrum can be selected from the visible range [73] to the infrared [16, 74] and even up to the

THz range [75]. However, for extremely long wavelengths (or low photon energies), the separation

of the pump and signal photons becomes increasingly difficult due to the small wavelength difference

[76].

Of course, the quality and "purity" of the periodic structure also play a crucial role. The biggest limitation

for spectroscopic applications is the absorption of the nonlinear medium itself—not because phase

matching in that spectrum would be impossible, but because the corresponding photon might be absorbed

within the medium itself, rendering it unusable for measurement. Techniques such as using short crystals

[77] can extend this range slightly, but it remains limited for most applications.

Even for periodically poled crystals, the emitted spectrum can be finely adjusted, especially through

temperature tuning. However the intrinsic material parameters are less important for these crystals. Instead,
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the emission is mainly affected by changes in the periodic structure. As the crystal expands thermally, this

structure is stretched, and phase matching shifts to other photon triplets with the corresponding coherence

lengths [69].

Of particular interest in metrology is the aperiodic poling of nonlinear crystals. In this case, the poling

period of the crystal is not constant but changes along the length of the crystal. The resulting "chirped

gratings" shift phase matching to new triplets continuously, allowing the design of ultra-broadband sources

with a wide emission spectrum. This can be used, for example, to increase the number of modes at a given

wavelength or to shorten the temporal correlation of the photon pairs [80–82].

2.4 Quantum Ghost Imaging

Quantum Ghost Imaging (QGI) leverages the strong correlations between pairs of entangled photons to

image objects without directly detecting the photon that interacts with the object. This allows imaging at

wavelengths where detector technology might be less developed, and can also increase information per

photon, enabling sharp images with very few photons [12].

The foundation of QGI lies in the entanglement of position and momentum between the two photons in a

pair. Under the right conditions this correlation allows to reconstruct the path of one photon by observing

its entangled partner. In other words, by imaging one photon (hereafter called "signal") with a camera,

an image of the corresponding partner (hereafter called "idler") can be obtained. By measuring the idler

photon that interacts with the object using a bucket detector, the corresponding partner photons can be

identified, and an image of the illuminated object can be reconstructed from the detections of the signal

photons. To ensure a sharp image, the relationship between both partners must be clear. This results

in two principal implementations of the photon source: the "far-field setup" (also known as a lensless

setup) and the "near-field setup" (also known as an intermediate image in the crystal), shown in Figure

2.11.

The far-field setup focuses a laser beam into a nonlinear crystal. This focussing limits the generation of

photon pairs to the focal region, but the emission angles of the emitted partners are very divergent. The

term "lensless" arises because, theoretically, the focused source can act as a point source, allowing imaging

without lenses and with extremely large depth of field1. In practice, however, imaging and focusing lenses

are typically used, as the divergence of the photons is often large (several milliradians), and the apertures

of typical single-photon detectors are small (on the order of micrometers).

Alternatively, the near-field setup uses a collimated laser beam to illuminate the entire aperture of the

crystal. This generates photon pairs over the entire aperture, but their emission angles are limited. The

1similar to a pinhole camera
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Figure 2.10: Setup for heralded Quantum Ghost Imaging, from [12]. An entangled photon pair is generated and the two
partners are separated by their polarization. One partner (idler) is imaged onto the target object and then
detected. This detection triggers a camera that spatially resolves the second photon (signal) (The signal
photon is "heralded", hence the term "heralded" detection). The signal photon must be delayed to match
the timing of the camera’s exposure. To ensure a sharp image, the signal photon must be mapped onto the
individual mirrors of the delay line to maintain the correlation.
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Figure 2.11: The two possible implementations of the photon-pair source and the resulting image correlation. To
achieve clear momentum correlation of the photon pairs, plane phase fronts are needed [83], which can be
achieved either in a collimated beam or in a focused laser. (a) Near-field setup. The laser is collimated
and illuminates the entire aperture of the crystal. The resulting position correlation of the signal and idler
photons leads, when imaged on the same plane, to an identical image in both signal and idler. (b) Far-field
setup. The laser is focused into the crystal, limiting the emission of photon pairs to a small cross-section.
The image is formed using the momentum correlation of the photons, which can be translated into a spatial
correlation by collimation. Due to the anti-correlation of the momenta, the resulting image is inverted at
the origin, similar to a pinhole camera [84]. For clarity, the crystal in the figure is shown much larger than
in reality; for proper imaging, the crystal should be significantly smaller than the Rayleigh length of the
laser [85].

resulting image of the "crystal plane" is then projected onto both the object and the detector to reestablish

the point-to-point correlation of the entangled photons.

Both setups offer viable methods for QGI, and the choice between them depends largely on their respective

advantages and disadvantages. For example, the near-field setup works well with very long crystals, while

the lensless setup requires much smaller apertures. In this work, only the lensless setup was used, as the

aperture of the crystals used, and thus the resolution achievable with the near-field setup, is limited due to

the periodic poling of the crystal.

In the lensless setup, precise control of the laser focus is crucial. There is a trade-off between the size

of the focus, which limits the precision of the position correlation, and its divergence, which, along

with the length of the crystal, limits the clarity of the momentum correlation. The Rayleigh length

of the focus can serve as a measure, which should be kept large in relation to the crystal length [80,

86–88].

Since in practical implementation many individual photons are detected, and it is not known which of the

detected photons belong to a particular pair, a system for identifying the partner photons is required. Unlike

"classical" quantum mechanical sources such as lasers, where the pump photon excites an energy level

of the medium, which, on average, decays radiatively after the fluorescence time, in nonlinear processes,

the pump photon interacts directly with the signal and idler photon [71]. Due to this direct interaction
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of the radiation, the absorption of the pump radiation and the emission of the signal and idler photons

occur instantaneously. In other words, the idler and signal photons are created at the exact same time. This

common emission time of both photons is usually used to identify the entangled photon partners through

coincidence detection.

2.4.1 Resolution Limits of QGI

The resolution of any imaging system is generally limited by the diffraction at the optics used before

imaging, or by their point-spread function (PSF). The fundamental limit of resolution is described by the

Abbe limit:

d =
λ

2n sin(α)
(2.14)

where d is the resolution, n is the refractive index of the medium, and α is the half-opening angle of the

optical system. In the case of QGI, the wavelength that determines the resolution is the longer wavelength,

typically that of the idler photon [89]. Although there are methods to achieve resolution beyond this limit

with entangled photons, such as "optical centroid measurements" (OCM) [34, 90], these methods require

that multiple entangled partners interact with the object and be detected together. Since QGI spatially

separates the participating partners, the Abbe limit still applies to these systems.

Depending on the system, however, not only the resolution of the receiving optics may matter; the

characteristics of the illumination source may also limit resolution. In a laser-scanning system, for

instance, the beam quality factor M2 of the laser plays an important role. In the case of QGI, a similar

limit is determined by the finite precision of the correlation between the two photons, which is itself

influenced by the design of the source [91].

For the far-field setup, the photon source should approximate a point source as closely as possible.

This means the laser should be focused as sharply as possible to reduce the size of the pump spot and

thus the resolution. However, stronger focusing also increases the divergence of the laser, leading to

greater uncertainty in the momentum correlation of the photons as they propagate through the crystal

[86].

This dependency for a Gaussian pump beam with radius w0 and the transverse momentum distribution of

the pump light Ξ(ρp) is described by the coupled biphoton joint amplitude F (ρi, ρs):

F (ρi, ρs) = Ξ(ρp) sinc
(
L

2
∆k (ρi, ρs)

)
exp

(
−w2

0
|ρi + ρs|2

4

)
(2.15)
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where ρi, ρs, and ρp represent the momenta of the idler, signal, and pump light respectively, L is the

length of the crystal, and ∆k (ρi,ρs) describes the phase mismatch of the three interacting waves. In the

case of QPM tuning of the crystal, an additional term kΛ must be included in ∆k (ρi, ρs), so that the

phase mismatch is described as follows:

∆k (ρi, ρs) = kpz + kΛ − ksz − kiz −
|ρi + ρs|2

2kp
(2.16)

where kµz represents the z-components (i.e., components along the propagation direction of light) of the

wave vectors for the pump, signal, and idler. In the case of collinear phase matching, this indexing can

be omitted for practical purposes, as the deviations of the transverse components from the propagation

direction are small.

A more detailed derivation of these formulas can be found in [86], noting that the paper assumes degenerate

entanglement in a non-phase-matched crystal. It is also worth mentioning that these formulas assume

thin crystals, allowing the effects of beam walk-off from the pump’s pointing vector to be neglected.

This condition (crystal length significantly smaller than the Rayleigh length of the pump laser, Lcrystal ≪
zRayleigh) has always been met in this work [85].

For periodically poled crystals there is an additional uncertainty in the correlation caused by manu-

facturing variations. The width of the poled regions can fluctuate due to technical limitations, which

sets a lower bound on the "line width" of the source or the spectral width of the correlated spectra.

This uncertainty, especially when combined with refractive optics (used for imaging), can further limit

resolution.

For a detailed, current experimental analysis of the achievable resolution of the SPDC process and

its various influences, refer to [59]. While this study uses an "induced coherence" setup (see Chap-

ter 2.3), which operates under different constraints, the fundamental considerations of SPDC can be

extended.

2.4.2 Quantum Ghost Imaging with Asynchronous Detection

Modern QGI setups are typically based on a "heralded scheme", as shown in Figure 2.10. To filter

entangled photons, the idler photon interacts with the object and is then measured by a bucket detector.

This measurement triggers a single-photon camera, usually an ICCD or sCMOS camera, which captures

the signal photon. Because the detection of the bucket detector and the triggering of the camera inher-

ently lead to time delays, the signal photon must be "held back" long enough to be registered by the

camera.
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Figure 2.12: Setup for asynchronous Quantum Ghost Imaging, from [20]. The (ICCD) camera from the heralded
setup (see Figure 2.10) is replaced by a spatially and temporally resolving camera (SPAD array). By
projecting detection times onto a common time base (via TCSPC electronics), the detection times can be
cross-referenced. Coincidence detection occurs after measurement through timestamp comparison. This
eliminates the need for the delay line and allows 3D imaging using direct time-of-flight (dTOF) methods.

During this delay, however, the correlation between the images must be maintained. This is typically

achieved by using a delay line that preserves the image, in which the signal photon is reflected multiple

times off mirrors while being imaged onto the mirrors with corresponding lenses [12]. Since these delays

are typically on the order of several nanoseconds (corresponding to several meters of optical path length),

such delay lines are only feasible with significant alignment and space requirements. Due to the need to

preserve the image during the delay, adapting these setups for practical use can be extremely challenging,

making them most effective in controlled environments.

Recent developments in single-photon camera technology, particularly in the area of Single-Photon

Avalanche Diodes (SPADs), now allow for not only spatially resolved detection of individual photons

but also temporal resolutions on the order of picoseconds. This makes it possible to cross-reference the

detection events within a measurement window, identify entangled photons by timestamp comparison, and

use coincidence detection to identify photon pairs [34, 36].

In QGI, the detection of the bucket detector is typically related to the detections of the camera. The

setup shown in Figure 2.12 uses external timing electronics (TCSPC, or time-correlated single photon

counting) connected to both the camera and the detector. This allows to track the beginning of each

measurement window of the camera and reference to their local detection times, projecting them to

the timebase ofthe TCSPC. The detection of the bucket detector is registered directly by the TCSPC,

allowing to reference the detections and seperate the acquisition of the signal photons from the idler
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photons.

This in turn allows coincidence detection independent of the geometry of the setup [38]. Additionally,

this method enables the use of various objects at different depths by distinguishing between the photon

detections based on their timing, which allows 3D imaging using direct time-of-flight (dTOF) methods,

similar to LiDAR applications. Since the detection of the photons is not synchronized in real-time with

the bucket detector, unlike in heralded setups, this technique is called "asynchronous Quantum Ghost

Imaging."

Developing and characterizing an asynchronous Quantum Ghost Imaging setup was a key focus of this

work, which is discussed in detail in Chapter 3.4.

2.5 Single Photon Avalanche Diodes (SPAD)

SPADs are a specialized form of the widely used avalanche photodiodes (APD). APDs exhibit very high

internal electric fields in a portion of the diode due to the geometry of their doping layers. These fields

greatly amplify individual electron-hole pairs generated by photon absorption. This amplification allows

even small signals, that would be drowned out by the dark noise in a conventional photodiode, to be

amplified and processed by subsequent electronics. However, this amplification also introduces some

uncertainty in the measured signals, as they can fluctuate significantly and be heavily reduced by previous

detections [92].

Unlike APDs, SPADs are operated in a bistable state slightly above the breakdown voltage of the diode,

known as the Geiger mode (see Figure 2.13 ). In this charged state, the SPAD is held until an electron-hole

pair is created in the diode (either by photon absorption or thermal effects). Once this occurs, cascading

impact ionization of additional pairs leads to avalanche breakdown and uncontrolled signal amplification.

While this uncontrolled discharge, triggered by just a single absorbed photon, makes the SPAD unsuitable

for measuring the intensity of incoming light, it is ideal for single-photon detection, amplifying the signal

to a measurable level.

If the diode were operated above breakdown after detection, the avalanche discharge would sustain itself

until the diode was destroyed. To prevent this, a quenching circuit is used to detect the sudden increase

in diode current caused by the avalanche breakdown and immediately reduce the diode’s voltage. This

stops the discharge, clears out excess charge carriers from the APD, and allows the diode to be reset to the

Geiger mode, with the voltage slightly above the breakdown point.

The simplest way to realize this control is with a discharge resistor placed in series with the diode.

The sudden increase in diode current leads to a corresponding increase in the voltage drop across this
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Figure 2.13: Operational principle and quenching of a SPAD. (a) Structure and voltage characteristic of an APD. The
p-doped layer in front of the n+-doped layer leads to a local increase in the electric field strength, resulting
in the multiplication of absorbed charge carriers. APDs are typically operated just below the breakdown
voltage Uth to achieve a defined amplification. SPADs, however, are operated above this voltage (red
mark) to amplify a single detected photon into a measurable signal. (b) Quenching and reset scheme.
After detection, the avalanche breakdown would sustain itself and destroy the diode. To prevent this, the
operating voltage is reduced below Uth after detection, discharging the free charge carriers. The diode is
then reset to its detection state. Additional details can be found in [93].

(preferably large) resistor, reducing the diode voltage below the breakdown threshold. This allows the

diode to discharge, reducing the current and restoring the voltage across the resistor. The APD can then be

recharged to the Geiger state (commonly referred to as "recharge" in the literature). Besides this passive

quenching approach, there are more sophisticated active quenching circuits that can reduce the reset time

of the diode and its dead time after detection [92]. These techniques can also address some of the problems

associated with passive quenching [93, 94].

2.5.1 SPAD Design and Layout

Depending on the application and desired parameters, there are various designs and characteristics of

SPADs. The most widely used are reach-through and planar SPAD structures, owing to their relatively

simple design. Reach-through SPADs, which use the full thickness of the substrate, have advantages

in detection efficiency due to their large absorption region. This effect is particularly noticeable in the

near-infrared (NIR) spectrum [94]. However, the thick absorption layer also degrades time resolution

and increases noise. Additionally, they are incompatible with CMOS processes, unlike planar SPAD

structures, making them less suitable for LiDAR or QGI applications, where good time resolution and

integration with on-chip electronics are important. Therefore, this work focuses primarily on planar SPAD

structures.

The design of a planar SPAD is shown exemplarily in Figure 2.14, with the absorption region marked

in red. The absorption region in these structures is typically several nanometers to a few micrometers
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Figure 2.14: Cross-section of a thin-film SPAD and detection efficiency (DE) of various SPAD geometries. (a) Cross-
section of a thin-film SPAD with labeled doping layers. The avalanche region is marked in red. The
image was taken from [95]. (b) Photon detection efficiency (PDE) of different SPADs based on various
technologies. The curves were provided by the manufacturers. τ -SPAD and SPCM-AQR: thick-film,
reach-through SPADs. RE-SPAD: "Red-Enhanced" thin-film SPAD. MPD: commercially available thin-
film SPAD. CMOS: CMOS (thin-film) SPAD array prototype. HPD: hybrid photodetector prototype with
a GaAsP photocathode. Details can be found in the original publication [96].

thick, much smaller than in "reach-through" structures. This makes them significantly faster in terms of

response time, capable of achieving resolutions in the double-digit picosecond range [97]. However, the

size of the absorption region limits the detection efficiency of the detector, especially in the NIR range.

This is due to the decreasing absorption coefficient of silicon for longer wavelengths [98], which means

that longer-wavelength light is absorbed over larger volumes. As a result, for smaller structures, not only

does the overall absorption decrease, but the peak detection efficiency also shifts toward the ultraviolet, as

shown in Figure 2.14.

To generate the strong electric field required for detection, while maintaining uniformity across the entire

active area, the active region of the SPAD serves as the anode. To realize thin active layers (necessary for

good time resolution), the cathode is placed as a concentric ring around the anode. Normally, this design

would lead to a collapse of the electric field at the edge of the active region, known as premature edge

breakdown (PEB) [94, 99]. To avoid this, special insulating guard rings are placed between the anode and

cathode.

These guard ring structures are used in nearly all SPAD designs. They help to homogenize the electric field

across the active area, improving both dark noise and detection efficiency (DE). Furthermore, the guard

rings isolate the SPAD’s active region from the surrounding substrate, preventing free charge carriers from

diffusing into the active region and causing additional noise.

The shift in detection efficiency for different layer thicknesses is a known effect, familiar from solar cell

research, and there are ways to optimize efficiency for specific spectral ranges. However, it is important
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Figure 2.15: Timing characteristics of a SPAD. The images are taken from [103]. (a) Time jitter of a SPAD at an
overvoltage of 1.75;V. The second peak is caused by a reflection in the optical system. Details can be
found in [103]. (b) Time jitter of the detector depending on the overvoltage (blue) and the uncertainty
caused by the SPAD breakdown (black).

to ensure that such optimization does not adversely affect the fundamental properties of the SPAD. For

example, a reflective coating on the back of the SPAD can enhance detection efficiency in the NIR

without significantly affecting the time resolution, as the light’s round-trip time is much shorter than

the detector’s time resolution. Scattering layers, however, which scatter normally incident light into the

detector volume, are unsuitable for cameras as they can scatter photons into other parts of the detector,

increasing noise.

To improve efficiency, especially in the UV and short-wavelength range, "backside illumination" is often

used. In this configuration, the chip is illuminated through the substrate rather than from the front side.

This avoids passing through the metallization layers on the surface of the semiconductor, which reflect and

absorb more than the substrate itself [100, 101]. Furthermore, anti-reflection (AR) coatings are frequently

employed because silicon has a much higher refractive index than air. Depending on the wavelength, this

difference can lead to a reflection of 30− 40% [102]. These AR coatings are commonly used in optics

but are typically highly material- and wavelength-dependent. Therefore, for such coatings, the intended

application and, above all, the wavelength used should be known.

2.5.2 Time acquisition of a SPAD

As previously mentioned, SPADs can react very quickly due to the small dimensions of the active region

[104]. The response time of the detector is fundamentally limited by the thickness of the active layer

and the drift velocity of the electrons that initiate the avalanche breakdown. The drift velocity increases
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with stronger electric fields, but saturates near the breakdown voltage, which is the operational range for

SPADs. It is also temperature-dependent and decreases with rising temperatures. For silicon at room

temperature—the most common operational condition for modern SPADs—the saturation occurs at a

velocity of approximately 105 m
s

, which corresponds to a time resolution between 1 and 10 picoseconds

for active layer thicknesses of 100 nanometers to 1 micrometer.

Simple SPADs can get very close to this fundamental limit [103, 105], though their exact time resolution

is highly dependent on the applied voltage, specifically the excess bias above the breakdown voltage,

as shown in Figure 2.15 [92, 103]. With increasing voltage, the detection probability (photon detection

probability, PDP) of the detector also increases. However, this leads to higher dark counts (dark count

rate, DCR), and it raises the likelihood of "after-pulsing," where residual charge carriers not fully drained

during reset can trigger another avalanche shortly after the previous detection. This after-pulsing effect can

be mitigated by longer reset times or more gradual recovery of the SPAD, though this limits the detector’s

overall detection rate [106, 107].

The choice of operational voltage and reset time depends largely on the specific application and should

be optimized accordingly. For example, in this work, the dead time of the idler detector was adjusted to

match the dead time of the SPAD camera used.

For SPAD arrays, which are needed for QGI, time resolutions in the single-digit picosecond range are

generally not achieved [108]. This is because these arrays not only need to detect photons but also process

the detections. It is crucial that each pixel registers the detection time independently of the other pixels in

the array. This is accomplished using Time-to-Digital (TDC) circuits integrated into each pixel to capture

both the spatial and temporal information of each detection. Depending on the requirements, several

methods exist to implement these circuits. For an overview, refer to the relevant literature [109, 110]. The

following sections focus on the techniques used in this work, including simple counter circuits based on

a system clock combined with more precise flash-TDCs [32, 111], and differential TDCs based on ring

oscillators. In most cases, TDCs are triggered by a detected photon, measuring the time until the end of the

detection, rather than continuously counting from the start of the measurement.

Counter-based TDCs are relatively simple circuits that rely on a global system clock. A stable clock

source (such as a quartz oscillator) is typically used, which is started before the measurement to avoid any

transient effects and ensure a stable signal. The TDCs then count the clock edges (either rising or falling,

depending on the application) that occur between the start of the measurement and photon detection,

thereby providing a timestamp for each event. These circuits typically work well with clock frequencies in

the tens of MHz range, corresponding to nanosecond-level resolution.

To achieve better time resolution (in the picosecond range), the clock frequency would need to be in the

GHz range. Although this is now technically possible with integrated circuits, it is typically associated with
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Figure 2.16: Delay-locked-loop (DLL) TDC Schaltungen. (a) Block Diagramm eines DLL TDC mit der Thermometer-
codierten Ausgabe. Jede Kaskade verschiebt die Phase des Clock Signal um eine minimale Zeiteinheit
(der Auflösung der TDCs). Bei einer Detektion wird der aktuelle Zustand des TDC ausgelesen und für die
Datenübertragung Binär codiert. Das Bild stammt aus [111]. (b) Layout eines Pixel eines SPAD Arrays
mit Zeitaufnahme (TDC). Exemplarisch gezeigt ist das Layout eines Pixels eines 32x32 Pixel SPAD
Arrays mit einem groben Clock-Counter und einem Fein-Interpolator auf DLL-Basis. Der SPAD selbst,
also die eigentlich zur Photonen-Detektion genutzte Fläche, ist dabei klein im Vergleich zur kompletten
Peripherie des Pixels. Das limitiert den Füll-Faktor und damit die Detektionswahrscheinlickeit, kann aber
durch entsprechende Methoden (z.B. Mikro-Linsen-Arrays) kompensiert werden. Das Bild wurde [112]
entnommen.
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significant cooling and power demands, making such systems impractical for many camera applications.

Therefore, for finer resolution, a delay-locked loop (DLL) is often used. A DLL divides each clock period

TCoarse into x equal parts, with each part having a delay TDLL = TCoarse/x [109]. A chain of flip-flops is

used to delay the clock signal in increments, and when a photon is detected, the state of the flip-flops is

read out to determine the phase of the clock signal at the time of detection. The resulting x-bit thermometer

code is then converted into a binary code to optimize data transmission. The TDCs in the two-row array

used in this work were based on this technique, with a finer TDC used for actual photon timing [32]. Using

this method, highly accurate and stable TDCs can be implemented. However, due to space limitations

in the detector, the number of flip-flops must be kept small, which limits the achievable resolution. This

design is therefore most suitable for linear, one-dimensional arrays.

For two-dimensional arrays, ring oscillator-based TDCs are more commonly used due to their smaller

footprint. These TDCs consist of a coarse counter that measures the oscillations of a base clock and

provides an initial rough timestamp. The clock signal is then fed through a cascade of inverters, each of

which shifts the phase of the clock signal by 2π/x, where x is the number of inverter stages. When the

measurement stops, the state of the inverters is compared to interpolate the timestamp. The condition of the

inverters is typically stored in analog form (e.g., using capacitors) to suppress quantization errors during

multiple measurements. The 2D-SPAD used in this work featured a three-stage ring oscillator with simple

comparator circuits, where a signal served as the reference for the coarse counter [113]. The oscillation

period, and hence the time resolution, could be adjusted via the power supply.

For higher time resolutions, the space required for the TDC increases significantly, as shown in Figure 2.16.

This leads to a lower fill factor, reducing the overall photon detection probability. However, techniques

such as microlens arrays can partially compensate for this limitation [114].
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Figure 2.17: TDC design based on ring oscillators. The images are from [113]. (a) Block diagram of a three-stage ring
oscillator, as used in this work. (b) Circuit diagram of the fine interpolator and the resulting output signal
encoding.

2.6 Image Enhancement and Object Detection

Every imaging system is subject to noise, and its effects can be varied and numerous. Some of these noise

sources, however, can be estimated and approximately corrected depending on the characteristics of the

setup. For example, deterministic errors such as dark noise, which is typically due to electrical noise in

the detector’s individual pixels, can be approximated as independent of the illumination. This type of

noise manifests as a constant offset in the recorded image and can be measured by taking a reference

measurement in the absence of light, which can then be subtracted from the actual measurement. Other

forms of noise, such as shot noise, which arises from fluctuations in the number of emitted and detected

photons, cannot be easily predicted or compensated [94].

These noise effects typically result in a degradation of image quality or, in the case of 3D imaging, a

deterioration in the 3D model produced. However, with the right assumptions, the images can sometimes

be post-processed to improve quality. For example, object detection techniques can be used to classify

the captured images and infer the likely shape of the object. In the case of 3D models, additional

assumptions like a smooth surface or a comparison to known structures can help refine the generated

models.

It is important to note, however, that such manipulations can be a double-edged sword. While they can

improve detection, they can also cause details of the object to be lost, and in some cases, they may even

cause the classification to fail. The noise effects relevant to QGI will be briefly described below, along

with possible image optimization techniques.
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2.6.1 Noise Effects in QGI

Any imaging system that integrates optical power or counts the number of photons detected is inherently

subject to shot noise. This effect arises from fluctuations in both the number of illumination photons and

the charge carriers generated by detection and follows a Poisson distribution. This is especially dominant

in low-light conditions because the standard deviation ∆n, given by [115]

∆n =
√
n̄, (2.17)

with n̄ being the average number of detections, is quite large compared to the number of detections or the

measured signal. This is the dominant noise process for most systems that work with few photons, both due

to signal uncertainty and detection uncertainty. To reduce this effect, single-photon imaging techniques are

increasingly being employed, where the arrival time of individual photons is recorded rather than the photon

count. QGI is such a single-photon system. Since only one photon is measured at a time, the uncertainty

due to shot noise is eliminated, allowing for noiseless, digital readout.

However, while the photon count is noiseless, the arrival time of photons remains uncertain and is

dependent on the setup. In the case of pulsed lasers, for instance, the photon arrival times also follow a

Poisson distribution. In QGI, however, this uncertainty is determined by the temporal correlation between

the two photons, and due to their simultaneous emission, there is no inherent statistical uncertainty in

their arrival times. The uncertainty is primarily determined by the finite time resolution and accuracy

of the two detectors. Depending on the system, the time delay due to photon dispersion may also play

a role [16]. Dispersion effects are largely dependent on the emission bandwidth and therefore on the

properties of the photon source, such as the length of the nonlinear crystal. Unlike in conventional photon

integration systems, this temporal distribution can be analyzed and, to some extent, compensated during

measurement.

In contrast to the temporal information, which assumes the involvement of only two photons, the spatial

information from coincidence detection—and thus the resulting coincidence image—exhibits uncertainty in

the number of photons per pixel. This number, or signal level per pixel, follows the statistical distribution

of the object’s backscattering, overlaid with a Poisson distribution. While the temporal statistics of

backscattering can be determined through the possibility of 3D reconstruction of the object, the spatial

Poisson statistics cannot be separated from the process.

Dark noise from the imaging detector also overlaps with the QGI-generated image, but as previously

mentioned, it can be approximated through a preliminary characterization and subtracted from the image.

However, QGI introduces an additional noise term due to so-called "false coincidences." These refer to

detections that the system registers as coincident photons, arriving within the same time window but
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without any physical connection to one another.

These false coincidences can be triggered by random noise events or real photons whose partners were

not detected (e.g., due to missed detection in one arm). They typically appear as a superposition of dark

noise and SPDC (spontaneous parametric down-conversion) emission. Their influence can be estimated

by adjusting the time delay between the idler and signal detections so that only false coincidences are

measured, instead of detecting real coincident pairs.

This measurement allows for the extraction of the false coincidence rate, similar to the method used

to estimate dark noise. However, unlike dark noise, determining the false coincidence rate requires a

fully constructed and calibrated QGI setup to measure the SPDC emission accurately. With the widely-

used heralded QGI setups, this characterization requires an additional measurement, whereas with the

asynchronous QGI setup developed in this work (see 3.4), this information can be directly extracted from

the imaging data itself.

Additional effects and limitations relevant to this discussion can be found in the literature, e.g. [116].

2.6.2 Object Detection and 3D Optimization

The techniques described here for object detection pertain mainly to the setup described in Chapter 3.

Some of these techniques can also be applied to classical heralded QGI setups, although in those cases the

identification of coincident photons and temporal analysis are less critical, since coincidence detection

is inherently guaranteed by the setup design. In classical setups, no 3D imaging can be achieved, as the

timing information of the photons is lost.

For QGI, object detection can be split into two major parts: identifying coincident photons from the individ-

ual detections in both arms and reconstructing the 3D shape of the illuminated object. These two methods

can also be combined to support or improve 3D reconstruction, where necessary.

The first task—coincident photon identification—is a one-dimensional problem that involves comparing

the time stamps from both detection arms to identify the so-called coincidence peak. This peak appears

as a maximum in the distribution of time differences between the two detection arms and represents the

arrival time of the photon pairs (assuming a static object). In the case of multiple objects at different

depths, multiple coincidence peaks may appear, corresponding to their spatial positions. A straightfor-

ward, fast optimization algorithm such as gradient ascent can be applied to detect these local maxima

[117].

However, selecting the appropriate optimization algorithm is more complex than it might initially seem.

The distribution of detected false coincidences is determined by the convolution of both the detector
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Figure 2.18: Coincidence analysis depending on the detection/emission characteristics of the detectors or the source. If
only one device is gated, the analysis is no different from the continuous-wave (cw) case. When two gated
detectors are used, the distribution of uncorrelated coincidences changes from uniform to a trapezoidal
function (convolution of two rectangular signals). Poor synchronization of the gating windows can cause
the coincidence peak to fall on the slope of the trapezoidal function, which may lead to issues with the
optimization algorithms used for peak detection. This can be mitigated by combining faster algorithms
with convergent methods or by adding appropriate constraints.

response functions and the characteristics of the photon source. These convoluted detection functions can

sometimes lead to incorrect results if the optimization algorithm is not properly tuned, as shown in Figure

2.18.

Ideally, if both detectors are free-running and the photon generation rate is constant, the false coincidence

rate would follow a uniform distribution, and the coincidence peak would be (theoretically) the only

deviation in this function. However, due to the need for gated SPAD arrays, this scenario is rare, although

the resulting distribution still resembles a uniform distribution.

If, however, a gated SPAD array is synchronized with a reference detector or pulsed laser, as is often done

to reduce data volumes or optimize coincidence detection, the convolution of the two response functions

produces a trapezoidal distribution instead of a uniform one. As shown in Figure 2.18, poorly chosen

gate times can cause the coincidence signal to no longer coincide with the global maximum. This is

problematic for simple, fast optimization algorithms, which may either get stuck in local maxima or fail to

detect peaks due to insufficient sampling resolution.

The problem of object reconstruction is closely tied to the temporal analysis of the data. Closely positioned

objects can cause difficulty in differentiating or classifying the detections. This issue can be mitigated by

applying appropriate constraints, such as assuming smooth object surfaces or analyzing signal strength.

In particular, the temporal change of the images within the coincidence peak plays an important role in

reconstructing the 3D scene and distinguishing objects. In some cases, it is even possible to infer surface
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details.

However, it is important to remember that such assumptions and manipulations can also distort the

measurement and reconstruction. For instance, if a depression in an object is mistakenly projected as part

of the object’s surface, it could lead to erroneous 3D models.
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This chapter presents and describes the first realization of a Quantum Ghost Imaging (QGI) setup with

asynchronous detection. The development and optimization of this setup are central to this dissertation

and are shown schematically in Figure 3.1. As a photon-pair source, an optically nonlinear, periodically

poled potassium titanyl phosphate (KTP) crystal was used, pumped by a 405 nm indium phosphide (InP)

laser. The poling period of the crystal was chosen to achieve collinear Type-0 SPDC with photon pairs at

549 nm (signal) and 1550 nm (idler) at the selected pump wavelength of 405 nm. The choice of Type-0

phase matching allowed for the use of the highest nonlinear coefficient (d33, [118, 119]) of KTP, thus

achieving the highest conversion efficiency.

The idler photons were separated from the signal and pump photons via dichroic mirrors, interacted with a

scene, and were then temporally recorded by a fiber-coupled, cooled indium gallium arsenide (InGaAs)

detector. The signal photons were also separated from the pump light using dichroic mirrors and then

detected both temporally and spatially using a SPAD camera (single-photon avalanche diode, see section

2.5) based on silicon. To avoid disturbing light scattering, the remaining pump light was directed into a

beam trap and absorbed.

For coincidence detection, the temporal information from two independent detectors (bucket and cam-

era) must be referenced to each other. For this purpose, both detectors are connected to dedicated

time-correlated single-photon counting (TCSPC) electronics, which are integrated via PCI in a mea-

surement computer. These electronics register the measurements from both detectors and allow the

temporal information to be transferred to a common time base. Since the detection of the photons occurs

independently of each other, unlike the "heralding" approach, and the data from two asynchronously

operating detectors are synchronized, this type of scheme was named "asynchronous quantum ghost

imaging."

Since they share the same time base, the resulting timestamps for signal and idler detections can be
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Figure 3.1: Setup for asynchronous Quantum Ghost Imaging. The photon pairs are generated via SPDC using a pump
laser. The resulting idler and signal photons are separated and collimated. The idler photons are first
imaged onto the object and then temporally recorded by a single-element detector. The signal photons are
imaged onto a camera and detected both temporally and spatially. Both detection times are referenced to
a common time base using TCSPC electronics, allowing them to be correlated. By comparing detection
times, entangled pairs can be identified, and an image of the object can be obtained.

compared. Due to the fixed time of flight and simultaneous emission of both photons in a pair, the

comparison of entangled partners leads to a constant difference. This allows the entangled photons

to be identified and the image information from the signal photons to be obtained. Due to the spatial

correlation of the partners, this corresponds to the image of the scene from the "perspective" of the idler

photons1.

The following sections describe the individual components of the setup and then the entire system in

detail.

3.1 Photon-Pair Source

In this work, periodically poled KTP crystals were used as the photon-pair source, pumped by a near-UV

laser. Due to energy conservation in SPDC, the pump photon must be the highest-energy photon in the

photon triplet. Since KTP crystals become opaque at ∼ 350 nm, a pump wavelength of 405 nm was

chosen. This wavelength has the advantage of being used in Blu-ray technology, making highly developed

off-the-shelf lasers available. Additionally, these lasers are still visible and pose fewer health risks or

issues with crystal opacification (gray tracking) than higher-energy photons.

Two lasers were used in this work: a "simple" diode module with optional pulse operation and a very

narrowband, single-frequency laser (Toptica TopMode 405). Both lasers were designed to operate at a

central frequency of 405 nm, though manufacturing tolerances can cause slight fluctuations. The emission

was verified through spectroscopic investigations (see section 3.4.5), as shown in Figure 3.8. The spectrum

1By using momentum correlation for imaging, the size of the emission spot of signal and idler scales approximately in
proportion to their wavelengths.
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Figure 3.2: Photon-pair sources used in this work. The crystal was temperature-stabilized during measurements. (a)
Source used for imaging. A pulsed laser diode (Obis LX405, λp = 404 nm, ∆λ ≈ 0.6 nm) pumps
a 2 mm long periodically poled KTP crystal (Λ = 4.25 µm). The laser pulses are synchronized with
the detector measurements. (b) Source used for spectroscopic investigations. A very narrowband SLM
laser (Toptica TopMode 405, λp = 404.84 nm, ∆λ < 0.01 nm) pumps a 5 mm long ppKTP crystal
(Λ = 4.25 µm). The narrowband laser achieved a very defined spectral correlation of the photon pairs.
See Section 3.4.5 for details.

of the pulsed laser is significantly broader, with a total width of about 0.6 nm, compared to the SLM laser,

which has a width of ∼ 0.02 nm, though the actual width is expected to be smaller due to measurement

resolution (0.01 nm, for details see section 3.4.1).

The pulsed laser was chosen to avoid issues with detector gating. The SLM laser, on the other hand, was

used to analyze the spectroscopic properties of the source (see section 3.4.5) and the effects of pulse

operation, with particular interest in the instability of the central frequency and bandwidth of the pulsed

laser, which can vary from pulse to pulse.

The poling period of the crystals was chosen at 4.25 µm to achieve collinear Type-0 phase matching at

room temperature for the combination 405 nm (pump) - 549 nm (signal) - 1550 nm (idler) (see Figure 3.3).

The idler wavelength was chosen to use a fiber-coupled single-pixel InGaAs-SPAD developed for quantum

communication as the bucket detector, which is already a well-established technology [120]. The signal

wavelength was adjusted so that current silicon-based SPAD cameras offer good detection efficiency (DE)

in this spectral range (see Figure 3.5 or [106]). These wavelengths also allowed for imaging in the SWIR

based on a VIS camera.

Due to the nature of phase matching, pump, idler, and signal photons share the same polarization, with

signal and idler photons having only a slight angular offset in their emission. Additionally, Type-0 phase

matching uses the relatively large d33 nonlinearity of KTP’s nonlinear tensor. This allows for particularly

high conversion efficiency, as SPDC sources with similar parameters generate photon pairs at rates up to

1.1 ∗ 104 pairs/s/mWpump [121].

However, the aperture of the crystals is currently technically limited by the poling process, here to a

45



3 Asynchronous Quantum Ghost Imaging

Figure 3.3: Dependence of KTP phase matching on various poling periods and temperatures. (a) Signal and idler
wavelengths for collinear Type-0 phase matching of KTP, depending on the poling period. A pump photon
at 405 nm and a temperature of 293 K (=̂ 20 ◦C) are assumed. (b) Shift of signal and idler wavelengths,
depending on crystal temperature. The source used in this work, with a laser at 405 nm and a poling period
of 4.25µm, was assumed.

cross-section of 2x1 mm2. This significantly limits the resolution of a "near-field" setup using a collimated

laser beam and the resulting spatial correlation of the photons for imaging. Instead the "far-field" setup

was used (see section 2.4, Figure 2.11). In this setup, a laser is focused into the crystal, and the momentum

correlation of both photons is used to obtain spatial image correlation. The possible spatial resolution of

this setup is primarily determined by the size of the pump spot and the length of the crystal [122]. Focus

control also plays a significant role, as described in section 3.4.4.

For imaging, the crystal was placed in a special crystal oven (Ekspla TK8), which allowed temperature

stabilization between 25 ◦C (maximum temperature of the air-conditioned lab) and 90 ◦C. This allows

the collinear phase-matching condition (described in section 2.3.1) to be shifted between 550 . . . 542 nm

(signal) and 1538 . . . 1605 nm (idler), as shown in Figure 3.3. This condition describes only the photon

pairs emitted collinearly with the laser beam.

The overall spectrum of emitted photons is, however, significantly broader. The wavelength of the signal

and idler photons strongly depends on their emission angle, especially when the pump spectrum is

narrow. The reason for this is that the phase-matching condition can be fulfilled with a slight angular

deviation of the wave vectors (see section 2.3.2) for photon pairs with different wavelengths (see Figure

3.4)).

Since the photon momentum of the longer-wavelength idler photons is lower (see Equation 2.11), but

the sum of both momenta must still equal the momentum of the pump photon, the emission angle of the
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3.1 Photon-Pair Source

Figure 3.4: Spectral-spatial emission characteristics of a lithium-niobate SPDC source, comparable to the emission of
the KTP source used here. The image was taken from [16]. Here, a temperature of 40 ◦C and a pump laser
at 532 nm were assumed. (a) Phase-matching curves for different poling periods. Note the scaling of the
idler wavelength, which is linked to the signal wavelength by Equation 2.9. Additionally, this graph shows
the emission angle of the signal photons, not that of the idler photons. (b) Intensity of the SPDC process as
a function of wavelength, measured in the visible range. It can be seen that the intensity is maximized in the
collinear case and decreases toward shorter signal wavelengths/larger emission angles.

generated idler photons is significantly larger than that of their entangled partners. As photon energy, or

wavelength, and momentum are linked by the refractive index n(λ)—which shows only a slight difference

for KTP at the chosen signal and idler spectra—the emission angle scales approximately in proportion

to the wavelengths. Thus, when the same focal length is used to collimate the emission, the size of the

emission spot also scales with this ratio.

The spectral width of the emitted spectrum can also be influenced by manipulating the source. For instance,

longer crystals typically lead to a narrower spectrum, as the acceptable phase mismatch ∆k decreases (see

Equation 2.12). In longer crystals, the nonlinear tensor χ2 begins to interfere destructively for smaller phase

mismatches instead of constructively, thus spectrally narrowing the emission.

However, the length of the crystals is also subject to limitations, especially in the "far-field" setup.

Here, the crystal length should be significantly smaller than the Rayleigh length of the pump laser used

(Lcrystal << zRayleigh) to maintain the momentum correlation of the SPDC process. However, by

choosing a larger pump focus, and thus a larger Rayleigh length, the achievable resolution is limited (see
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3 Asynchronous Quantum Ghost Imaging

section 2.4.1, [59]).

Therefore, in this work, relatively short crystals, up to 5 mm in length, were used. For the main topic of this

dissertation—imaging and investigations into the resolution of the correlation—only 2 mm-long crystals

were used, while the following spectroscopic studies used 5 mm-long crystals.

After generation, the photon pairs were separated by a dichroic mirror and individually collimated.

An attempt was made to collimate both signal and idler photons together using an appropriate system.

However, off-the-shelf achromatic doublets were found to be unsuitable for most experiments, especially

for the spectroscopic investigations, due to their limited bandwidth. The use of reflective optics, especially

for collimation, remains very interesting however.

3.2 Detectors

All detectors in this work were single-photon avalanche diodes (SPADs), whose operation is described in

section 2.5.

For the idler, a special low-noise InGaAs detector was used (ID230, [120]). To reduce noise, this detector

was cooled, allowing operation at up to −90 ◦C. Additionally, this detector can be operated at various

bias voltages and dead times, which affect the detection efficiency (DE) and dark noise. Since the dark

noise averaged 5 ∗ 104 cps at a minimum dead time of 2 µs (used for the measurements in section 3.4.3)

and a maximum DE of 25 %, the detector was mainly operated at 15 % DE in this work. At this DE,

the noise was significantly reduced to an average of 1 ∗ 102 cps, and the dead time of the detector was

adjusted to the dead time of the camera used.

A major disadvantage of this detector is its connection to an optical fiber (graded-index fiber with 62.5 µm

diameter), which stems from its development for quantum communication. For imaging, or for remote

sensing applications, this fiber coupling is disadvantageous because the emitted light must first be coupled

into the fiber. This usually results in high losses, especially for non-cooperative targets, where the photons

are not reflected but diffusely scattered. Additionally, the modes are limited by this coupling, resulting

in a loss of detail in the resulting image. Although an "open" detector would be preferable for imaging,

such detectors only recently became available in the desired spectral range and were not available for

this work. More details on potential improvements and other idler detectors can be found in section

4.2.

Silicon SPAD arrays were used as cameras. These arrays typically operate in a gated mode, meaning

they record measurements in discrete frames. They often have two operating modes: counting mode and

timing (or Geiger) mode. In counting mode, these cameras count all detections registered per frame in
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each individual pixel. As such, they are used as extremely sensitive cameras, for example, for investigating

phototoxic materials [123, 124] or as night vision devices [125]. In Geiger mode, they can only detect one

photon per pixel and frame, but with temporal resolution. This makes them very interesting as LIDAR

detectors and for measuring fluorescence lifetimes, depending on the design and implementation of the

detectors [32, 126].

For the first proof-of-concept measurements, a detector developed for automotive LIDAR applications

by the Fraunhofer Institute for Microelectronic Circuits and Systems (IMS) was used. This detector is

characterized by its extremely low dark noise [38, 127] and allows the detection of individual photons with

a time resolution of 312.5 ps. It consists of two rows of 192 pixels each and will henceforth be referred to

as “2-line detector”. Each pixel consists of four individual SPADs arranged in a line to increase the fill

factor to 5.32 % without significantly impacting time resolution and dark noise.

To enable 2D imaging with this detector, it was mounted on an automated translation stage and scanned

along one image axis. This scanning routine obviously reduces the fill factor compared to a corre-

sponding two-dimensional detector, with the reduction proportional to the number of scan steps. For

the measurements in section 3.4.2, 80 scan steps were used, reducing the fill factor of the measure-

ment1 to about 0.05 %. Due to the correspondingly long measurement times and high losses—which

would increase significantly in reflection—this detector was only used as a proof-of-concept in transmis-

sion.

For the demonstration of 3D imaging, a true 2D detector was developed by Fraunhofer IMS. The design

of the proof-of-concept detector had to be revised because the delay-locked-loop (DLL) TDCs used in the

2-line detector were not suitable for a 2D detector (details can be found in section 2.5.2). This development

was carried out in parallel with our proof-of-concept setup, with the TDCs designed as ring oscillators.

However, the resulting detector [128] showed issues regarding time resolution. The main reason for this

was fluctuations in the operating voltage of the individual TDCs across the entire chip. These fluctuations

led to significant blurring of the time signal, preventing coincidence detection and thus making the detector

unsuitable for QGI.

Instead, a detector from another partner, Fondazione Bruno Kessler (FBK), was used, which was developed

for a wide range of quantum applications [34, 129] (referred to as ”2D detector”). While its resolution is

limited to 32x32 pixels, it is more than sufficient for a proof-of-concept demonstrator. The fill factor is very

high at 20 %, mainly achieved through miniaturization of the peripheral electronics. This miniaturization,

however, limits the size of the TDCs and thus both the time resolution to about 200 ps and, especially, the

frame length of the detector to about 60 ns [129, 130]. The TDCs here are also based on ring oscillators

and show fluctuations in the time resolution of each pixel. These could be estimated and compensated for,

1To reduce dark noise and improve image resolution, only one SPAD per pixel was activated, and the scan step size of
∼ 50 µm corresponded to about a quarter of the pixel height.
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3 Asynchronous Quantum Ghost Imaging

Figure 3.5: Detection efficiency of the SPADs used in this work. (a) Detection efficiency of the SPADs of the 2-line
detector, taken from [106]. Due to the thin absorption layer of the SPADs, the DE of the SPADs decreases
at longer wavelengths (see section 2.5). With increasing overvoltage, the DE increases, but this voltage also
affects the dark noise and time behavior of the detector. Details can be found in the original publication
[106]. In this work, an overvoltage of 5 V was used. (b) Detection efficiency of the SPADs of the 2D
detector at various overvoltages, taken from [107]. Details can also be found in [107].

as discussed in section 3.3.

A disadvantage is also the difference in the SPAD architecture itself, or rather, the fabrication technology

used. The 2-line detector was manufactured with 350 nm CMOS technology, while the 2D detector was

manufactured with 150 nm CMOS technology [106, 107]. The SPADs of the 2D detector are also smaller,

with a 10 µm diameter compared to the 12 µm diameter SPADs of the 2-line detector. This generally

reduces detection efficiency due to the relatively larger guard rings, which reduce the effective fill factor,

but also increases the dark noise [106]. As shown in Figure 3.5, the detection efficiency of the detectors

increases with increasing overvoltage. However, this voltage also influences the dark noise and time

behavior of the detector, as described in section 2.5. Data on the specific detectors can be found in the

original publications [106] and [107].

In this work, an overvoltage of 5 V was chosen for the 2-line detector, which results in a DE of approxi-

mately 25;% (at 550 nm) and a dark noise of about 10; counts/s per pixel [131]. For the 2D detector, an

overvoltage of 2.7 V was chosen, corresponding to a DE of approximately 17;% and a dark noise of about

20; counts/s per pixel [107].
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3.3 Temporal Resynchronization and Correction

For temporal resynchronization of both detectors, a special time-correlated single-photon counting (TC-

SPC) card was used (TimeHarp 260 PICO). This card can be integrated into a measurement computer via

PCI and allows the registration of electrical pulses from the SPAD camera and the infrared detector with a

time resolution of 25 ps, assigning a timestamp to each pulse (32-bit data format).

To enable sufficiently long measurements, it is necessary to convert the timestamps into a sufficiently

large file format. Since the 32-bit system used by the TCSPC card could only measure for 232 ∗ 25 ps ≈
0.1 s, the timestamps were instead converted to 64-bit (264 ∗ 25 ps ≈ 5338 days). The timestamps

from the TCSPC electronics were directly converted to 64-bit via dedicated timestamps used to detect

overflows.

Using the TSCPC the timestamps of the infrared photons could be registered directly, but not the visible-

light/camera photons. These photons were instead temporally measured by the camera itself and assigned

a timestamp (8 to 12 bits), which corresponds to the start (or end) of the measurement window. At the

beginning of each measurement window, the camera outputs a trigger pulse, which is used in the originally

designed LIDAR application to trigger the laser. In asynchronous QGI, this pulse is instead registered by

the TCSPC card, placing it on the same time base as the infrared detections (referred to as the global time

base/global timestamp).

To correlate the detections, the locally referenced timestamps of the SPAD camera must be combined

with the global timestamps of the measurement windows. The number of measurement windows is used

for this purpose. The camera counts the windows, and the respective window number is transmitted

along with the local timestamps of the measurements. This number is then used to retrieve the global

timestamp of the window from the TCSPC data, which is then combined with the local timestamp of the

detection.

The problem with this method is its susceptibility to errors. The assignment of the measurement window

to the global timestamp is obviously based on the chronology of timestamps and measurement windows.

This means that even a single "incorrect" or missing timestamp can lead to incorrect assignments of

all subsequent timestamps. This not only prevents coincidence detection (due to the falsified temporal

information) but also leads to all subsequent detections being classified as noise, as uncorrelated detections

are compared. This not only prevents further coincidence detection but also increases the general noise

level, causing the coincidence peak to be lost in the noise.

Detailed analyses of the time capture have shown that the problem of additional timestamps (e.g., due

to noise or after-pulsing) is practically nonexistent. However, the issue of missing timestamps prevailed.

Depending on the detector used, approximately one timestamp is missing for every 100,000 to 1 million
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3 Asynchronous Quantum Ghost Imaging

Figure 3.6: Identification and correction of missing timestamps for the single-line SPAD. (a) Due to data readout, the
detector shows a significantly longer timeout after a predetermined number of measurements. Here, the
number of measurements was set to the maximum of 255 frames. Afterward, the timeout between every
255th and 255+1st timestamp is checked and compared to a threshold (here 100 µs). If the timeout is below
this threshold, at least one timestamp was missed in this 255-frame block. (b) Successively, the timeouts
within the block are checked until the readout timeout is found. The number of iterations corresponds to the
number of missed timestamps. Subsequently, all timeouts within the block are checked, and based on them,
the correct timestamp is estimated.

measurements. For the 2-hour measurements in section 3.4.3, for example, approximately 840 million

frames were recorded, with 881 missing timestamps—about one missing frame every 8.2 seconds. Since

this time is generally insufficient to gather enough data for imaging, these missing timestamps must be

detected and, if possible, reconstructed. The temporal characteristics of the camera or its frames are used

for this reconstruction.

Since the 2-line detector [32] reads out the entire chip after each measurement, the timeouts between its

measurement windows are very constant, at 20.8 µs, although some individual timeouts were slightly

larger (∼ 30 µs). This is likely due to memory access or the programming of the control FPGA, although

we were unable to investigate further. However, these timeouts are not sufficient to transfer the collected

data to a measurement computer. Instead, the data is stored in intermediate memory in the control FPGA.

This memory is read out after a user-defined number of windows (in this work, the maximum of 255

frames) to prevent data loss. This transfer results in significantly larger timeouts of several hundred

µs.

These characteristics were used to quickly detect missing timestamps by examining the timeout between

every 255th and 255+1st timestamp. If this timeout deviated from the pattern, the timeout to the previous

timestamp was checked until the expected timeout was found. The number of iterations indicated the

number of missing timestamps x in this 255-frame block. In the next step, all timeouts in this block were

examined. If enough timeouts of approximately 41.6 (2 ∗ 20.8) µs were present, additional timestamps

were inserted between them. However, if no suitable timeout was found, an appropriate timestamp was

inserted before the first timestamp of the block. Thereby it was assumed that the first pulse of the block

was not recognized, and the corresponding timeout was lost in the readout timeout. This correction routine

is shown schematically in Figure 3.6.
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3.3 Temporal Resynchronization and Correction

Figure 3.7: Identification and estimation of missing timestamps for the 2D detector [113]. (a) The expected timeouts
between the next and second-next measurement are calculated using the median of the base timeout and
readout timeouts. A lookup table is created by interpolating adjacent values, which is used to classify
timeouts between timestamps. (b) The timeouts of the timestamps are classified successively. Once a
missed timestamp is detected, the detection count for that measurement is checked, and the start time of the
measurement is estimated.

In contrast, the 2D detector uses a special readout routine that does not read out the entire chip but only

the rows with detected photons [113]. As a result, the timeouts between frames are no longer constant

but depend on the number of detected photons or the detector rows with detections. Furthermore, the

detector does not record a predefined number of frames before reading out its intermediate memory.

Instead, the memory fills up to a specified limit and is then completely read out. Since the data size

of a frame depends on the number of detections, there is no clear correlation between the memory size

and the number of frames. These differences, of course, require changes to the timestamp correction

process.

Through corresponding analysis, it was found that the base timeout is about 2.09 µs, with slight fluctuations

from measurement to measurement. Additionally, it was found that each detected row adds an additional

timeout of 960 ns, which remained constant across all measurements. Therefore, the timeout between two

frames of this detector is:

Ttimeout = Tbase + x ∗ 0.96 µs (3.1)

with Tbase ≈ 2.09 µs and x being the number of rows with detections in the measurement window. In the

case of a missing timestamp, the timeout is:

Ttimeout = 2 ∗ Tbase + (x1 + x2) ∗ 0.96 µs (3.2)

with Tbase ≈ 4.18 µs and xy being the number of rows with detections in the first/second measurement

53



3 Asynchronous Quantum Ghost Imaging

window.

Since the base value fluctuates slightly from measurement to measurement but remains very stable

within a measurement, the base value is first determined from the timeouts of detectionless frames. A

"detectionless" frame is defined as any timeout below 2.8 µs, excluding frames with at least one detection

(∼ 3.05 µs) and double timeouts (minimum ∼ 4.18 µs). The median timeout is then calculated and used

as the base timeout for further processing.

This timeout is used to calculate the expected timeouts for regular and missed timestamps according to

Equations 3.1 and 3.2. A lookup table is created from this information and compared with all timestamps.

This allows missed timestamps to be detected and appropriately corrected by estimating the missing

timestamp. In addition to the timeout itself, the number of detected rows is also used for the estimation,

which is given in the measurement data. The timeout is calculated according to Equation 3.1 and subtracted

from the larger timestamp to estimate the missing timestamp as accurately as possible. The correction

routine is schematically shown in Figure 3.7.

3.4 Results

The photon-pair source, SPAD detectors, and TCSPC electronics were combined to realize quantum ghost

imaging for remote sensing applications. The key to this is the asynchronous detection of both partners

of a photon pair and the reconstruction of their temporal coincidence. With this approach, QGI can be

realized without synchronized detectors, overcoming some limitations of previous setups and enabling 3D

imaging and remote sensing [20]. Since the detection of both photons is independent of each other, in

contrast to the frequently used "heralded" approach, this type of setup was named "asynchronous quantum

ghost imaging."

The setup is based on the temporal measurement of both photons of an entangled pair on a common

time base and the comparison of their arrival times. Due to the simultaneous emission of the entangled

partners (see section 2.3.1), all entangled detections show a specific time delay, depending on the flight

time of the photons. In contrast, uncorrelated detections show random delays relative to each other, as

they are unrelated. This effect is used to identify the entangled partners. By comparing all timestamps,

a so-called "coincidence peak" appears at that specific delay, while uncorrelated photons manifest as a

uniform background.
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Figure 3.8: Spectra of the lasers used in this work. Both lasers were measured with an optical spectrum analyzer (OSA)
and approximated by Gaussian functions for further processing. (a) Spectrum of the pulsed laser. The
spectrum was averaged over several pulses and remained constant across several parameters (repetition
rate, pulse width, output power). The emission clearly consists of multiple spectral lines, with the main
emission at 404.1 nm and several side lines, with an overall width of about 0.6 nm and a full width at
half maximum (FWHM) of about 0.25nm. (b) Spectrum of the SLM laser. The measurement yielded a
central frequency of 408.84 nm with an overall emission width of < 0.02 nm. Due to the resolution
(maximum resolution of the OSA: 0.01 nm), this measurement only provides a lower limit for the spectral
width, which is expected to be even narrower.
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3.4.1 Choice of Pump Laser

Due to the cameras used for imaging, which were designed for LIDAR applications, the use of a pulsed,

camera-triggered laser significantly improved the QGI setup. Since the bucket detector in the idler arm

has a very long dead time (> 2 µs), especially compared to the measurement window (≤ 1.28 µs), a

detection before the start of the measurement could block the idler detector and prevent coincidence

detection. By using a pulsed laser, it is ensured that photon pairs are only generated during the camera’s

acquisition. Therefore, outside this window, the idler detector is only exposed to the general (negligible in

these laboratory setups) background noise. This significantly reduces the probability of blocking, at least

under the current low-noise lab conditions. Additionally, the number of idler detections and, consequently,

the required memory is reduced, though this is of little importance due to the significantly larger data

volumes of the camera.

However, using a pulsed laser does not increase the coincidence-to-accidental ratio (CAR). It merely

improves the overlap of the detections, leading to more data in the coincidence time window. When

using and especially analyzing the data, however, the effect of a pulsed laser on the noise distribu-

tion must be considered, as it corresponds to a convolution of two rectangular functions (see Figure

2.18).

It should also be noted that pulsed lasers should only be used for applications where the spectral properties

of the source can be neglected. Since the wavelength of a pulsed laser is typically unstable and fluctuates

from pulse to pulse [132], the boundary condition of a fixed pump wavelength for phase matching is

blurred. This makes the exact correlation of idler and signal wavelengths only partially possible. Instead,

the spectral properties within this uncertainty, which is about 0.6 nm for the laser used, are washed out.

The uncertainty of the signal and idler photons scales approximately with the ratio of their wavelengths.

Since in most spectroscopic applications the wavelength of the idler photon is determined from the

signal photon, the uncertainty of such a measurement corresponds to the convolution of the individual

uncertainties.

This uncertainty in spectral correlation is not only due to the uncertainty of the emission itself, but also due

to the spectral uncertainty of the signal photon detection. Assuming perfect determination of the signal

wavelength, this uncertainty corresponds to the indeterminacy of the pump spectrum. This indeterminacy

is given by its linewidth, which describes an uncertainty in photon energy via:

∆Epump = h ∗ c ∗
(

1

λp, higher
− 1

λp, lower

)
(3.3)

where λp, higher and λp, lower represent the upper and lower boundaries of the pump band. Due to the 1/λ
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dependence of photon energy, the uncertainty only scales approximately with the linewidth; thus, the uncer-

tainty of the correlation can only be estimated over the linewidth for narrowband lasers.

The spectral uncertainty of the signal photon measurement is instead described by:

f(λsig) = ffilter(λsig) ∗ femission(λsig) (3.4)

where ffilter(λsig), femission(λsig) represent the spectral characteristics of the filter and emission,

respectively. In most spectroscopic applications, however, the spectrum of the signal emission is much

broader than the transmission of the filter and is approximately constant across its width. Therefore, the

spectrum reduces to f(λsig) = ffilter(λsig).

The correlation uncertainty can be calculated from the phase mismatch via [133]:

f(∆ω) = sinc

(
∆k(∆ω)L

2

)
ei∗

∆k(∆ω)L
2 (3.5)

where ∆k is the wave vector mismatch, dependent on the spectral mismatch of the photon energy ∆ω. By

integrating over the pump laser spectrum and considering the filter function of the signal, the spectrum of

the associated idler can be determined. Figure 3.9 shows this characteristic for the lasers used in this work

(see Figure 3.8) and different filter widths. Due to the minimum achievable idler bandwidth of ∼ 12 nm

with the pulsed laser (see Figure 3.9), a very narrowband SLM laser was used for the spectroscopic

characterization of the source in section 3.4.5.

For imaging, however, using pulsed lasers is unproblematic, at least at laboratory-scale distances, as only

the momentum correlation of the photons is used. The wavelength only has limited influence on this, via

the position of the laser focus and the size of the photon momentum (see Equation 2.11). For long-distance

imaging, the spectral uncertainty, as well as the bandwidth of the SPDC process, could limit the system’s

resolution, for example, through dispersion effects of the imaging optics. However, this influence needs to

be experimentally investigated.

Recent developments in SPAD camera technology (see section 4.2.1) could make the use of pulsed lasers

obsolete for many measurements.
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Figure 3.9: Simulation of the achievable spectral resolution of the idler, depending on the emission spectrum and signal
filter bandwidth. A Gaussian filter with a freely chosen bandwidth (FWHM) and the pump spectra shown
in Figure 3.8 were assumed. The spectra were normalized to the respective central frequency of the laser.
From left to right: expected bandwidth of the idler/coincidence detection with filtering of the signal photons
using 0.01, 0.1, and 1 nm bandwidth (FWHM). The correlation of the SLM laser is generally very fine,
corresponding to the laser’s bandwidth. The pulsed laser, however, is significantly broader, and its emission
characteristics are clearly seen in the correlation.
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Figure 3.10: Proof-of-Concept setup for asynchronous quantum ghost imaging. To enable 2D imaging with the existing,
quasi-1D SPAD array, the detector was mounted on an automated translation stage. This stage allowed the
detector to be scanned vertically, with the step size adjusted to the pixel pitch of the detector. Due to the
increased losses associated with scanning and the correspondingly increased measurement time, this setup
was only realized in transmission [38].

3.4.2 Proof-of-Concept

As a proof-of-concept, a setup was developed that used a 2-line detector combined with an automated scan

routine for imaging [127], as shown in section 3.2.

Due to the very high losses associated with scanning and the limited fill factor, this detector was only

used for transmission imaging, as shown in Figure 3.10. The use of reflection, which is the main goal of

this work, is theoretically possible but would require significantly longer measurement times due to the

increased losses in reflection.

To analyze and optimize both the optical system and the evaluation, initial tests were performed using

a cylindrical lens. In these tests, all signal photons were focused onto a single line to reduce measure-

ment time and facilitate statistical analysis. In this way, in addition to the problems with the TCSPC

card’s time capture described in section 3.3, issues with the SPAD’s time capture were also discov-

ered.

Corresponding analyses of a prototype of the detector, shown in Figure 3.11, revealed an offset in the

coincidence peak, depending on the values of internal registers of the measurement. Additionally, for some

register values, a slight drift with increasing measurement time was observed, which, without correction,

would integrate and lead to broadening and weakening of the coincidence peak. Through this analysis,

a lookup table was created to compensate for both the offset and drift. As a result, the FWHM of the

coincidence peak was reduced from 1.7 ns to about 400 ps.

In addition to the temporal component, initial investigations into the resolution and sharpness of the

imaging were also conducted. Problems with alignment were discovered during these tests, which are
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Figure 3.11: Improvement of the SPAD line’s time capture through correction of temporal offsets. (a) Coincidence
peak without time correction. The coincidence peak is visibly broadened and does not show the expected
Gaussian behavior. (b) Corrected coincidence peak. The FWHM of the peak is approximately 400 ps, very
close to the detector’s minimum time resolution of 312.5 ps. (c) Coincidence peaks filtered by individual
registers and displayed over the acquisition time. The different positions of the coincidence peaks, which
lead to the broadening of the overall peak, are clearly visible. In addition, a temporal drift is visible in some
peaks, although this is secondary in the broadening of the peak. A pixel- and time-dependent correction of
these drifts results in an overall peak width of approximately 1 ns.
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Figure 3.12: Results achieved with the proof-of-concept setup, shown in Figure 3.10. Two images are actually generated
during measurement with this setup since the array consists of two sensor lines. However, only the image
from the lower line is shown here. Further details on the measurement and image improvements can be
found in the original publication [38]. (a) Coincidence evaluation of a line (line 26). The coincidence peak
was reduced to 1 ns thanks to the corrections shown in Figure 3.11, and the CAR increased to about 4. (b)
The transmission mask used for imaging, consisting of a "ghost." (c) Coincidence image after background
subtraction and image enhancement, as described in [135]. Due to the coupling, part of the image was
cut off (bottom left). The dark vertical stripes were caused by noisy pixels that were filtered during data
acquisition.

discussed in more detail in section 3.4.4. However, these issues were not further investigated due to the

limited significance of the one-dimensional measurement. Nevertheless, these measurements were used to

align the optical system.

In the first step, the idler arm was aligned by maximizing the coupling into the fiber of the detector. For

this, a collimator with a numerical aperture matched to the fiber was used, and its collimation properties

were finely adjusted with appropriate alignment lasers (Schäfter+Kirchhoff 60FC-M40). As a result, the

count rate of the idler detector, which depends on the collimator’s coupling into the fiber, provides a good

measure of the collimation of the idler emission [134].

To align the signal arm, a paperclip was placed in the idler arm, i.e., an object consisting of three parallel

wires. This paperclip was aligned vertically to the focus of the cylindrical lens, so three defined stripes

would appear in the coincidence image, approximately corresponding to the resolution of a 2D image. In

this way, the position and orientation of the collimation lens in the signal arm and the focusing lens of the

laser were further investigated and optimized.

The setup, which was aligned in this way, was then expanded with an automated stage for 2D imaging. For

the proof-of-concept, the cylindrical lens was removed, and the paperclip was replaced with an appropriate

mask (see Figure 3.12). With this system, images of this transmission mask with a resolution of 192 x 80

pixels were recorded. The lateral resolution was achieved by the step size of the stage used for scanning

(SmarAct XYZ-CLS52:52) and matched to the pixel size. As described in [127], a pixel of this detector

consists of four SPADs arranged in a row with the respective periphery, making it significantly taller in
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the vertical direction (∼ 200 µm) than in the horizontal direction (∼ 40 µm). To avoid highly noisy

pixels, whose probability increases with each additional activated SPAD, only one SPAD per pixel was

activated. Thus, the minimum achievable resolution corresponds to the active area of the SPAD, i.e.,

∼ 11 µm. However, since this resolution involves considerable scanning and thus time expenditure, a

scan step corresponding to a quarter of the vertical resolution of the pixels (∼ 200/4 = 50 µm) was used

instead.

To generate sufficiently large datasets for coincidence analysis, each scan step was measured for 2 hours.

Thus, the total measurement time for the images shown in Figure 3.12 was 160 hours, or just under a week.

Due to detector issues during extended measurements, the measurements had to be restarted multiple times

(from the corresponding scan step), extending the measurement time to 10 days. Due to the significantly

longer measurement times for 3D imaging as a result of the associated losses, a planned application of this

setup with the 2-line detector was discarded. Instead, a 2D SPAD array with lower lateral resolution was

used for this demonstrator to enable imaging within a 2-hour measurement.

3.4.3 3D Imaging

To demonstrate 3D imaging, the 2-line detector was replaced by a two-dimensional array. Since this array

is based on a different hardware design (see section 2.5), the correction routines and optical system also

had to be adapted.

The SPADs of this detector also exhibit differences in the temporal acquisition of the pixels, mainly

due to an uneven power supply to the independent ring resonators. Further influences on the temporal

acquisition are detailed in [136]. However, the drift could only be analyzed in its temporal dependency, as

the detection time was the only parameter transmitted by the camera. For the first, rough correction of the

timing information, a correction routine developed by the chip manufacturer [113] was used. With this

approach, a coincidence peak with a total width of 3 ns was achieved. This linear correction was further

improved through the analysis of initial QGI measurements, allowing coincidence peaks with a total width

of about 2 ns to be achieved (see Figure 3.13).

To further improve the timing, the coincidence signal was analyzed for each pixel, as shown in Figure

3.14. The optical system was adjusted so that the signal photons illuminated the entire chip, enabling

a coincidence signal to be measured across the entire chip. To obtain enough data for a more accurate

analysis and to avoid potential reproducibility issues, several measurements were performed and the results

were summed.

The measurement data were then filtered by individual pixels, grouped by the values of the TDCs, and

the groups were evaluated separately. A Gaussian distribution was fitted to the data to characterize the
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Figure 3.13: Coincidence peak of the 2D detector and improvement through drift correction. The data shown comes
from the measurement in Figure 3.16. (a) Coincidence peak with linear correction. In this measurement,
the TDC values were merely pixel-weighted to correct for differences in time resolution (caused by
differences in the power supply, see section 2.5.2). The determination of the weighting is described in
[113] but was subsequently improved through QGI measurements. (b) Coincidence peak after correcting
the non-linear drift, shown in Figure 3.14 and described in [136]. The coincidence peak has been reduced
to approximately 800 ps, and the CAR value has improved to around 4.

coincidence peak, and the position of the peak was determined from its mean. This position was then used

to determine the temporal evolution of the coincidence peak (or its dependence on the TDC value) for

each pixel. A non-linear dependence of the coincidence peak on the TDC value was identified, as shown

in Figure 3.14.

To correct this behavior, it was first approximated with a second-order function, and the variables were

made available for the analysis. However, due to the dependency on the pixel and TDC value, this correction

proved to be very computationally intensive and unsuitable for practical use.

Instead, a fixed coincidence value was chosen, and the difference between this value and the drift for

each pixel and TDC value was calculated (see Figure 3.14). With these values, a lookup table with

32x32x255 values (columns x rows x TDC values) was created, which could be used to correct the timing

information.

With this correction of the drift and timing information, the total width of the coincidence peak was reduced

from 3 ns to approximately 800 ps, and the FWHM was reduced from around 1 ns to 400 ps. This time res-

olution is very close to the fundamental limit of the SPAD camera’s time resolution, which is approximately

205 ps. Based on the FWHM, this correction enables a depth resolution of around 5 cm. Additionally, the

CAR value was improved from around 2 to about 4 (see Figure 3.13).
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Figure 3.14: Temporal behavior of the 2D detector and drift of the coincidence peak. Since the detector only transmits
the timestamp as information, only the evolution of the coincidence peak as a function of measurement
time could be analyzed. (a) Coincidence evaluation for a single pixel (column 1, row 11) and selected
TDC groups. A Gaussian curve was fitted to the coincidence data (red), and its mean value (green) was
used for further characterization. (b) Position of the coincidence peak as a function of the TDC value
of the pixel. To characterize the behavior and calculate the individual offset, the data were fitted with a
second-order function. Subsequently, the difference from a general reference was calculated for each pixel
and TDC value and stored as a lookup table.
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Two proof-of-concept setups were designed and constructed with this detector, as shown in Figure 3.15.

Since the idler detection was performed with a fiber-coupled detector, using diffuse reflection, as typically

occurs in real-world applications or general 3D scenes, was problematic. Therefore, cooperative objects

were used as targets in the 3D scenes, consisting of (partially blocked/prepared) mirrors and beam splitters.

Their directed reflection allowed efficient detection of their return by the idler detector, but care had to be

taken to ensure that the individual objects were coupled similarly well.

The name of the "Michelson setup" comes from its similarity to widely used Michelson interferometers.

However, here, the interference of the idler beam with itself was not of importance. Instead, this

setup was chosen because it provides two separately adjustable and optimizable arms with few optical

elements.

For imaging, mirrors were used in both arms, each with attached transmission masks. These were

positioned at different distances from the beam splitter, and their coupling into the idler detector was

optimized individually. The distance to the beam splitter was varied multiple times to investigate the timing

behavior of the camera and validate the depth information1. The easily determinable arm length of the setup,

due to the associated time of flight of the photon , was particularly advantageous.

In order to show a more application-oriented realization of the technology, a "free space setup" was also

designed, as shown in Figure 3.15. In this setup, a 3D scene was imaged, consisting of a beam splitter

and a mirror that had been slightly modified (see Figure 3.17). Unlike the Michelson setup, this setup

demonstrates the reconstruction of a real 3D scene, allowing to investigate limitations and improvements

of the system.

With a 2-hour measurement, the results shown in Figure 3.17 were achieved. The image of the beam

splitter shows the general SPAD emission, with the attached "eye" clearly visible. The image of the mirror

shows the projection of the beam splitter’s image onto the mirror, the taped "smile," and a second "eye."

This second "eye" originates from the re-transmission of the image through the beam splitter, which is

slightly shifted spatially due to the arrangement.

This shift of the incoming and outgoing beams is also indicated in the image of the beam splitter in Figure

3.17b and leads to problems with the detection of the reflections from both elements with the idler detector.

Due to the arrangement of the setup (with the mirror placed behind the beam splitter), the reflections from

both the beam splitter and the mirror cannot be adjusted independently in terms of coupling into the fiber

of the idler detector.

Since both reflections are recorded with the same detector, they should ideally show as much spatial

1The non-linear correction shown in Figure 3.13 was not implemented for this measurement, as the non-linear drift
was not known at the time of the measurement. Instead, the improved correction shown in (a) was investigated and
validated using this setup.
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Figure 3.15: Proof-of-concept setups for 3D quantum ghost imaging. Telescopes were also used to match the SPDC
emission to the detector apertures, which are not shown here. Top: Michelson setup. This setup was chosen
because it provides two arms that can be adjusted independently. For imaging, mirrors with attached
transmission masks featuring the logos of Fraunhofer and FBK were used. Bottom: Free space setup. This
setup was chosen as a more application-oriented realization (in terms of remote sensing). A beam splitter
and a mirror, which were prepared with tape, were used for imaging. The constructed scene consists of the
beam splitter in the front, with the mirror placed behind it. The reflection from the mirror passes through
the beam splitter again. The reflection of the beam splitter into the bucket detector is omitted for clarity.
This arrangement was chosen to minimize the offset between the two reflections and to couple both as
well as possible into the fiber-coupled idler detector. The spots of the incoming radiation (from the source)
and the outgoing radiation (the reflection from the mirror) are shown on the beam splitter.
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Figure 3.16: Results of the Michelson setup. (a) Coincidence evaluation of the measurement. The peaks have a total
width of approximately 800 ps and a full-width at half-maximum (FWHM) of about 300 ps. To evaluate
the image information, the two indicated coincidence windows, each with a width of about 1 ns, were
used, while the data outside were used as a reference for background noise. The distance between the
two peaks corresponds to an optical path length difference of 60 cm (2 ∗ 30 cm). (b) Mirrors used for
imaging. Each was covered with a transmission mask, featuring the logos of Fraunhofer and Fondazione
Bruno Kessler. (c) The resulting images of the Fraunhofer and FBK masks. Both images were obtained by
evaluating the indicated coincidence windows and subtracting the background noise. The letters "S" and
"B" in the IOSB inscription are partially cut off due to the limited coupling of the idler detector.
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overlap as possible at the detector. However, due to the different paths and path lengths, this can only be

achieved with a certain angular deviation, which in turn negatively affects the coupling into the fiber of the

idler detector [134].

To keep this angular deviation as small as possible, the distance between the beam splitter and mirror

in the 3D scene should be as small as possible compared to the distance between the beam splitter

and the idler detector. However, the distance between the 3D scene elements should not be too small,

as the coincidence peaks (and thus the separation of both reflections) are only resolvable with a finite

sharpness.

At the time of the measurement, the non-linear correction shown in Figure 3.14 had not yet been im-

plemented. Instead, an (improved) linear correction of the coincidence data was applied, with which a

coincidence peak width of approximately 2 ns was achieved. This corresponds to a depth resolution of

about 30 cm. To ensure a clear separation of the two peaks, the distance between the beam splitter and the

mirror was set to 40 cm (≜ 2.67 ns). The distance required for proper coupling of both reflections to the

idler detector was empirically determined to be about 4 m. As a result, this setup had to be constructed

across two optical tables.

Despite these relatively large distances, the effect of sub-optimal coupling (of the beam splitter) is clearly

visible in Figure 3.17 in the one-sided "cutoff" of the SPAD emission on the left side. This becomes

especially apparent in comparison with the image of the prepared mirror, the reflection upon which the

detector was optimized.

Several measurements were conducted with both setups to align the optical system. The control of the

source proved to be particularly critical, as discussed in section 3.4.4.

For the results shown, each measurement was taken for 2 hours using a pulsed 20 mW laser synchronized

to the SPAD source1. The laser was focused into the crystal with a 150 mm lens, and the crystal was

stabilized at 28 ◦C. Both the signal and idler emissions were collimated with individual lenses (aspheres

with f = 150 mm), and the lenses were finely adjusted using appropriate translation stages and verified

through corresponding measurements. A 2.5:1 telescope was also set up in front of the signal camera to

match the SPDC emission to the aperture of the SPAD camera. A similar adjustment was not necessary

for the idler detector’s collimator.

Using these setups, 3D imaging was achieved with a time resolution (FWHM) of about 300 ps and thus

a spatial resolution of approximately 5 cm. The CAR was similar in both measurements at around 4,

but the number of coincidence photons was approximately three times higher in the free space measure-

ments.

120 mW corresponds to the "peak power" of the top-hat profile
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Figure 3.17: Results of the free space setup. (a) Coincidence evaluation. As in Figure 3.16, a coincidence peak of
800 ps total width and 300 ps FWHM was achieved with this setup. The distance between the two peaks
corresponds to approximately 2.7 ns or 40 cm distance between the mirror and beam splitter. (b) The
beam splitter and mirror used for imaging. The beam splitter was decorated with an "eye," and the mirror
with a "smile." The spots of the incoming and outgoing beams are also marked on the beam splitter (see
Figure 3.15). (c) The obtained coincidence images. The image of the beam splitter clearly shows the
"eye." The image of the mirror shows the same eye, the "smile," and a second "eye," resulting from the
spatially slightly offset re-transmission of the beam through the beam splitter.
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This is primarily due to the inherent losses in the Michelson setup’s design, as well as the increased losses

from the masks. In the Michelson setup, a reflective ND filter ([137], ND 0.3) was used as the beam

splitter, which at 45◦ corresponds to about a 55:17 (T : R) beam splitter. This means that only about

19 % of the idler photons reach the bucket detector, calculated as 2 ∗ (T ∗R).

In the free space setup, however, the losses were limited to those from the mirror’s reflection through

the beam splitter (excluding fiber coupling losses). The same ND filter was used, but its reflectivity

increases to about 30 % for perpendicular incidence2, corresponding to a 55:30 beam splitter. Therefore,

the transmission to the bucket detector can be estimated as R+ T ∗ T ≈ 60 %.

In total, for the Michelson setup, 22,372 detections were used for the first image and 18,799 for the

second image. The background noise was estimated at 10,929 detections, so the actual coincidences

amount to 11,443 and 7,870 detections, respectively. This gives an average photon count of approximately

11.2(7.7) photons/pixel for the images. In the free space setup, 59,846 (68,568) photons were used from

the coincidence windows, overlaid with an estimated 33,059 noise events. The coincidence images thus con-

sist of 26,787 (35,509) coincidence photons, or about 26.2(34.7) photons/pixel.

The object itself was illuminated with approximately 1 ∗ 106 photons/s3 over a spot diameter of approxi-

mately 1 in (≈ 6.5 ∗ 10−4 m2). This gives an illumination intensity of about 1.54 ∗ 109 photons/s/m2,

which corresponds to roughly 1 ∗ 10−9 times the natural daylight illumination at 1550 nm [139], as-

suming a 1 nm filter, or roughly the illumination of a moonless night [140]. Using a continuous-wave

(cw) laser, the photon rate would be about 100 times higher, approximately 1.5 ∗ 1011 photons/s/m2.

Even with this increase, the illumination intensity would still fall below the sensitivity threshold of

even modern infrared cameras [13], thereby enabling significantly more sensitive investigation meth-

ods.

Due to the extremely low photon dose, these QGI setups are particularly suitable for applications where

illumination power is severely limited, such as investigating phototoxic materials. Another advantage is

the spectral breadth of the emission, which will be further investigated in section 3.4.5. Corresponding

concepts for using spectral correlation are also discussed in chapter 4.1.

3.4.4 Resolution

In the "far-field" setup, control of the laser focus is crucial, as even small misalignments significantly

blur the correlation, resulting in loss of image information. To investigate this effect, the setup shown

2The manufacturer provides only the reflectivity at 45◦; for the reflectivity here, measurements of a similar filter were
assumed, [138]

3Estimated from detection rate, efficiency, fill factor, and duty cycle of the laser and detector
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Figure 3.18: Setup for investigating resolution, depending on the focus of the laser. To analyze the laser’s influence,
both lasers were used for the measurements, with the OBIS laser operated both in pulsed and cw modes.
Additionally, two different focusing lenses with f1 = 100 mm and f2 = 150 mm were used to
investigate the influence of focusing. This lens was moved along the propagation direction in each case to
shift the focus position. A USAF target was used as the object, where, due to the limited resolution of the
SPAD camera, the largest pattern was selected for imaging. The resulting image was then filtered with
several low-pass filters and compared with itself, providing a measure of the image sharpness [141]. A
2 mm-long crystal was used as the photon-pair source in all laser measurements.

in Figure 3.18 was used, where the pump lens was moved along the direction of the laser propaga-

tion, thereby shifting the position of the focus. It should be noted that, due to the limited resolution

of the camera used, these results only allow (rough) qualitative conclusions regarding the resolution

capability.

A standard USAF target was placed in the idler arm for imaging, and the resulting image was evaluated

in the signal arm. Due to the low resolution, a method based on low-pass filters was used to estimate

the resolution, rather than the more commonly used edge detection. In this method, the image is filtered

with several low-pass filters and compared to the original image. Since sharp images have stronger

edges, they are composed of higher spatial frequencies, and thus are more significantly affected by

low-pass filtering. This change provides a measure of image sharpness, or the blurring caused by focus

misalignment. For comparability of the values, it is crucial that the same section of the target is evaluated

consistently, as changing the stripe spacing would significantly affect the image frequency and distort the

measurement.

As shown in Figure 3.19, even a slight shift of the pump spot outside the crystal leads to a blurring of

the resulting image, up to the complete loss of information. It also becomes clear that this effect is more

pronounced with stronger focusing. An interesting aspect of these experiments is that neither the count rate

of the SPAD camera nor the general SPDC emission visible on the camera changed significantly during the

tests4. Only the "filtered" image and the count rate of the fiber-coupled bucket detector changed during the

tests, which can be explained by the coupling of the bucket detector into the fiber.

This blurring effect can be explained by the blurring of the momentum correlation due to the pump

4Except for slight lateral shifts due to lenses not being optimally centered
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Figure 3.19: Results of the resolution investigation. Top: Evaluation of the "blur score" for different lasers and focusing
lenses. The influence of stronger focusing is evident by a steeper curve and thus lower tolerance for
misalignment. The measurements of the pulsed laser, due to the larger number of coincidence detections,
were less noisy and therefore scored significantly better than the cw mode and SLM laser data. Bottom:
Images of a detailed section of the target at different focus positions. The corresponding positions are
marked in the "blur score" evaluation, but the evaluation itself was applied to a low-frequency section of
the image, as shown in Figure 3.18.
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Figure 3.20: Setup for investigating the emission spectrum and spectral entanglement. The temperature of the crystal is
varied parametrically to shift the phase matching and thus the emission spectrum (see section 3.1). To
measure the general idler spectrum, a programmable monochromator is placed in the idler arm, and its
wavelength is varied parametrically. To characterize the entanglement, a second monochromator is used
in the signal arm as a fixed spectral filter. From the general count rate of the idler detector, the emission
spectrum can be determined, while the entanglement is characterized by the coincidence signal (CAR).

beam’s unfocused momentum. Since the wavefront of the beam is flat only in the focus of the laser beam,

only there the directions of all photons are the same. When the phase front is curved, the momentum

correlation becomes ambiguous, and the image information in the far-field setup is destroyed [142,

143].

However, this effect can also be used advantageously. Shortly after the first publications on quantum

ghost imaging, Pittman et al. [83] began working on concepts for lensless imaging using a focused laser.

With this, a clear position correlation can be achieved in a plane for both the signal and idler photons,

corresponding to the curvature of the pump beam’s wavefront. Furthermore, the object in the camera arm

is magnified according to the pump focus, similar to the magnification of the object in relation to the

wavelength that is achieved in the focus (see section 3.1).

3.4.5 Spectral Properties

To investigate the spectral entanglement of the photon pairs, the setup shown in Figure 3.20 was used. Two

monochromators were employed, one in the idler arm and one in the signal arm, to filter the respective

photons spectrally with fine resolution and tunability. The filtered emissions are then detected by simple

bucket detectors, and evaluated via coincidence analysis.

The aim of this setup was to demonstrate the spectral shift of the emission with crystal temperature, while
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preserving the spectral information from the filtered signal photons. The signal emission was filtered with

a monochromator at a fixed wavelength (Mini-Chrom monochromator, slit width 100 µm =̂ 0.73 nm

resolution), while an automated, tunable monochromator with adjustable resolution (Bentham TMc150)

was used in the idler arm. Further investigations into the spatial-spectral distribution of the emission, as

described in section 3.4.1 and [16], are planned but have not yet been completed. Additionally, as high

temperatures are expected to cause issues with the coatings of the crystals used for imaging, they were

replaced with uncoated 5 mm-long crystals.

To avoid issues with alignment and ensure optical isolation, the measurements were largely automated.

The programming interface of the idler monochromator was used to scan the idler spectrum while

stabilizing the crystal at a specific temperature. From the count rate of the idler detector as a function of

the monochromator’s wavelength, the general idler spectrum can be determined, while the coincidence

analysis (CAR) characterizes the spectral entanglement (see Figure 3.21 and section 2.3.1). The expected

spectrum can be estimated based on the considerations in section 3.4.1.

To characterize the entanglement, the idler monochromator was scanned with a step size of 1 nm. In order

to gather sufficient data for coincidence analysis, each point was measured for 400 seconds. To minimize

background noise and conduct the measurements undisturbed, they were performed at night in a darkened

lab.

The results of the measurements at various crystal temperatures are shown in Figure 3.21. It shows how

the general idler spectrum shifts significantly with crystal temperature, while the position and shape

of the coincidence signal remain largely unchanged. The width of the coincidence peak, with a full

width at half maximum (FWHM) of approximately 7 nm, corresponds well with the signal estimated in

section 3.4.1, assuming a 0.73 nm-wide Gaussian filter in the signal arm. The slight broadening of the

measured coincidence peak compared to the simulation can be attributed to the assumption of a perfect

Dirac-function filter for the idler in the simulation. In reality, the idler is subject to a (relatively narrow)

Gaussian filter characteristic, which causes a slight broadening of the signal.

The spectrally resolved coincidence peak was reproducible at various crystal temperatures, with neither the

position nor the shape of the peak changing significantly (see Figure 3.21b). The coincidence-to-accidental

ratio (CAR) was generally constant across most measurements but showed a significant increase, from

around 2 to 6, particularly at crystal temperatures of 85 ◦C and 95 ◦C. This increase does not result from

an improvement in entanglement or the measurement itself, but rather can be explained by the shift in the

emission spectrum.

As the detected photon rate decreases, the background noise in the coincidence time window also

drops, leading to an improvement in the CAR, despite the coincidence signal itself weakening. This

is also reflected in the shift of the coincidence maximum to higher wavelengths, where the emission
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Figure 3.21: Results of the spectroscopic investigation of the photon-pair source at different crystal temperatures. (a)
Measured general emission spectrum and coincidence signal at different temperatures. The idler photons
were scanned in 1 nm steps, with each wavelength measured for 400 seconds. The signal photons were
filtered at 546 nm with a 0.73 nm FWHM filter. (b) Measured coincidence distributions, compared to
a simulation based on section 3.4.1. The emissions were normalized to their respective maxima. The
coincidence peak shifts with temperature due to the change in overall detection rate at the corresponding
wavelengths.
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spectrum’s edge appears in the measurement window, reducing noise from lower-wavelength emitted

photons. Additionally, the probability of detecting both photons of a pair increases, as the dead times of

both detectors play a lesser role. A similar, though inverted and much less pronounced, shift can also be

observed at lower temperatures. This shift arises from the drop in detection rates at higher wavelengths at

these crystal temperatures. It is therefore essential, when evaluating such measurements in a spectroscopic

context, to interpret the results carefully and consider these effects.

The filters typically used in the idler arm cut off the spectrum starting from approximately 1620 nm, which

distorts the measurements. Therefore, they were removed. Nonetheless, the idler arm measurement is still

limited by the (spectrally dependent) detection efficiency of the idler detector. The detection efficiency of

the InGaAs-SPAD used in this work drops significantly beyond 1600 nm [120], effectively truncating the

measured spectrum. To estimate the true emission, the measured spectrum was weighted by the detection

efficiency and is shown in Figure 3.22.

It is also suspected that the measurements at higher crystal temperatures are subject to increasing losses.

The spectral filtering of a monochromator relies on focusing the light onto a very small slit (width

< 100 µm), making the position and size of the focus crucial. Since the idler photons are collimated

and focused through multiple dispersive optics, the focus is expected to shift slightly with wavelength.

Therefore, it is likely that the setup becomes increasingly misaligned at higher temperatures. This effect is

planned to be examined in further investigations.

In particular, the spatial-spectral distribution of the photons, as described in section 3.1 and [16], will be

investigated. For this, the VIS monochromator will be replaced with a 2D-SPAD array, and the emission

will be imaged via QGI. It will also be explored whether this distribution affects the measurements pre-

sented here, for example, through the coupling into the monochromator slit. In this way, the spectroscopic

measurements and especially the real emission spectra estimated in Figure 3.22 will be verified. These

measurements are currently being planned and are set to begin shortly.

For validation, the measurements were compared with the temperature-dependent phase matching shown

in Figure 3.3, as depicted in Figure 3.22b. The end of the signal rise shown in Figure 3.21 was used as

a benchmark, as this is where the collinear emission is assumed to occur, to which the phase-matching

curve corresponds. As seen in Figure 3.22b, the measurements align well with the prediction, though

they show a slight offset. This offset is attributed to uncertainties in determining the idler wavelength,

particularly in the central frequency of the filter. The exact uncertainty of the grating used is unknown but

is estimated to be around 1 nm. The determination of the collinear emission is also influenced by the drop

in detection efficiency at higher wavelengths, as well as a shift to higher wavelengths due to the overlap of

the corresponding emission (similar to the CAR evaluation in Figure 3.21).

The idler wavelength measurement is inherently described by a Gaussian function, given by the filter
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Figure 3.22: Interpretation of the results of the spectroscopic investigation. (a) Estimated (|) and measured (:) idler
spectra. To estimate the true idler spectrum, the measured spectrum was weighted with the detection
efficiency of the idler detector [120]. (b) Comparison of the measurement (X) with the idler spectrum
calculated from phase matching (|) (see section 3.1). The measurements align well with the expected
characteristics, with the offset likely due to the limited calibration of the monochromator’s central
wavelength.
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Figure 3.23: Simulation of the evolutionary algorithm. For this simulation, a target object was provided, and the
timestamps of the detections were statistically distributed based on the measurements from section 3.4.2.
(a) Object used for imaging in the simulation. (b) Evaluation of the evolutionary algorithm at various
stages of evaluation. (c) Final result of the evaluation.

characteristic of the idler monochromator (FWHM approximately 1 nm). It is expected that the collinear

emission determined in this way will be slightly shifted to higher wavelengths, as it is overlapped by

emission from non-collinearly emitted, longer-wavelength photons (see also Figure 3.4 and [16]). This

effect can also be seen in Figures 3.21 and 3.22, in the "bending" of the signal edge just before the

maximum. The effect is estimated to be less than 1 nm and will be addressed in the investigations into the

spatial-spectral distribution.

3.4.6 Automated Coincidence Analysis and Object Recogni-
tion

In this work, the scenes and objects used were known in advance, so the positioning of the coincidence

peaks was trivial. This allowed for significant reduction of the data and computational load by filter-

ing the data accordingly. However, as the original goal of this work was to image "real" 3D scenes

that were unknown prior to the measurement, methods for automated coincidence analysis and object

recognition were also considered as managing and evaluating large datasets requires appropriate meth-

ods.

For evaluation, an evolutionary algorithm proved highly suitable, an area in which the research group

already had expertise. An appropriate algorithm was also developed in the course of this work, although

the primary work was done by a colleague. This algorithm will be briefly described here, but will not be

discussed in detail, due to a potential planned patenting process.

Evolutionary algorithms are optimization methods inspired by natural evolution. Candidate solutions (in

this case, a combination of signal and idler detection) are randomly modified ("mutated") and evaluated
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using a fitness function. Mutations can have positive, negative, or neutral effects on the result. By

combining ("recombining") various successful mutations, the result (in this case, the detected object)

can be progressively improved, generation by generation. More detailed information about evolutionary

algorithms and their limitations can be found in the literature, e.g., [144, 145].

The central problem in coincidence evaluation can be described as the detection of discrete objects within

the detection data. Therefore, not only the detection time but also the spatial information is used for

evaluation, with the assumption that a detected object has a closed surface. This assumption is represented

in the algorithm by spatial "clustering" of the detections.

Additionally, the depth information of the detections is used for evaluation. It is assumed that a closed 3D

object has a gradually changing surface over its depth. In the algorithm’s programming, this assumption

is taken into account by incorporating the temporal evolution of the coincidence images into the fitness

function. Jumps in the time or image information relative to the estimated object negatively affect the

evaluation, while detections that are spatially and temporally close to each other have a positive impact.

A more detailed description of the problem and the corresponding fitness evaluation can be found in

[146].

Depending on the application, i.e. in cuvette analysis, this assumption may not hold. For such applications,

the algorithm would need to be adapted and optimized for a suitable fitness function. For test cuvettes, for

example, it could be optimized for the spatial distribution of the cuvettes themselves, providing a spatial

reference.

A simulation of the algorithm is shown in Figure 3.23. The displayed object was simulated as a coincidence

dataset, with the timestamps statistically distributed based on the measurements in section 3.4.2. The CAR

matched the measurements, with a value of about 4.
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In addition to the realization of the asynchronous quantum ghost imaging setup, this work also involved an

investigation in possible adaptions of both individual components and the entire setup. The goal was not

only to improve the setup itself but also to identify other potential problems and application areas and

design appropriate solutions. The development and investigation of these setups beyond the concepts and

boundary conditions would exceed the scope of this work, but some are (partially) planned at Fraunhofer

IOSB.

4.1 Setups

Of particular interest for the further development of the setup are the spectral properties of the photon-pair

source. As already shown in Section 3.4.5, the emission spectrum is controlled by phase matching and

can be modified by the crystal’s temperature. Moreover, unlike a laser, the spectrum is not dependent

on the discrete energy levels of the crystal but can cover the entire electromagnetic spectrum. Thus, the

emitted spectrum can be very broadband, while the spectral entanglement of the photon pairs can be very

narrowband if the right laser is used (see Section 2.3.1).

The usable spectral range is limited only by the transparency of the crystal material and the achievable pol-

ing period. However, the poling period itself is only a minor limitation, as higher-order periods can also be

used, although the efficiency of the SPDC suffers as a result (see Section 2.3.2).

4.1.1 Ghost Spectroscopy

For spectroscopic applications, the QGI setup can be relatively easily adapted. To do this, the signal

arm is extended with a dispersive element, and the camera array is replaced with a simple linear array.

The idler arm remains unchanged. The dispersive element (e.g., a diffraction grating) causes a spatial
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Figure 4.1: Quantum Ghost Spectroscopy using the example of a leaky pipe. Through temporal entanglement, the
position of the leak can be determined using ToF (Time of Flight). Spectral entanglement is used to deduce
the wavelength of the idler photon from the signal photon’s wavelength and thereby determine the spectral
properties of the analyte. To do this, the signal photon is spectrally split, its individual spectral lines
detected using a linear array, and then compared with the bucket detector’s detections. To realize spectral
entanglement as precisely as possible, the pump laser must be as narrowband as possible, ideally an SLM
laser. Therefore, pulsed lasers should be avoided in this case, as they usually have a broader, pulse-to-pulse
varying spectrum. Accordingly, the SPAD array should also be implemented as a free-running detector.
Since the momentum or position correlation of the photons is not important in this setup, at least some
components can be implemented in fiber technology. This reduces alignment and energy consumption and
allows for compact setups.

splitting of the signal photons, sorted by their wavelength. These photons are then imaged onto the linear

array, with each pixel of the array corresponding to a specific wavelength or spectral channel of the signal

photons.

In the coincidence evaluation, as with QGI, all idler detections are compared with the signal detections.

However, here, the pixel position does not correspond to an image point but to a specific wavelength

of the signal photons (and thus also to a wavelength of the idler photons). The size of the coincidence

peak, or the CAR (coincidental-to-accidental ratio), provides insight into the object’s absorption or

backscattering, depending on the setup configuration. The effects discussed in Section 3.4.5 must, of

course, be considered. In reflection, depth resolution of the object or its backscattering can also be

achieved, enabling the investigation of complex mixtures.

A significant advantage of this setup is that the momentum correlation of the photons does not need to

be preserved. This allows for the use of fiber technology for all components of this setup, enabling a

highly compact, integrated layout of the entire system. In particular, the design of the SPDC source as a

waveguide allows for the use of other, more widespread materials and techniques, such as those for MIR

spectroscopy [147].

The design of the signal detector as a linear detector also allows for more flexibility in the design of the de-
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Figure 4.2: Hyperspectral Quantum Ghost Imaging. This setup is an advancement of asynchronous quantum ghost
imaging, where the idler detection is equipped with spectral resolution. This is achieved by spatial-spectral
splitting of the collected idler photons using a dispersive element and subsequent spatially-resolved detection.
As in the setup described in Section 4.1.1, each pixel of the idler detector constitutes a specific spectral
channel of the photons, whose detections are compared with all the photons captured by the camera.
This setup, in contrast to conventional hyperspectral setups, allows all spectral channels to be recorded
and imaged simultaneously. This setup is particularly interesting for MIR applications, as fingerprint
spectroscopy is enabled in this range. However, due to the limited options for single-photon detectors in
this range, the realization is problematic. One solution could be optical conversion of the photons, followed
by detection, e.g., in the visible spectrum (see Section 4.2.3).

tector, promising both a larger fill factor and better temporal resolution (see Section 2.5).

4.1.2 Hyperspectral Quantum Ghost Imaging

Building on the considerations for "Ghost Spectroscopy," the QGI concept was expanded into Hyper-

spectral Quantum Ghost Imaging (HsQGI). To achieve this, the idler arm is extended with a dispersive

element and split according to its wavelength. Ideally, the bucket detector in the idler arm would be

replaced by a linear detector array to capture the emerging spectral channels in parallel. However, since

these linear detectors have limited availability depending on the spectral range, a scanning approach

using a single-pixel detector is also possible. Naturally, this compromises measurement time and effi-

ciency.

Here too, all idler and signal detections are compared, where the signal position corresponds to an image

point and the idler position to a spectral channel. This allows for not only depth- and spectrally-resolved
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imaging but also for capturing images across the entire spectrum in parallel. Thus, transient processes

can also be spectrally analyzed within short measurement times, which is a limitation of widely used

conventional push-broom methods.

Since this approach enables hyperspectral imaging under minimal light conditions, it is highly interesting

for life science applications and corresponding analytics, particularly in the MIR range, where hardly

any camera technology exists, and the spectral range allows for molecular-characteristic fingerprint

spectroscopy [148]. However, in this spectral range, the use of single-photon detectors is also limited; for

instance, SPADs are currently only available up to 1.7 µm (InGaAs technology). There is potential for

superconducting detectors (SNSPD - superconducting nanowire single-photon detector), which could also

be used for QGI [149], as well as optical converters [71], in combination with, e.g., silicon SPADs. Both

are discussed in more detail in Section 4.2.

4.1.3 Hyperspectral Single Photon Imaging

Through considerations for applications in the field of eye-care, the concept of "Hyperspectral Quantum

Ghost Imaging" was adapted into a concept for "Hyperspectral Single Photon Imaging" (HSPI), as the

visible spectrum is of particular interest in eye-care applications. In this case, the interacting photon can

be directly captured by a SPAD camera, while the reference photon is captured by a spectrally-resolved

detector. Since the image information in this setup comes from the interacting photon, it is not a "Ghost

Imaging" setup.

For this reason, the momentum correlation of the photons is irrelevant, similar to the considerations

in Ghost Spectroscopy (see Section 4.1.1). This offers the advantage that many components can be

implemented using fiber technology. Additionally, the realization of a delay line is significantly simplified

and can be determined or freely chosen, based on the fiber length.

This enables, in practical applications, the use of gated cameras like ICCDs, sCMOS, or SPADs [150,

151], allowing this method to already promise spatially and spectrally high-resolution images. The use of

time-resolved SPADs would allow for the acquisition of 3D information, but the depth resolution would

not be sufficient for the intended application in the eye-care field. However, the electronics required

for timing significantly impact the potential resolution and detection efficiency of the camera. Gated

SPADs, on the other hand, already offer good spatial resolutions with low dead times [150], enabling fast

measurements. While ICCD and sCMOS promise better images due to their currently higher resolution,

the relatively long dead times limit the measurement time.

Since the required measurement times and resolutions vary depending on the application, there is no "opti-

mal" camera for this setup; the choice should always be tailored to the application.
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Figure 4.3: Hyperspectral Single Photon Imaging, using the example of ophthalmology. This concept was developed
from considerations for hyperspectral quantum ghost imaging, for applications in the visible spectral range.
However, it is not a "Ghost Imaging" setup since, in this case, the image information is obtained directly
from the interacting photon, not from the partner photon. Instead, only the spectral information is obtained
from the partner photon, allowing the camera detections to be spectrally classified. Since image preservation
is not required for this setup, many components can be implemented in fiber technology. This also allows
for easy realization of photon delays, which is why this setup could also use gated single-photon cameras
such as ICCD or sCMOS or corresponding SPADs [150, 151]. The use of time-resolved detections, e.g.,
through IDC-based SPADs, also allows for the capture of 3D information.
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As a reference spectrum, the visible range would also be suitable, based on the possible idler detectors.

For a spectrum ranging from 450 nm to 900 nm, as is used in hyperspectral imaging [152, 153], a pump

photon of approximately 300 nm would be required. This (UV-B) range is problematic, not only because it

is partially carcinogenic but also because it leads to photodegradation and opacification in many materials.

Instead, an infrared reference spectrum could be chosen, which could be well detected with InGaAs

technology up to approximately 1600 nm. This would only require a UV-A laser of approximately 350

nm, which is significantly less harmful.

Alternatively, the four-wave mixing (FWM) process (χ3 process) could be used for photon generation

instead of the SPDC process (χ2 process). In four-wave mixing, two pump photons are "absorbed" and

two entangled partners, determined by phase matching, are emitted. This process is only conditionally

suitable for "Ghost Imaging" because the momentum correlation is subject to significantly more degrees

of freedom due to the combination of two pump photons, thus strongly influencing the imaging correlation.

Additionally, the process is significantly less efficient than a second-order process, due to the use of

third-order nonlinearity, or involves correspondingly high intensities.

However, it is very well suited for generating spectrally entangled partners, as the spectral correlation of

the photons can be precisely determined by choosing very narrowband lasers (i.e. SLM). For example,

with SLM lasers at 405 nm and 1064 nm, two highly developed laser wavelengths, photon pairs can be

generated at 450 and 842 nm, covering much of the visible spectrum. However, this technology comes

with many degrees of freedom and potential parasitic effects, so no further performance predictions can

currently be made without experimental realization.

4.2 Detectors

The field of single-photon detection is still relatively unexplored but has shown significant interest

and development, especially in recent years. This is, of course, partly due to the rapid and extensive

advancements in the entire quantum field, from quantum communication to quantum sensing. Additionally,

developments in nonlinear optics have increasingly found applications in recent years, enabling new

measurement methods and bypassing classical limitations. Since these research fields are very dynamic,

predictions about future developments and performance, particularly regarding QGI, are difficult to make.

For example, SPADs from other manufacturers [36, 154] also offer single-photon imaging with picosecond

time resolution, but due to hardware design, they have proven unsuitable for asynchronous QGI. Moreover,

other techniques for time-resolved single-photon detection, such as TimePix chips [30, 155, 156] or

Negative Feedback Avalanche Diodes (NFAD) [157, 158], could potentially be used. The following

discussion, however, will focus on current developments in the field of SPAD cameras and single-photon

detectors for the visible to infrared range, as this is the direction of developments currently planned at
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Fraunhofer IOSB.

4.2.1 SPAD Detectors

While single-pixel SPADs are already relatively well developed, there is still significant potential for

improvement in SPAD camera development. In addition to increasing the pixel count and improving time

resolution and detection efficiency, increasing the camera’s duty cycle is particularly interesting for QGI.

A free-running detector would allow significant reduction in measurement time, reducing for example the

acquisition in Section 3.4.3 from 2 hours to about one minute.

In a current project, we are working with a research partner to develop a corresponding detector. This

detector promises improvements with an 80% duty cycle, 64× 64 pixels, and a detection efficiency of

35%.

Additionally, this nearly 100-percent duty cycle allows the idler detections to be registered directly by

the SPAD detector itself. This eliminates the need for TCSPC and global time stamps, bringing ad-

vantages in both data acquisition and processing. In particular, by eliminating the global referencing,

the data format can be reduced, significantly reducing both data acquisition and storage requirements.

However, the actual improvements will require corresponding investigations once this detector is devel-

oped.

For the bucket detector, multi-pixel detectors are of particular interest, both with and without spatial

resolution. Spatially resolved detection is, of course, particularly required in HsQGI (see Section 4.1.2) for

spectral resolution. However, it would also be interesting for HSPI, based on the wavelength considerations

in Section 4.1.3.

Non-spatially resolved multi-pixel detectors, on the other hand, are used to achieve a large detection

area with lower dark noise, shorter dead times, and better timing properties compared to a single SPAD

with a corresponding area. A similar principle is used in the linear array from Section 3.4.2, where it

is employed for background suppression in lidar [160]. These concepts are also found in commercially

available silicon bucket detectors [161] and SNSPDs [162], although they are not yet widely available in

current InGaAs-SPADs.

Another improvement would be the use of "open," free-space-coupled detectors instead of the fiber-coupled

version used in this work. The first such detectors have recently become available [163], and acquisition

and corresponding experiments are planned at IOSB in the near future.

Despite current progress in SPAD technology, most developments focus on silicon and InGaAs SPADs.

These now offer very efficient and cost-effective single detectors that can operate with relatively simple or
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Figure 4.4: Planned future SPAD camera within the framework of the ADEQUADE project [159]. (a) Planned temporal
acquisition to avoid additional TCSPC electronics. The idler detections are directly recorded by the SPAD
camera and registered in its time base. This reduces data processing, as only the local time stamps from the
SPAD camera need to be processed, eliminating the need for time stamp correction (see Section 3.3). This
concept is made possible by the planned duty cycle of 80 %. (b) Micrograph of a current prototype of the
planned detector and planned schematic of a pixel, based on [112]. The pixel’s fill factor is expected to
increase from approximately 3 % to 70 % through micro-lens arrays. (c) Photo-detection efficiency of the
prototype detector. The DE of the future detector is expected to be similar.
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even no cooling technology. However, they are limited by material properties to a spectral range of about

1.7 µm. SPADs with materials having lower bandgaps (and thus longer-wavelength detection ranges)

are not expected in the near future, as the exponentially increasing dark noise and the required electronic

processing become problematic with decreasing bandgaps.

4.2.2 Superconducting Nanowires

Superconducting Nanowire Single Photon Detectors (SNSPD) consist of a long wire of a material that

is cooled down to its superconducting temperature, filling the entire detection area. When a photon is

absorbed, the wire is locally heated to the point where superconductivity breaks down, generating a

detectable signal [166]. These detectors allow for the registration of photons with extremely high detection

efficiency, up to 90%, and very precise temporal resolution, down to the single picosecond range [167].

Since these detectors, similar to bolometers, rely on the thermal absorption of photons, they are also

capable of detecting a wide range of wavelengths [168]. They are particularly suitable for MIR detection

and are used, for example, in microscopy [149].

However, these detectors are currently limited in their application. Besides the difficult and expensive

cooling required in the Kelvin range, most of these detectors are fiber-coupled. This coupling is problematic

for imaging, as demonstrated in this work (see [135]), due to the challenges of light coupling. However, as

a reference detector, e.g., for QGS or HSPI, they would be well-suited, especially when the photon-pair

source is designed using fiber technology.

4.2.3 Optical Converters

One way to overcome the lack of suitable detectors is through optical conversion (also known as up-

conversion) in nonlinear crystals. This process is very similar to parametric fluorescence, which is used

for photon-pair generation. However, in nonlinear conversion, a pump photon is not split into signal

and idler photons. Instead, a pump photon and an incident photon are "combined" to generate a photon

with a higher energy (shorter wavelength). This process is already used, for example, to convert long-

wavelength MIR radiation into the visible spectrum, enabling MIR imaging with silicon detectors [71,

169, 170].

Since optical conversion and SPDC are based on the same principles, some effects and dependencies can

be transferred between them. For imaging with QGI, it is particularly important to retain the temporal

information of the interacting photons to enable coincidence analysis. Fortunately, this condition is

inherently met by the process itself, though the accuracy of this information is limited by the dispersion
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Figure 4.5: SNSPDs and their detection method. (a) Operating principle of SNSPD detection, from [164]. An incoming
photon locally heats the nanowire, preventing superconductivity (ii). The heat spreads through thermal
diffusion, amplified by the resistance of the local blockade, along the cross-section of the wire (iii), until
superconductivity is blocked across the entire cross-section (iv). The detector’s resistance increases due
to the heating (v), until the detector current is interrupted. The superconductivity is then restored through
cooling (vi), and the detector is ready to detect again. (b+c) Equivalent circuit diagram of an SNSPD and
simulated detection cycle of the SNSPD, also from [164]. The time behavior corresponds to the phases of
the cycle, indicated by τ in (a). (d) SEM image of an SNSPD consisting of three pixels (colored markings).
The image is taken from [165].
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of the crystals, i.e., the difference in refractive index or the speed of photons in the material. Since the

location of the conversion is unknown, the resulting difference in photon speed causes the coincidence

peak to "smear," estimated by

∆t =
Lcrystal ∗ n1 ∗ n2

c ∗ (n1 − n2)
(4.1)

where Lcrystal is the length of the crystal, and n1 and n2 are the refractive indices of the material at

the incident and converted photon wavelengths, respectively. Similar time-of-flight issues are known in

superposition setups, though they are caused by the significantly smaller dispersion over the idler spectrum

rather than the dispersion between, for example, visible and MIR photons [16].

This uncertainty obviously limits the depth resolution for a given crystal length or the possible crystal

length for a required depth resolution.

For the setup shown in Section 4.1.2, the preservation of spectral information is also necessary. This can

be ensured by using appropriately narrowband pump light sources, such as SLM lasers. Since these nar-

rowband lasers typically have limited output power, the conversion efficiency of the upconversion process

is also limited. However, this required power can be reduced through implementations such as waveguide

or intra-cavity solutions. These approaches, however, come with other constraints, such as making the

signal coupling more difficult and, therefore, resulting in further losses.
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Figure 4.6: Optical conversion of MIR radiation to VIS radiation. (a) Principle of optical conversion using periodically
poled crystals. As in SPDC, phase matching for a specific photon triplet is achieved with periodic poling
(see Section 2.3.2). However, here, a high-energy pump photon is not split into two lower-energy photons;
instead, a pump photon is combined with a signal photon to generate a higher-energy photon. For example,
MIR photons between 3 − 5µm can be converted into the visible range between 785 − 880 nm using
a well-developed Nd3+ : YAG laser (1064 nm) and subsequently detected with conventional cameras.
(b) Conversion efficiency of the upconversion process in a periodically poled LiNb crystal with increasing
pump power. The image is taken from [171]. However, the pump power in this graph does not correspond
to continuous wave power, as synchronized pulses with picosecond lasers were used in this work. Since no
repetition rate was given, it is not possible to infer the intensity in the crystal itself, but it will be orders of
magnitude higher. This is particularly problematic for spectral applications, as a well-defined conversion
requires a narrowband laser, which is typically limited in output power. Thus, the conversion efficiency is
obviously limited. The drop at high pump powers is due to parasitic effects, such as SPDC, as described in
the original publication.
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The properties of entangled photons fundamentally allow for the retrieval of spatial, spectroscopic, and

temporal information of one photon based on its entangled partner. In imaging, the ability to separate the

illumination of an object from the acquisition of its image, due to the spatial correlation of the photons, is

of particular interest. Quantum Ghost Imaging (QGI) is a technique that utilizes this correlation to enable

imaging in arbitrary spectral ranges using advanced silicon cameras. For this purpose, a visible photon

(signal) is entangled with a photon of the desired wavelength (idler), where only the idler photon interacts

with the object. Subsequently, the temporal correlation of the photons is used to identify entangled partners

and filter the resulting image accordingly.

The basis of the entire process is, of course, the photon-pair source, where in this work parametric

fluorescence (SPDC) in a second-order nonlinear crystal was used. To demonstrate the separation of

illumination and image acquisition, a periodically poled crystal was used to achieve phase matching

for VIS-IR photon pairs. The resulting correlations were examined both spectrally and as a function

of the pump laser’s focusing, and the results were discussed. In particular, the use of a pump laser

synchronized with the detector and the effects on both the correlations and the evaluation compared to

using a narrowband cw laser were analyzed.

Previous setups for QGI use a "heralding" approach to limit the image acquisition to (potentially) entangled

photons. However, due to the associated delay line and adjustments, this approach is severely limited in

practical application. In this work, a new approach to imaging with QGI was demonstrated, where the

coincidence measurement is not fixed by the experimental setup. Instead, novel single-photon cameras and

time-correlated single photon counting (TCSPC) electronics are used to measure all photons in the same

time frame. By comparing timestamps after the measurement, entangled photon pairs can be identified and

separated from uncorrelated detections. It was demonstrated how this technique can be used in remote sens-

ing, and how 3D imaging can be enabled through time-of-flight determination.

As the first demonstration and proof-of-concept, a system was built with a single-line SPAD detector,

which was connected to an imaging system using a scanning routine. This allowed the method to be
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demonstrated for the first time, and the necessary steps for resynchronization were developed. Due to

the losses associated with the scanning, the setup was only used in transmission. For a demonstration in

reflection, the use of a prototype 2D array with similar hardware was originally planned. However, issues

in the time recording prevented its use for the technique.

Instead, the use in reflection was demonstrated with another SPAD array, based on different hardware.

For this, the corresponding detector was characterized, and the relevant resynchronization routines were

adjusted. To demonstrate the 3D capability and to characterize the distance information obtained from the

system, a setup similar to a Michelson interferometer was realized, where the time-of-flight of the photons

could be very well determined and manipulated. Additionally, the application in remote sensing with a

3D scene consisting of reflective elements was demonstrated. The demonstration with diffuse reflection

is still pending but is planned after replacing the currently fiber-coupled idler detector with a free-space

detector.

In addition to the originally planned application for imaging, this system also enabled the verification and

correction of the time information of the detectors used. Thus, this method can also be applied to study

the temporal behavior of single-photon detectors and their calibration. It is particularly advantageous

that the application relies only on the temporal correlation and not on the spatial one. This allows

the use of other photon sources and setup configurations, which can be adapted to various detector

configurations.

Due to the significant delays in the development of the 2D detector intended for imaging caused by

the COVID-19 pandemic, this work was extended to include studies on alternative configurations of

the setup and detection methods. The results of this investigation were summarized, with particular

interest on the acquisition of spectral information. The corresponding (qualitatively evaluated) advantages

and disadvantages were presented and discussed, with the author particularly noting that no long-term

statements can be made about the detection methods. This is due to the currently very active research in

these areas.
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