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Abstract The CMS detector, including its muon system,
has been operating at the CERN LHC in increasingly chal-
lenging conditions for about 15 years. The muon detector
was designed to provide excellent triggering and track recon-
struction for muons produced in proton–proton collisons at
an instantaneous luminosity (L) of 1×1034 cm−2s−1. During
the Run 2 data-taking period (2015–2018), the LHC achieved
an instantaneous luminosity of twice its design value, result-
ing in larger background rates and making the efficient detec-
tion of muons more difficult. While some backgrounds result
from natural radioactivity, cosmic rays, and interactions of
the circulating protons with residual gas in the beam pipe,
the dominant source of background hits in the muon system
arises from proton–proton interactions themselves. Charged
hadrons leaving the calorimeters produce energy deposits
in the muon chambers. In addition, high-energy particles
interacting in the hadron calorimeter and forward shielding
elements generate thermal neutrons, which leak out of the
calorimeter and shielding structures, filling the CMS cavern.
We describe the method used to measure the background rates
in the various muon subsystems. These rates, in conjunction
with simulations, can be used to estimate the expected back-
grounds in the High-Luminosity LHC. This machine will
run for at least 10 years starting in 2029 reaching an instan-
taneous luminosity ofL = 5×1034 cm−2 s−1 and increasing
ultimately to L = 7.5 × 1034 cm−2 s−1. These background
estimates have been a key ingredient for the planning and
design of the muon detector upgrade.

1 Introduction

The Compact Muon Solenoid (CMS) [1] is a general purpose
experiment to explore the physics of the TeV scale in proton–
proton (pp) collisions provided by the CERN Large Hadron
Collider (LHC). The detection, triggering, reconstruction and
identification of muons is essential to the CMS physics pro-
gram. Previously published studies of the performance of

� e-mail: piet.verwilligen@cern.ch (corresponding author)

the CMS muon detector [2] and muon reconstruction [3]
were based on pp-collision data at centre-of-mass energy√
s = 7 TeV during LHC Run 1 (2010–2012). To deal with

higher collision energy and luminosity during LHC Run 2
(2015–2018), improvements were made to the muon detec-
tor during the long shutdown period (LS1) between Run 1 and
Run 2 [4]. The reconstruction of high-momentum muons was
studied [5] and trigger algorithms were refined for running
at high instantaneous luminosity [6]. These improvements
ensured good muon detection, triggering and reconstruction
in the higher background environment of Run 2, both in pp
and in heavy-ion collisions [7]. Further enhancements of the
muon system for Run 3 are documented in [8].

The present paper describes the various methods used
to measure these backgrounds in the muon detector, and
reports the observed hit and particle rates. It is based on data
collected by CMS during pp-collisions at

√
s = 13 TeV

in 2018, with an instantaneous luminosity (L) provided by
the LHC up to 2.2 × 1034 cm−2s−1. The measured back-
grounds are reported at a reference L = 1034 cm−2 s−1. A
thorough understanding of these rates can provide the basis
for predicting expected rates in the CMS muon detector
at the future High-Luminosity LHC (HL-LHC) operation,
where the instantaneous luminosity will reach ultimately
L = 7.5 × 1034 cm−2 s−1, corresponding to 200 overlap-
ping pp-collisions.

A description of the detectors forming the CMS muon
detector is given in Sect. 2, considering in particular their
principles of detection and operation. The operation of the
LHC during Run 2 is briefly described in Sect. 3. Sec-
tion 4 discusses the origin and characteristics of the back-
ground produced by the pp-collisions. Section 5 presents the
response of the various detectors, introduces the definitions
of the particle rate and the single hit rate that will be used
when specifying background measurements, and illustrates
the dependence of the background on the LHC instantaneous
luminosity and configuration. The hit rates in the muon detec-
tor are presented in Sect. 6, while Sect. 7 analyses the depen-
dence of the rates on the specific LHC fill scheme, allow-
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ing the separation of promptly-induced backgrounds from
long-lived backgrounds. The results and findings are sum-
marised in Sect. 8, while Appendix A provides more infor-
mation about the simulated geometry of the CMS experiment
and experimental cavern.

2 The CMS experiment and the muon detector

2.1 The CMS experiment

The CMS detector has a cylindrical geometry with azimuthal
(φ) symmetry with respect to the beamline and features a
superconducting solenoid of 6 m internal diameter, provid-
ing a magnetic field of 3.8 T. Within the solenoid volume,
a silicon pixel and strip tracker measure the momentum of
charged particles in the pseudorapidity range |η| < 2.5, while
a lead tungstate crystal electromangetic calorimeter (ECAL),
and a brass and scintillator hadron calorimeter (HCAL) mea-
sure the energy of photons, electrons and neutral and charged
hadrons up to |η| < 3.0. Forward calorimeters (HF), made
of steel and quartz fibers, extend the pseudorapidity cov-
erage provided by the barrel and endcap detectors up to
|η| < 5.2. The calorimeters and solenoid constitute ≥ 10
nuclear interaction lengths (λL ) for particles created at the
interaction point (IP) to reach the muon detector. Muons
are measured in gas-ionization detectors embedded in the
steel flux-return yoke outside the solenoid in a pseudorapid-
ity range |η| < 2.4. The steel yoke serves as hadron absorber.
It confines the magnetic field and aids the identification of
muons.

Events of interest are selected using a two-tiered trigger
system. The first level (L1), composed of custom hardware
processors, uses information from the calorimeters and muon
detectors to select events at a rate of around 100 kHz within
a fixed latency of about 4µs [9]. The second level, known as
the high-level trigger (HLT), consists of a farm of processors
running a version of the full event reconstruction software
optimised for fast processing, and reduces the event rate to
around 1 kHz before data storage [10]. Several subdetectors,
such as Pixel detector and HF are used for the luminosity
measurement. Furthermore the Pixel Luminosity Telescope
(PLT) and the Fast Beam Conditions Monitor (BCM1F) are
dedicated systems that use a separate data acquisition system,
such that the luminosity measurements are obtained indepen-
dently of the current operating status of CMS [11]. The Beam
Pick-up and Timing for eXperiments (BPTX) detectors [12],
located at z = ±175 m of the interaction point, register the
presence of a proton bunch and are used to collect an unbiased
dataset of pp-collision events (“ZeroBias” events), while HF
is used to collect a set of pp-collision events with minimal
activity in CMS (“Minimum Bias” events). A more detailed
description of the CMS detector, together with a definition of

the coordinate system used and the relevant kinematic vari-
ables, can be found in Ref. [1].

2.2 Muon detector

The CMS muon detector is made up of three types of gas ion-
ization chambers: drift tube chambers (DTs), cathode strip
chambers (CSCs) and resistive plate chambers (RPCs); a
detailed description of these chambers can be found in ref-
erence Ref. [2]. A schematic diagram of the CMS detector
where the various subdetectors are highlighted is shown in
Fig. 1.

A minimum ionising particle passing through the gas layer
of a detector ionises the gas along its trajectory, liberating
electrons. Signals are picked up after Townsend multiplica-
tion of these electrons in an intense electric field, either close
to the wires for DTs and CSCs, or in the entire thin gas gap
for RPCs. DT chambers consist of drift tube cells where the
position of a particle is determined by measuring the drift
time of the ionisation electrons. CSCs are multi-wire propor-
tional chambers with finely segmented cathodes that yield a
precise measurement in the bending plane (R-φ). RPCs are
double-gap chambers with resistive electrodes that are oper-
ated in avalanche mode and provide a fast signal used for
triggering. DTs are installed in the barrel (|η| < 1.2) where
backgrounds are small and the magnetic field is low since it
is mostly concentrated in the steel yoke. CSCs are installed
in the endcap (0.9 < |η| < 2.4) where both magnetic field
and backgrounds are higher. RPCs are installed both in the
barrel as in the endcap and cover |η| < 1.9.

In the barrel, a set of chambers at the same radius R from
the IP is called a station. There are four DT and four RPC
stations in the barrel, named MB1 to MB4 (DT) and RB1-
RB4 (RPC). DT and RPC stations are arranged in 5 wheels
along the z coordinate, named W-2 to W+2, and are subdi-
vided in 12 φ sectors, named S01 to S12. The location of
a chamber is fully given by information on the wheel, sec-
tor and station: e.g. W-2/S01/MB1 or W+2/S12/RB4. Each
DT chamber consists of three superlayers that are each made
of four staggered layers of drift tube cells. Two superlayers
measure precisely the bending of the muon trajectory in the
R−φ plane, while one superlayer measures the position in the
longitudinal plane (R − θ ). The chambers in the 4th station
(MB4) have only two superlayers and measures the muon
only in the bending plane (R − φ). In the barrel, the RPCs
are attached to the DT chamber. In the innermost RPC sta-
tions (RB1 and RB2), two RPC chambers are installed, one
on each side of the DT chamber, named RBx in and RBxout
(x = 1, 2). In the outermost RPC stations (RB3 and RB4),
only a single RPC chamber is installed on the innermost sur-
face of the DT chamber, facing the IP. An RPC chamber
consists of a double gap structure with a central strip plane
that picks up signals created in each of the gaps. RPCs have
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Fig. 1 An R − z cross section of a quadrant of the CMS detector
with the beam parallel to the z axis and the IP at the lower left cor-
ner. The location of the various muon stations and the steel flux-return

yoke are shown: DTs are labeled MB (Muon Barrel), CSCs are labeled
ME (Muon Endcap), RPCs are labeled RB (RPC Barrel) and RE (RPC
Endcap)

strips parallel to the beamline to measure the muon in the
bending plane (R − φ); the strip plane is divided in two or
three so-called η-partitions.

In the endcap, a set of chambers at the same distance z
from the IP is called a station. There are four CSC and four
RPC stations in each endcap, named ME1-ME4 (CSC) and
RE1-RE4 (RPC). The first station consists of three concen-
tric rings of CSC chambers ME1/1, ME1/2 and ME1/3, and
two concentric rings of RPC chambers RE1/2 and RE1/3.
The inner ring RPC chamber was descoped as the particle
rates were estimated to be too high for the RPC technology
at the time of construction. The second to fourth station con-
sists each of two rings of CSC chambers: MEx /1 and MEx /2,
where x = 2, 3, 4, and two rings of RPC chambers: REx /2
and REx /3, with the inner RPC rings (REx /1) descoped. For
the Phase 2 upgrade of the muon detector [13], Gas Elec-
tron Multipliers (GEMs) and improved RPCs (iRPCs) will
be installed in respectively the first two stations and the last
two stations, to deal with the high particle rates expected
at the HL-LHC. A CSC chamber consists of six indepen-
dent sensitive layers with staggered cathode strips in adja-

cent layers. Each layer measures the position of the muon
in two coordinates: radially oriented cathode strips measure
the bending angle in the R − φ plane, while anode wires,
grouped in wire groups (WG) provide a coarse measurement
in R. RPC chambers consist of double gaps that sandwhich
a strip plane that picks up signals from both gas gaps and
have strips oriented radially. The RPC strip plane is divided
in three so-called η-partitions.

The flux-return yoke is composed of 5 barrel wheels and 8
endcap disks, with a weight of approximately 10,000 t. Each
of the barrel wheels consist of three concentric steel rings that
separate the muon stations and have a thickness of respec-
tively 30 cm, 60 cm, and 60 cm corresponding to roughly 2,
4, and 4 interaction lengths. In the endcap the first and the
second disk have a thickness of 60 cm (∼4λL ), while the
third disk has a thickness of 23.5 cm (∼1.5λL ). During LS 1
(2013–2014), a fourth disk was installed to shield the out-
ermost endcap stations ME4 and RE4 from radiation back-
ground in the cavern. As this fourth disk is not needed for
magnetic flux return, it was constructed as a 12.5 cm hollow
steel casing filled with borated concrete (2.5 cm steel walls
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and 7.5 cm concrete), resulting in a total weight of ∼6.8 t
each [14].

2.3 The experimental cavern, forward environment and
beampipe

The CMS experiment is installed in a 53 m long, 27 m wide,
and 24 m high experimental cavern with concrete walls,
located 100 m underground, and connected to the surface
through two shafts. To protect the beam focusing quadrupoles
of LHC from high-energetic collision debris, a 3.2 t and 2.1 m
long copper collimator (Target Absorber Secondaries, TAS
[15]) with 18 mm inner radius and 25 cm outer radius is
installed at both sides of the IP at a distance of z = 19 m. As
the TAS is a major source of background in the experimental
cavern, it is properly shielded with steel and borated con-
crete, to reduce the radiation by three orders of magnitude.
Figure 2 shows the layout of the shielding in the forward
region. Upstream of the HF there is a 20 cm thick shielding
of borated polyethylene to supress neutron albedo from the
HF back into the η ≤ 3 cone. The HF is covered by 30 cm of
steel, followed by 30 cm of borated concrete. At the back of
the HF there is a borated polyethylene covered steel plug to
protect the HF electronics and to reduce the leakage of neu-
trons into the cavern. The TAS collimator is embedded into a
steel cone and surrounded by the rotating forward shielding
which extends from the back of the HF to the blockhouse in
the cavern wall. This shielding can be opened to allow the
movement of the endcap yoke elements to provide access
to the various detectors installed in the barrel. The forward
shielding consists of an inner steel shell followed by borated
concrete. During the 2016–2017 end-of-year technical stop,
additional shielding was installed to cover cracks or open-
ings in the forward shielding and the shielding of the HF: the
opening under the blockhouse and vertical gaps in the for-
ward shielding. The beampipe spans 18 m from both sides of
the IP up to the vacuum pumps in front of the TAS and con-
sists of a central section of 6.2 m and four sections on each
end. The central section is made of a 0.8 mm thick beryllium
cylinder with 45 mm outer diameter, followed by a stain-
less steel conical endcap section of 7.2 m that runs under the
endcap yoke. Further elements are pumping stations located
behind the HF and in front of the TAS collimator.

3 LHC operation during Run 2

The LHC operated during Run 2 (2015–2018) at 6.5 TeV
beam energy with a peak luminosity that exceeded the design
parameters by a factor of two. The collision rate is given by
dN/dt = σL with σ the pp-collisions cross-section and
L the instantaneous luminosity, which can be expressed in

function of machine and beam parameters:

L = kN 2 frevγ

4πβ∗ε
F, (1)

where k is the number of colliding proton bunches, N is
the number of protons in each bunch, frev = 11,245.5 Hz
is the LHC beam revolution frequency, γ ≈ 6927 is the
Lorentz factor for 6.5 TeV protons, β∗ is the beta function
at the interaction point, ε is the normalised emittance and F
(∼0.60) is a reduction factor due to the crossing angle (θc).
Table 1 summarises the beam parameters [16].

The LHC radio-frequency system divides the beam orbit
into 35640 buckets of 2.495 ns each. One RF bucket out of
ten nominally hosts a proton bunch, resulting in 3564 avail-
able buckets, each spaced 25 ns apart. As the bunch crossings
(BX) are expected to happen every 25 ns, in the filling scheme
those buckets are enumerated with the relevant BX number.
Since (as shown in the table) each bucket is filled with O
1011 protons, a number of individual pp-collisions happen
at each bunch crossing: this number is called pileup. During
Run 1 (2010–2012), protons were collided with 50 ns spacing
to reduce instabilities due to beam induced electron-clouds,
while in Run 2 protons were injected and collided with 25 ns
bunch spacing. Given the additional challenges for the LHC
to operate in this regime, 2015 was a year mostly devoted
to preparing the machine for full luminosity production in
2016–2018 [16]. In 2016 the Batch Compression Merging
and Splitting (BCMS) scheme in a combination with a reduc-
tion of the half crossing angle from 185 to 140 µrad [17] was
commissioned for high brightness beams, resulting in record
peak luminosity of 1.4 × 1034 cm−2s−1.

In 2017 abnormal sudden beam losses in the LHC were
observed and a different injection scheme, ‘8b4e’ (8 bunches
with 25 ns spacing, followed by 4 empty bunch positions),
was adopted to suppress electron-cloud production [16,18].
A high brightness version ‘8b4e-BCS’ (Bunch Compression
and Splitting) was developed and used during fall 2017 for
luminosity production. The β∗ was reduced to 30 cm, leading
to a peak instantaneous luminosity of 2.06 × 1034 cm−2s−1,
resulting in nearly 80 overlapping pp-collisions. To reduce
the mean pileup to ∼55, the luminosity was levelled by sep-
arating the beams to 1.5 × 1034 cm−2s−1 at the beginning
of the fill. In 2018 the problem with the sudden beam losses
was improved, and adopting the BCMS fill scheme, a peak
instantaneous luminosity of 2 × 1034 cm−2s−1 was reached,
running at a higher number of colliding bunches with a lower
pile-up per bunch.

Figure 3 shows the bunch structure of an injection scheme
with 1866 colliding bunches (8b4e-BCS) used in 2017
(top) and an injection scheme with 2544 colliding bunches
(BCMS) adopted in 2018 (bottom). This structure reflects
the design of the injection of proton bunches from the Proton
Synchrotron (PS) in the Super Proton Synchrotron (SPS),
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Fig. 2 Side view of the beampipe and the machine-detector interface, illustrating the steel and borated concrete shielding around HF, and the
rotating shielding around the TAS

Table 1 Overview of LHC Machine and Beam parameters during Run 2, from Ref. [16]

Parameter Design 2015 2016 2017 2018
beam type std std BCMS 8b4e-BCS BCMS

Total number of bunches 2808 2244 2076 1868 2556

Number of colliding bunches (k) 2808 2232 2064 1866 2544

Protons per bunch (N ) [1011] 1.15 1.15 1.20 1.25 1.10

Normalised emittance (ε) [µm·rad] 3.75 3.5 3.5/2.1 1.8 2

Value of β-function at IP (β∗) [m] 0.55 0.8 0.4 0.3 0.3/0.25

Half crossing angle (θc/2) [µrad] 142.5 145 185/140 150/120 160/130

Peak luminosity (L) [1034 cm−2s−1] 1 0.55 1.4 2.06/1.50 2.2

Peak pileup (PU) 20 15 20/35 80/60 60

Integrated luminosity [fb−1] 4.2 39.7 50.6 66

Time in stable beams [%] 33% 49% 49% 49%

where the PS beam has 84 available bunch slots; only 32 or
48 were used up to now.1 The 7 bunch crossings (BX) gap
between batches of 32–48 bunches is required by the rise-
time of the SPS injection kicker magnet. The SPS can contain
up to 11 injections from PS, and the 31 BX gap between three
or four batches of 32–48 bunches is due to the rise-time of
the LHC injection kicker magnet. At the end of the fill, long
gaps of 120–150 BX (≥ 3µs) allows for the LHC beamdump
kicker magnet rise-time.

To reduce the average pile-up to a condition that ensured
good event reconstruction, at the end of 2017 running, the
peak luminosity was leveled by separating the two beams at
the interaction point, with a negligible loss of integrated lumi-
nosity. Figure 4 shows the rate of pile-up events during data
taking in 2017, with the leveled 8b4e-BCS scheme and in
2018 without leveling adopting the BCMS 25 ns fill scheme.
Note the very high pile-up (78 overlapping pp-collisions)
at the very beginning of Fill 6298 shown in Fig. 4 (top)
before the beams were separated to level to a fixed instanta-
neous luminosity of 1.5×1034 cm−2s−1. The specific filling

1 LHC was designed for a fill scheme with 2808 colliding bunches,
based on 72 bunches injection from PS to SPS.

scheme, the fraction and position of empty buckets in the
LHC orbit, and the amount of protons in each bucket lead to
different instantaneous luminosity per bunch, and, as a con-
sequence, to different background conditions that must be
considered when evaluating the hit rate in the detectors.

The curve of the instantaneous luminosity as a function
of the time during a fill, shows an exponential decay, which
is caused by the beam losses. These losses are either due to
burn-up (reduction of protons in the bunches due to colli-
sions) or to emittance losses (protons leaving the beam enve-
lope and cleaned by the LHC collimation system) [19,20].
During Run 2, CMS decided to monitor the calibration of the
luminosity detectors through fast luminosity scans, so-called
emittance scans, which were performed at the beginning and
the end of each physics fill. These fast luminosity scans are
similar to ‘Van der Meer’ scans, but last only few minutes
and are performed during stable beams [11]. These scans
lead to fast drops in the instantaneous luminosity. During the
fill, the beam crossing is optimised every few (∼2) hours to
increase the instantaneous luminosity. In 2018 the luminos-
ity was increased (so-called ’anti-levelling’) by reducing the
crossing-angle in small steps from 320 to 260µrad, during
the first 6–8 h of the fill, followed near the end of the fill by
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Fig. 3 Commonly used fill schemes during 2017 (‘8b4e-BCS’ scheme, top) and 2018 (‘BCMS’-scheme, bottom)

a reduction of β∗ from 30 cm to 27 cm and finally to 25 cm
[21]. The reduction of β∗ results in an step-like increase of
the instantaneous luminosity, visible in Fig. 4 (bottom).

Figure 5 shows the instantaneous luminosity for each
bunch along the orbit for LHC fill 7315 and also shows the
evolution of the instantaneous luminosity in time. Two dis-
tinct features are visible:

• within bunch trains of 48 consecutive bunches, spaced
25 ns apart, the luminosity is highest at the first bunch
and falls off expontially;

• within the orbit, the first bunch trains have lower lumi-
nosity with respect to the later bunch trains.

The first effect is caused by the build-up of the electron cloud
induced by the first bunches in the bunch train that affect the
brightness of the bunches that follow. The electron cloud
interacts with the proton bunches such that the emittance for
those bunches increases, and as a consequence the luminos-
ity of those bunches decreases (see Eq. 1). The reason for
the second effect is that the first bunch trains being injected
earlier in the LHC are kept circulating until the injection
is completed. Beam losses (emittance blow up) are larger
when circulating at injection energy (450 GeV) with respect
to circulation at collision energy (6.5 TeV). Injection takes
typically ∼30 min. Therefore, the first bunches have higher
emittance, and hence lower luminosity, with respect to the
later bunches that are injected just before acceleration.
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Fig. 4 Average pile-up as estimated by the CMS online luminosity
monitoring during a 2017 fill with leveled ‘8b4e’ BCS scheme (top)
and during a 2018 fill with the BCMS scheme (bottom)

4 Background in the muon detector

Since the early stages of design of the CMS experiment and
the muon detector it was understood that the high nominal
luminosity of the LHC (1034 cm−2s−1) combined with the
7 TeV beam energy would have lead to a very hostile radia-
tion environment [22–24]. The main observables to describe
the radiation environment are the particle fluxes and the radi-
ation dose. The particle flux is defined as the number of par-
ticles per unit surface and per unit time, and has the unit
of cm−2s−1. The radiation dose is the absorbed energy per
unit of mass and is expressed in Gy. Other often encoun-
tered variables are the fluence which is the time integral of
flux (cm−2), used to describe the accumulated radiation dur-
ing an extended period (e.g. a multi-year run), and the dose
rate, which is the dose per unit of time (Gy/s). The parti-
cle flux can be used to describe the detector occupancy and
estimate the background hit rates, while the dose is relevant
to describe radiation damage in detectors and electronics.
In this section we first discuss the general features of the
radiation environment and the main sources of background,
thereafter we introduce simulation techniques and the back-
ground expected in the muon detector.

4.1 General features of the radiation environment

The radiation background inside the CMS detector extends to
the entire experimental cavern and originates from inelastic
pp-collisions without relevant physics signature: soft low-
pT scatter events, also named ‘minimum-bias’ events. One
can distinguish three regions with different radiation char-
acteristics [23]: (i) the main detector (|η| < 3.0); (ii) the
forward region (3.0 < |η| < 5.2), which is covered by the
HF; and (iii) the very forward region (5.2 < |η| < 7.8)

Fig. 5 Evolution of the instantaneous luminosity (Hz/µb - or equiva-
lently ×1030 cm−2s−1) per bunch along the orbit during Fill 7315. The
instantaneous luminosity is averaged over different periods of about

1 h, indicated with the colour code on the right. The curve at the bottom
with ≤ 1 Hz/µb luminosity is measured during the emittance scan at
the beginning of the fill
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that consists of the TAS collimator and its shielding. Simu-
lations [25] indicate that on average 100 GeV of energy per
event is carried by the particles emitted in the main detec-
tor (|η| < 3.0) and 750 GeV is carried by particles emitted
in the forward region (|η| < 5.2). The average energy per
event rises up to 4 TeV for particles emitted in the collimator
region [23]. Particles emitted at |η| > 7.8 carry most of the
collision energy but will pass the aperture of the collimator
and leave the experimental area; therefore, do not contribute
to the radiation background in the cavern.

Hadronic showers created by particles emitted in the
main detector (i) might not entirely be confined in the CMS
calorimeters and penetrate the muon detector, where charged
particles might induce a signal. The timing of these back-
grounds corresponds roughly with the collision time and
is therefore referred to as “prompt” background. Hadronic
showers also give rise to an intense neutron flux, which,
because of the low neutron interaction cross-section, can
easily traverse meters of steel, thermalize, and fill the cavern
with a neutron gas. The timescale of this process (10–100µs)
causes the neutron background to be asynchronous and is
referred to as a “secondary”, or “delayed” background. Par-
ticles emitted in the forward (ii) or very forward (iii) regions
will interact in the HF, the beampipe, or in the TAS, creat-
ing intense hadronic cascades. Particles from these hadronic
showers can leak out of the shielding or can be back-scattered
(scattered at large angles), contributing mostly to the sec-
ondary background in the CMS cavern. The secondary back-
ground is held responsible for about 50% of the background
observed in the innermost muon chambers of the endcap [23].
It is is in general largely suppressed in the innermost barrel
muon chambers because of the the effect of massive shielding
(solenoid and iron yoke), but it affects the weakly shielded
outermost muon chambers. The most abundant particles in
the cavern background are low energy neutrons, photons, and
electrons and positrons.

In addition to the dominant background, produced by par-
ticles originated from pp-collisions and described above,
a smaller contribution arises from beam-halo muons cre-
ated by protons outside the beam envelope interacting with
the beam-cleaning infrastructure, and from beam-gas inter-
actions between beam particles and residual gas in the
beampipe. These backgrounds are classified as machine
induced background (MIB), and their contribution was esti-
mated to be 3–5 orders of magnitude lower than the pp-
collision induced background in the forward muon chambers,
while at large radii the muon flux can be of the same order
of magnitude [26]. In the most exposed regions of the muon
system the MIB was predicted to remain at least two orders
of magnitude below the pp-background [26]. Measurements
performed during Run 1 showed that inelastic beam-gas inter-
actions constitute the dominant source of MIB [27].

During Run 2 the inelastic beam-gas background of 1–
10 Hz/cm2/1011protons per beam was measured close to the
beam pipe [28], which results in a 2.5–25 kHz/cm2 for a
typical beam intensity in 2018 of 2.5 × 1014 protons. Ded-
icated beam loss measurements (so called loss maps) were
performed by LHC, and combined with background mea-
surements performed by ATLAS [29,30], to estimate the
backgrounds due to losses on the collimators [31]. The frac-
tion of background originating from beam halo was estimated
at the percent level of the total MIB, confirming the domi-
nance of the inelastic beam-gas interactions. In the muon
system we estimate the beam halo background to be few
hundred Hz in the barrel up to few kHz in the endcap. These
beam halos might loose a substantial amount of energy in
the calorimeters, leading to missing transverse energy when
overlaid with a collision event. Beam halo filters have been
developed to filter out efficiently these effects [32]. Phase-2
operations simulations [33] predict similar negligible rates
when compared to other sources of background, therefore
in this paper we will not further discuss machine induced
background.

Figure 6 shows the neutron flux around and inside CMS
due to pp-interactions at an instantaneous luminosity of
1034 cm−2s−1. Clearly visible are hot areas in the HF ca-
lorimeter at a distance of 11 m from the IP and in the envi-
ronment of TAS at 19 m from the IP. The conical beampipe
decreases in radius in front of HF, leading to high energy par-
ticles scattering on the beampipe and interacting in HF. The
radiation dose is reduced thanks to the careful and optimally
designed forward shielding; however radiation leaking out
of the shielding is the main background for the outer muon
chambers.

4.2 Background simulation

4.2.1 Simulations with Geant4

Using the CMS simulation framework, pp-collisions are gen-
erated with Pythia [34,35], and their reaction products are
tracked through the material of the CMS detector with the
Geant4 toolkit [36–38]. The simulation is extensively val-
idated and tuned with experimental data from testbeam and
pp-collision measurements [39]. The Geant4 toolkit in the
CMS software framework is optimised for CPU and memory
consumption and is targeted towards the simulation of inter-
esting physics signatures. In order to study neutron back-
grounds, the tracking time of all particles has been extended
to 10 s (500 ns default), and the description of geometry and
materials of the CMS detector, the beampipe, the forward
shielding and the cavern have been improved. Furthermore
the Geant4 routine for thermal neutron scattering was acti-
vated to model nuclei at room temperature (0 K default), lead-
ing to a peak in the low-energy neutron spectrum at 0.025 eV
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Fig. 6 Neutron flux in CMS due to
√
s = 13 TeV pp-collisions at L = 1034 cm−2s−1 simulated with FLUKA. Results are averaged over 360

degrees in ϕ, the geometry of the CMS detector is overlaid as a cut in the Z–Y plane

[40,41]. Two packages were evaluated for the simulation of
neutrons in Geant4: HP (high precision), that parametrizes
the existing experimental data for neutron interaction cross
sections; and XS (cross section) which is optimised for CPU
time and is derived from HP.

The simulation of neutrons in the CMS detector with
Geant4 highlights some features of neutron-induced hits.
For example, Fig. 7 shows the final kinetic energy of neutrons
before their interaction in the CSC versus the time of flight
(TOF) referred to the primary simulated pp-collision they
originated from. Neutron-induced hits can be categorised as
follows: (i) hits resulting from interactions occurring less
than few hundred ns after a bunch crossing, induced by “fast”
(MeV – GeV) neutrons. These neutrons interact inelastically
with nuclei, giving rise to ionizing protons and nuclear frag-
ments, and nuclear de-excitation photons creating electrons
that ionize the gas (indicated with blue markers); (ii) hits
originating on the time scale of several µs, induced by ∼keV
neutrons that are resonantly captured on various nuclei and
also result in nuclear de-excitation photons (red markers);
(iii) hits on the timescale of several ms or longer, induced by
neutrons that have been cooled to thermal energies and are
captured on nuclei, again resulting in nuclear de-excitation
photons, giving rise to ionizing electrons (red markers). Fig-
ure 7 (top) shows the neutron energy vs time for hits cre-
ated through nuclear de-excitation photons only, while Fig. 7
(bottom) overlays also the hits from knocked-out protons
(magenta) and knocked-out ions (green). This illustrates the
long lifetime of neutrons, giving rise to background hits in the
muon detectors, arriving several ms after their original pp-
collision, and that are uniformly distributed in time within the
bunch-crossing of the pp-collision that triggered the event
readout.

Fig. 7 Kinetic energy of neutrons before their interaction in the CSCs
versus time of flight (TOF), simulated with Geant4. Top: hits induced
by electrons from photons created in inelastic scattering (blue markers),
resonant and thermal neutron captures (red markers). Bottom: same as
left plot, adding hits due to knocked-out protons (magenta markers) and
ions (green markers) [40,41]

123



  955 Page 10 of 43 Eur. Phys. J. C           (2024) 84:955 

4.2.2 Simulations with FLUKA

Radiation simulations for CMS are performed centrally by
the Beam Radiation Instrumentation and Luminosity (BRIL)
group with the FLUKA [42,43] Monte Carlo program for
the interaction and transport of hadrons, leptons, and pho-
tons. Single pp-collisions are first generated with DPMJET-
III [44], and then the particles are transported through the
CMS geometry with FLUKA until they decay or are below
predefined energy thresholds: for hadrons 1 keV; neutrons
0.01 meV; photons 3 keV; electrons 30 keV. Significantly
higher cuts-offs were used for photons and electrons in some
volumes with high-Z or high-density material.

The CMS Run 2 geometry (tagged as CMS FLUKA
geometry v4.0.1.0) consists of the CMS detector and the
experimental cavern. The geometry is simplified to main-
tain reasonable computing time, while care has been taken to
implement correct material composition and density. A more
detailed description of the simulated geometry along with fig-
ures illustrating various details can be found in Appendix A.
An in-depth discussion of CMS radiation simulation using
FLUKA can be found in [45–47].

The output of the simulation is averaged over many sim-
ulated events, and is typically a set of fluences or doses. Par-
ticle fluences or doses are scored in a cylindrical R – φ – z
grid covering the full cavern volume, with ΔR = 10 cm, Δz
= 10 cm and Δφ = 22.5◦. The fluence is calculated using the
pre-defined ‘USRBIN’ scoring [48], which is based on the
track length estimation: The contribution of a simulated par-
ticle to the total fluence in a volume element is equal to the
path length of the particle inside that volume element divided
by the size of the volume, and has the unit cm−2. The particle
flux (Hz/cm2) is obtained dividing the fluence by the num-
ber of pp-collisions per second. Uncertainties in the particle
fluxes in the cavern are driven by imperfections in the mod-
eling of the forward shielding [45]. FLUKA simulations of
the radiation dose inside the CMS experimental cavern have
been compared with radiation dose measurements and have
been found to agree within a factor of 2 [47,49].

CERN FLUKA 4−1.1 was used to simulate a sample
of 3 × 105 pp-collisions at

√
s = 13 TeV in the CMS

Run 2 geometry (v4.0.1.0) described above. The results
have been normalised to an instantaneous luminosity of
L = 1034 cm−2s−1 using the inelastic proton–proton cross
section of σ inel

pp = 79.5 mb. Results were recorded in a cylin-
drical grid of ΔR ×Δz ×Δφ = 10 cm × 10 cm × 22.5◦, but
were averaged over φ. Figure 8 shows the energy spectra of
the particles observed in four locations of the muon detec-
tor: the innermost and the outermost stations of an external
wheel for the DT and RPC detectors, the inner CSC ring
of the first station, and the outer CSC and RPC rings of the
fourth station.

Fig. 8 Simulation (CERN FLUKA 4−1.1) of the energy spectra of
the particles in the volumes covered by the MB1 and RB1 chambers
of Wheel-2 (top), the MB4 and RB4 chambers of Wheel-2 (2nd plot),
the ME1/1 chambers (3rd plot) and the ME4/2 and RE4/3 chambers
(bottom). Fluxes are normalised to a single pp-collision
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The neutron spectrum ranges from ∼1 GeV down to
1 meV and is characterised by three peaks and a rather flat
plateau between the second and third peak. Starting at the
high energy end of the spectrum, the first peak, around
70 MeV, corresponds to the minimum in neutron-nucleus
cross section, where the neutron absorption in the calorime-
ters and iron yoke is lowest, we will call these the fast neu-
trons. The second peak is broad and consists of several reso-
nances, it ranges from ∼10 keV to 1 MeV and is likely due to
resonances in the scattering cross section. The third peak is
located at 0.03−0.050 eV, which corresponds to the thermal
limit (293 K = 0.025 eV). The nearly flat plateau towards the
thermal limit is due to very slow energy loss of non-thermal
neutrons since they only scatter elastically. It is interesting
to note that the spectra of the neutron, photon, and elec-
tron/positron species are very similar in the four different
locations in the muon spectrometer, except for the MB4 and
RB4 chambers (Fig. 8, 2nd plot), where the peak of fast neu-
trons (10–100 MeV) is absent. This prediction from simula-
tion indicates that, although very few neutrons are created at
this location, the detectors are still within a gas of low-energy
neutrons created elsewhere. In the inner station detectors,
MB1 & RB1 (Fig. 8, top) and ME11 (Fig. 8, 3rd plot) the fast
neutrons are leaking directly out of the nearby calorimeters,
while for the outer station detectors in the endcap (Fig. 8 bot-
tom) fast neutrons are leaking out of the forward shielding. In
the detector locations where there are fast neutrons, one can
observe a corresponding peak (magenta) of knocked-out pro-
tons with an amplitude that is lower by a factor of 50–100. The
neutrons can also generate photons which arise from nuclear
de-excitation, both after capture and inelastic scattering pro-
cesses, and these photons are then the drivers of the flux of
electrons and positrons, created through Compton scatter-
ing and pair production. The photon and electron/positron
spectra are nearly identical in the four detector locations and
are mostly concentrated in 10 keV to 10 MeV energy range.
A significant fraction of pions is observed only in ME11,
because they have only ∼11λI of material in front, while the
MB1s in the external wheel of the barrel have 13–15λI of
material in front because particles have to travel at an angle
through the barrel calorimeters to reach them.

Figures 9 and 10 show the fluxes of all relevant parti-
cle species in the barrel and endcap muon stations for: neu-
trons, photons, electrons and positrons, charged hadrons, and
muons. In both barrel and endcap one can observe that the
photon and electron/positron flux have the same shape as the
neutron flux that is driving it.

In the inner station chambers of the barrel (MB1, Fig. 9
left) one can see that the flux increases with z (and |η|) and
there is a peak at z ≈ 550 cm, which corresponds to the gap
between the barrel and endcap calorimeters (see Fig. 1) that

is filled with services and readout cables and has hence a
lower density of material. The flux of neutrons then reduces
with a factor of ∼5 going from the first to the second (MB2)
station and from the second to the third (MB3) station. Peaks
are seen in the photon and neutron flux in MB2 and MB3
that correspond to the gap between the heavy steel yoke ele-
ments of the barrel, where less material again results in local
increases in the flux. The fourth station (MB4) has a uniform
high flux of neutrons, going slightly up towards the endcap.
The flux of charged hadrons and muons is of about 0.1—few
Hz/cm2 in MB1, and decreased for charged hadrons in the
subsequent stations, while for muons—that can easily pen-
etrate the iron return yoke—the flux is uniform across the
detector stations.

In the endcap (Fig. 10), one can also observe the similari-
ties between the photon and electron/positron flux on the one
hand and the neutron flux that drives it on the other hand. The
highest neutron flux is observed at lowest radius of the first
station (ME11), and this flux drops exponentially to lower
radius, until R = 600 cm, after which it increases because
of the neutrons arriving from the cavern. The fluxes decrease
going from the first station to the fourth station. The flux of
charged hadrons and muons is of the order of few 100 Hz/cm2

at the lowest radius of the innermost station and falls of to
0.1–1 Hz/cm2 at highest radius. In subsequent stations the
peak of charged hadrons and muons is few 10 to 1 Hz/cm2 at
lowest radius and reaches few 0.1 Hz/cm2 at highest radius.

The fluxes presented in Figs. 9 and 10 can be compared
to simulations performed at the time of the design of the
CMS muon detector, more than 25 years ago [22,23], one
can notice that the shapes and characteristic features are
unchanged, the magnitude differs however between a factor
two to up to a factor ten. This difference is not unexpected
since back then computational power was limited, resulting
in higher transport cut-off thresholds and simplified detec-
tor geometries. Idealised shielding scenarios were employed,
which lacked cracks and holes introduced in the final design.
The fluxes presented cannot be translated easily into expected
detector rates, because the probability for a particle to create
a hit in either of the detectors depends on the material used
in these detectors, and depends on the energy of the particle.
Furthermore the scoring of the particles with FLUKA was
performed in a grid with cells of the size of 10 cm × 10 cm
× 22.5◦, which are much larger than the typical few mm to
few cm thick sensitive gas layers. Average sensitivities can be
estimated, but these cannot provide precise estimates. There-
fore, in this work we will limit ourselfs to present the general
characteristics of the radiation field obtained with simula-
tions, as an illustration to understand the various features we
measure in the data that will be presented in the next sections.
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Fig. 9 Simulation (CERN FLUKA 4−1.1) of the various particle flux
in the barrel muon stations (MB) of CMS. Shown are the neutron
(1st row), photon (2nd row), electron and positron (3rd row), charged
hadrons (4th row) and muons (5th row) particle flux. pp-collisions were
simulated with an energy of 6.5TeV per beam (σ inel

pp = 79.5 mb) at nom-

inal instantaneous luminosity, (L = 1034 cm−2 s−1). For the simulation
the CMS Run 2 geometry (v4.0.1.0) was implemented. The particle flux
is shown in the four muon stations in the barrel (MB1-MB4) as function
of the distance (z) along the beamline from the interaction point
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Fig. 10 Simulation (CERN FLUKA 4−1.1) of the various particle
flux in the endcap muon stations (ME) of CMS. Shown are the neutron
(1st row), photon (2nd row), electron and positron (3rd row), charged
hadrons (4th row) and muons (5th row) particle flux. pp-collisions were
simulated with an energy of 6.5TeV per beam (σ inel

pp = 79.5 mb) at nom-

inal instantaneous luminosity, (L = 1034 cm−2s−1). For the simulation
the CMS Run 2 geometry (v4.0.1.0) was used. The particle flux is shown
in the four muon stations in the endcap (ME1-ME4) as function of the
distance (R) to the beampipe
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5 Detector response and event selection

The CMS muon detector uses different types of gas ionization
detectors: DT and CSCs for precision coordinate measure-
ments and triggering, RPC for precision time measurements
and triggering. The DTs are well suited for the low back-
ground and low magnetic field region in the barrel, while
the CSCs are well suited for operation in magnetic field and
higher background environment in the endcap. Because of the
different technologies adopted and the different paradigms
for data reduction, each subdetector therefore, measures the
hit rate in a different manner. While DT and RPC read out
all chambers and digitize all hits upon the acceptance of a
Level 1 accept (L1A) signal, CSC requires an additional local
trigger in order to record data from these chambers. In this
section we will detail first the event selection and then dis-
cuss the measurement of the background rate in each muon
subdetector.

5.1 Data selection

For the measurement of the background hit rates we anal-
ysed runs taken from Oct 1st to Oct 23rd in 2018. In this
last period of 2018 pp-collisions, the LHC was configured
for luminosity production using the 2544 colliding bunch
scheme. The instantaneous luminosity during these fills, var-
ied from 0.6 to 1.9 × 1034 cm−2s−1. For the analysis of the
background rate in the CSC detectors, up to 95 fills were
selected for a total integrated luminosity of 33 fb−1. For the
analysis of DT and RPC data, less events were required to
obtain similar statistical precision on the hit rates and only
a few good long fills were analyzed for in total 1.5 fb−1 for
the DT and 2.3 fb−1 for the RPC system. Data were selected
with a set of zero-bias triggers that requires the crossing of
proton bunches, detected by the coincidence of two simulta-
neous signals in the beam pick-up monitors installed along
the beamline at opposite sides of CMS. Some triggers were
used to trigger on a crossing of filled and non-filled bunches
as well as on empty-empty crossings. These triggers are typi-
cally used for monitoring and have large prescales in order to
collect data at rates of less than a Hz, resulting in low statis-
tics. On the other hand, they provide detector read-out during
bunch crossings without pp-collisions, allowing the monitor-
ing of the hit rate in the detectors along the entire LHC orbit.
In 2018, the zero-bias triggers accounted for approximately
35 Hz to be confronted to nearly 1 kHz of triggers dedicated
to selection of interesting events for analysis.

5.2 Hit rate definition

DT and CSC are multi-layered chambers (8–12 layers for DT;
6 layers for CSC), while the RPC chambers have a double gap
structure, they have only a single strip layer that is reading out

the hits. Particles passing through the detector can leave hits
in multiple layers. E.g. a muon crossing a CSC chamber will
typically result in six hits. Background particles can have also
different hit patterns: e.g. a high energy punch through pion
or proton in a CSC will give rise to six hits, whereas neutrons
typically result in hits in a single or few layers. Therefore,
we can distinguish two different rate definitions:

• The single-layer hit rate counting the hit rate in a sin-
gle layer by making an average over all the layers of the
chamber. This hit rate is closely related to the electronics
counts of the chamber and is often used in online mea-
surements of the hit rates where scalers count channels
over threshold. This hit rate definition is useful for future
comparisons to Monte-Carlo simulations with GEANT4
where particles passing through sensitive volumes result
in an electronics hit.

• The particle rate where close-by hits, likely induced by
the same particle, are clustered. This particle rate is a good
estimate for particle flux in the muon detector, and is use-
ful to compare to background simulations performed with
FLUKA simulations that have as observable not single
hits in a chamber, but a particle flux in a certain volume
element of the muon detector.

Hit patterns in the DT or CSC system with hits in three or
more layers are clustered into segments. To maximise the
muon reconstruction efficiency, in the DT system all possi-
ble segments are reconstructed for a given set of hits, lead-
ing to multiple use of the same hits. This causes non-linear
effects in the rate of reconstructed background segments as
the number of combinations increases with hit multiplicity
at high instantaneous luminosities.

5.3 Drift Tubes

Ionising particles passing through a drift tube cell will create
primary electrons along its trail in the gas. Depending on their
position inside the cell, the drift distance can be up to 21 mm,
with a 54.6µm/ns drift velocity that results in a maximum
drift time of ∼385 ns. The staggering of the drift tube cells
within the superlayer leads to different drift times in the var-
ious cells crossed by a track. The staggered geometry was
designed to implement the Mean Timer algorithm [50] on
which the local trigger logic is based. With a maximum drift
time of 16 BX, the readout window needs to be large enough
to fully contain the signal and to allow for shifts related to
time-of-flight, cable length differences and trigger latency.
All these shifts are eventually corrected for by the calibra-
tion process. The DT readout window is set to be 1250 ns,
this means that it collects both signal and background hits
produced in those 50 BX window around the L1A signal.
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Fig. 11 Time distribution of signal (full blue line) and background
(dashed red line) hits, respectively found in chambers crossed or not
crossed by reconstructed muons. Signal hits are mainly recorded within
the time range corresponding to the maximum DT drift time (385 ns),
while background hits show a flat time distribution within the full DT
readout window of 1250 ns. The two distributions were obtained using
a sample of candidate Z → μμ events

Figure 11 shows the distributions of the uncorrected TDC
counts for signal hits compared to background hits in a muon
enriched sample of 2018 pp-collisions with at least two well
identified muons (candidate Z → μμ events). Hits in the
DT chambers crossed by muons are indicated with the full
blue histogram, showing the time distribution of signal hits
with a small contribution of background hits found in the
same chamber. Hits registered in chambers not crossed by
any muon are shown with the red dashed histogram and they
are pure background hits. The background populates uni-
formly the 50 BX readout window while the signal hits are
all concentrated in the approximately 400 ns interval corre-
sponding to the maximum drift time. The rising (left) edge
of the histogram corresponds to 0 ns drift time (set at 0 ns
during the calibration), i.e. to hits created by muons crossing
the DT cell very close to the anode wire; the falling (right)
edge corresponds to the maximum drift time, i.e. hits created
by muons crossing the DT cell very close to the position of
the cathode strips.

For the readout of the DT system, no chamber-level pre-
trigger is required. Upon a L1A signal, all channels are read
out. The background in the DT chambers can therefore be
addressed, by selecting, on event-by-event basis, those cham-
bers that were not crossed by any reconstructed muon. Since
the muon reconstruction is highly efficient also for cosmic

Fig. 12 Rates of background hits per layer (full red markers) and rate of
background track segments per chamber (open blue markers), versus the
instantaneous luminosity in DT chambers of the first station of Wheel-2
(W-2/MB1)

muons, that are asynchronous respect to the LHC clock and
typically do not cross the interaction point, this selection
rejects contamination from nearly all non-collision muons.

To estimate the hit rate normalised to the surface of a
chamber, the total amount of background hits are counted,
event by event and chamber by chamber, and divided by the
total readout time window (1250 ns) and by the total surface
of all layers inside each chamber. The track segment rate nor-
malised to the surface of a chamber is estimated by count-
ing the locally reconstructed background segments, event by
event and chamber by chamber, and by dividing them by the
time window that is taken into account by the local recon-
struction, which corresponds to the maximum drift time, and
by the chamber surface. As mentioned above, the 50 BX
wide readout window collects hits originating from many
collisions before and after the triggered event, and in par-
ticular also collects background hits produced in time inter-
vals where, depending on the LHC filling scheme, no pp-
collisions took place.

Figure 12 shows the hit rate per layer for all chambers
of the first station of Wheel-2 (W-2/MB1) as a function of
the instantaneous luminosity, which is computed with the
granularity of 1 lumi section2 (LS), lasting about 23.3 s. The
plot shows also the rate of track segments in the same subset
of chambers. Since track segments can be made up with a
minimum of 3 hits per chamber (i.e. a track segment can have

2 In CMS the length of a luminosity section or lumi section is defined
as 218 LHC orbits.
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missing hits in some layers), the segment rate can easily be
higher than the single hit rate per layer. Single hit rate shows
a linear dependence with instantaneous luminosity for all
chambers and has negligible intercepts, ranging from 0.005
to 0.1 Hz/cm2, that can be related to spurious hits due to
noise, and residual hits due to cosmic ray and beam halo
muons passing the selection criteria.

5.4 Cathode strip chambers

To reduce the CSC event size, a CSC chamber is required
to have a local trigger in order to send its data to the data
acquisition. As a consequence, data recorded from any CSC
chamber will include at least a track segment, which will bias
the measurement of the background if not properly removed.
The readout window of the CSC chambers is 400 ns (16 BX)
and most of the collision muon signals are within the 3 cen-
tral BX. The time resolution of the CSC anode signals is
about 8 ns; therefore a small (∼10%) fraction of signal hits
are assigned to the neighbouring BX = ±1. Using time infor-
mation of CSC signals from all six layers improves the time
resolution for a track segment to be ∼3 ns. Two methods have
been developed to remove the bias due to the local trigger, one
based on excluding hits in the area of the chamber where the
local trigger was generated, another on excluding hits within
the five central BXs in which prompt charged particles cre-
ate hits in the chamber. Results of both methods are in good
agreement. For the analysis of the background we will use
hits produced by the anode wire groups (hereafter referred to
as WG hits), as they provide fine granularity information in
η. Cathode strip hits are not suited for the analysis as not all
the strips of a chamber are read out, but only the strips close
to the passage of a charged particle. The use of combined
wire group and cathode strip information (so-called 2D hits)
is also problematic because of the creation of ghost hits3 in
case two or more real hits are present. Noisy wire groups
have been identified and discarded for this analysis.

Since the local trigger requirement for readout signifi-
cantly reduces the amount of available data per event, ade-
quate statistics were collected by analysing a large sample
of 94 fills with the same 2544 colliding bunch structure, for
a total of 33 fb−1 of certified pp-collisions. The data are
selected in the following way: only WG hits inside CSC
chambers not associated with any reconstructed muon are
selected. The read-out CSCs have at least one Anode Local
Charged Trigger (ALCT). To remove the local trigger bias,
the chamber is divided in two areas, based on the key wire
group (key-WG, wire group of the ALCT in layer 3), so-
called lower (smaller η) or upper (higher η) part. If the
key-WG associated with the highest quality ALCT is in the

3 Additional 2D hit positions at the intersection of cathode strips and
anode wires where no real particle has passed.

Fig. 13 The event display of CSC ME+2/1/17 wire group signals
recorded in one of pp-collisions event. One can see WG hits in six
layers that make up a straight pattern, which have lead to an ALCT
resulting in the readout of the chamber. For this specific event this part
of the chamber is excluded for the analysis of the background and is
shown as a grey shaded area

lower/upper part of the CSC, then only the upper/lower part
of this chamber is used in the analysis. This division in upper
and lower parts on the one hand eases the computation as
they have a fixed area, on the other hand eliminates also hits
due to delta-rays originating from the charged particle firing
the ALCT. Figure 13 shows the WG hits in an event in a sin-
gle CSC chamber. In total 12 individual hits are registered in
this event, that can be clustered in 5 particle hits, used for the
calculation of particle rate. The grey shaded area indicates
the CSC wire groups containing the ALCT, that are discarded
for the analysis of the background rate in this chamber.

The background rate is then calculated both for the upper
as the lower part and an area-weighted average defines the
background rate for the entire chamber. The rate in the
upper/lower part is defined as follows:

Rupper|lower =
∑n

i=1 nHits(Δt)

n · Δt · Aupper|lower
(2)

with n being the number of times a certain chamber has sent
data to readout (i.e. a counting experiment with n counts);
nHits(Δt) the number of background hits in some time inter-
val Δt in the upper/lower part; and Aupper|lower the area of
the upper/lower part of the CSC chamber under study. After
removal of the ALCT the WG hit, timing is found uniform
and Δt was tuned to remove electronics bias in the first time
bin. The number of hits nHits can be defined in two different
ways:

1. One can consider all single WG hits as an individual hit,
and by this way we can define the single layer hit rate
which equals the electronics counts. As the single layer
hit rate is calculated as the average of the hit rate in the
six layers, the total chamber rate is six times the single
layer hit rate.

2. As one can observe in Fig. 13, the single hits are often
clustered because of a particle giving rise to hits in sub-
sequent layers or in adjacent wire groups. Therefore, a
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Fig. 14 Single layer hit rate (top) and particle rate (bottom) for the
different CSC chamber types as function of instantaneous luminosity,
measured in the Zero-Bias dataset of pp-collisions collected during the
2544 colliding bunch fills of LHC in 2018

clustering algorithm was implemented and we definepar-
ticle rate as the rate measured when counting clusters as
hits. A set of WG hits is considered a cluster if it satisfies
one of the following criteria:

• Δ(WG #) + Δ(layer #) ≤ 2 and Δ(time) ≤ 2;
• Δ(WG #) = 0;
• Δ(layer #) > 0 and Δ(WG #)/Δ(layer #) ≤ 1.

The cluster size follows an exponentially falling distribu-
tion with an average that varies from 2.6 to 3.3 depending
on the stripwidth of the different chamber types.

Figure 14 shows both the single layer hit rate (top) as the par-
ticle rate (bottom) for the ten different CSC chamber types
as function of the instantaneous luminosity. Good linearity
is observed of both the single layer hit rate and the parti-
cle hit rate versus the instantaneous luminosity, few fluc-
tuations are observed in ME1/3 chambers that suffer from
low statistics. The highest background is observed in the
ME1/1 chambers, and within each station inner ring cham-
bers (MEx /1) see higher rates than the outer ring chambers
(MEx /2, ME1/3). The highest background in the outer ring
chambers is observed in ME4/2, which is most exposed to
cavern background. Fits performed to the hit rate show neg-
ligible intercepts for outer ring chambers (0.5–1 Hz/cm2),
which can be attributed to detector noise or hits due to cos-
mic muons failing to be removed from the analysis. Inner ring
chambers have significant intercept ranging from 30 Hz/cm2

for ME4/1 to about 70 Hz/cm2 for ME1/1. This rate at zero
instantaneous luminosity can be attributed to detector noise,
residual hits from cosmic and beam halo muons after selec-
tion, and possibly also due to the activation of the CMS detec-
tor structural material (mostly steel) in the area with highest
particle fluxes.

5.5 Resistive plate chambers

The RPCs have a time resolution of ∼1.5–2 ns. Therefore,
their hits are assigned the correct bunch crossing with more
than 99.9 % probability. The RPCs have an intrinsic rate due
to noise of the order of 0.1 Hz/cm2. Most noisy strips and
noisy chambers were identified and removed from the anal-
ysis, although so far no satisfactory method has been devel-
oped to clean the noise completely. The RPCs are read out in
a 150 ns wide readout window (BX in [− 3,+2]). In muon-
enriched event samples, the hits are sharply peaked at BX =
0 that contains all prompt signal hits as well as background,
while the bins with BX 
= 0 are uniformly populated by back-
ground hits only. Analysing Zero bias triggered events, the
contribution of hits originating from collision muons was
found very small with respect to the background hits. The
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Fig. 15 Hit rate versus the instantaneous luminosity in RPC chambers
of the first station of Wheel-2 (W-2/RB1in) and in RPC chambers of
the inner ring of the 4th station

rate in the RPC chambers is calculated as follows:

R =
∑n

i=1 nHits(Δt)

n · Δt · A (3)

with nHits the number of hits (clustered strips) in the time
interval Δt , n the number of events and A the effective area
of the RPC chamber, excluding noisy or dead strips. The hit
rate can then be plotted as function of the instantaneous lumi-
nosity, as shown in Fig. 15 for a set of chambers in the inner
most station of an external wheel in the barrel (W-2/RB1in),
and for one set of chambers in the inner ring of the 4th station
in the endcap (RE+4/2). The hit rate in all chambers is linear
with respect to the instantaneous luminosity. Small intercepts
of < 0.5 Hz/cm2 are measured for most chambers (with about
5% of the chambers with intercept up to 1.5–2 Hz/cm2) and
they are compatible with the hit rate measured in cosmic ray
data taking, which gives an estimate for the intrinsic rate of
hits due to noise and cosmic muons. A linear fit is used to
extract the hit rate and uncertainty on the hit rate is derived
from the fitted parameters:

R(x) = p0 + x · p1 (4)

σR(x) =
√

σ 2
p0

+ x2 · σ 2
p1

+ 2 · x · cov(p0, p1) (5)

with x the instantaneous luminosity in units of 1034 cm−2s−1.
In reality, the correlation between the two fit parameters is
typically < 10−4 and can be neglected.

6 Hit rate in the muon spectrometer

In this section, a global picture of the background in the muon
detector will be presented. The hit rate observed in the muon
detectors depends on the detection technology as well as on
the location of the detector within CMS. The hit rate will be
lower at larger distance from the interaction point because of
those detectors being shielded better (due to the iron yoke)
as well as due to the reduced solid angle covered for the
same unit surface. Muon detectors that are installed closest
to the interaction point will see mostly prompt background
and we expect this background to be distributed uniformly
in φ. The outermost detectors will be more affected by the
background originating from the neutron gas in the cavern
and their rates should reflect the neutron gas density distribu-
tion in the cavern. We will first show the rates as function of
η in the muon detector, thereafter discuss the rate as function
of φ. All measurements show the hit rate in the detectors at
an instantaneous luminosity of L = 1034 cm−2 s−1, an aver-
age value for the instantaneous luminosity during detector
operation in Run 2.

6.1 Hit rate as function of pseudorapidity

The multiplicity of charged particles emitted from pp-
collisions as function of pseudorapidity shows a slight
increase from |η| = 0 to |η| = 2.5 [51,52] after which it
drops significantly [25] for |η| ≥ 2.5, which is also the reason
why this region is not covered by the LHC general purpose
detectors tracking systems. The definition of the pseudora-
pidity as the negative natural logarithm of the tangens of half
the polar angle θ implies an exponentially rising number of
charged particles per unit area. This increased charged parti-
cle flux results in an increase of the background in the muon
detector (expressed in Hz/cm2) towards higher |η|. While
the number of charged particles drops significantly beyond
|η| = 2.5, the energy of those particles is more energetic as
they carry larger fraction of the momentum of the colliding
constituents, peaking between 5 < |η| < 10. The interaction
of these particles in the forward shielding (5.2 < |η| < 7.7)
and in the Target Secondary Absorber (7.7 < |η| < 7.8)
protecting the LHC focusing quadrupole magnets leads to
creation of a large flux of background particles at high pseu-
dorapidity that spreads in the entire cavern and affects mostly
the outer muon chambers. Generally we expect an increase of
the measured background in the muon system with increasing
pseudorapdity, which is highest for the innermost chambers
of both barrel and endcap (i.e. the first muon station), and
reduces in the subsequent muon stations, with exception for
the outermost muon station that is affected by the cavern
background.

Figure 16 (top) shows the single layer hit rate in the muon
barrel detectors. The hit rate in the barrel (DT,RPC) system
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Fig. 16 Single layer hit rate as function of pseudorapidity for the different muon stations in the barrel for the DTs (top left) and RPCs (top right),
and in the endcap for the CSCs (bottom left) and RPCs (bottom right) at an instantaneous luminosity of 1034 cm−2s−1

is symmetric, with the exception of the hit rate in the outer-
most station (MB4,RB4) where slightly higher background
was measured in the positive wheels. This asymmetric neu-
tron flux is caused by the access shaft to the underground
cavern, located at the negative side, which reduces the back
scattering of neutrons in the concrete of the cavern and results
in a slightly lower neutron flux. With the exception of the out-
ermost station, the background drops with an order of mag-
nitude going from the first muon station (MB1, RB1in and
RB1out) to the second muon station, and drops again signif-
icantly in the third muon station, which is the most shielded
station and has overall lowest background. The backgrounds
in all stations increase with increasing pseudorapidity. Back-
grounds are slightly higher in the RPC system with respect to
the DT system which can be attributed to the different mate-

rials used in the construction of these detectors, leading to a
different sensitivity of these detectors to detect background
hits.

The hit rate in the endcap (CSC,RPC) system is shown
in Fig. 16 (bottom). The rate increases exponentially with
the pseudorapidity and the highest rate is measured in the
innermost chambers which cover 1.6 < |η| < 2.4. The rate
in the innermost chambers is highest in the first station, fol-
lowed by the 2nd station and with the 3rd and 4th stations
having roughly equal rate. The rates in the outermost cham-
bers (|η| < 1.6) are highest in the outermost station, and are
lowest for the first station because of the increased amount of
material (additional λI due to barrel yoke, see Fig. 1) that has
to be traversed. An increase of rate is visible in all stations for
the lowest pseudorapidity values because of the exposure to
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Fig. 17 Hit rate in the DT chambers as a function of the azimuthal angle
φ for the 4 stations: MB1 (left top), MB2 (right top), MB3 (left bottom),
MB4 (right bottom) at an instantaneous luminosity of L = 1034 cm−2

s−1. The rates measured with shielding installed on top of the outermost
MB4 chambers of Wheel ±2 sector 04 are indicated with star markers

the neutron background in the cavern that penetrates inside
the muon detectors. The first station of the endcap RPC sys-
tem has no chambers installed beyond |η| > 1.6 and the
highest rates are hence observed in the outermost chambers
of the 4th station.

These values can be compared to the estimates made
nearly 25 years ago, based on FLUKA simulations [53].
While the estimates made back then were about right for the
muon detectors in the Barrel (1–4 Hz/cm2), the maximum
rates for the muon detectors in the endcap were underesti-
mated by a factor two for ME1/1 (estimated 300 Hz/cm2 –
measured 600 Hz/cm2) to a factor five for ME2/1, ME3/1
and ME4/1 (estimated respectively 50 Hz/cm2, 30 Hz/cm2

and 50 Hz/cm2 – measured 250 Hz/cm2, 150 Hz/cm2, and
250 Hz/cm2). While the detectors were designed with suf-
ficient safety margin, these measurements support the past
and currently ongoing efforts to improve the shielding in the
forward region of CMS.

6.2 Hit rate as function of azimuthal angle

Figure 17 shows the single layer hit rate in the DT cham-
bers as function of the azimuthal angle φ. Since CMS is
cylindrically symmetric, we expect a uniform distribution of
the rate. The highest rate is observed in the innermost station
MB1 (Fig. 17 top left), followed by MB2 (top right) and MB3
(bottom left). The hit rate in MB1 and MB2 are uniform in φ

which indicates that the background in the first two stations

(MB1 and MB2) is dominated by background originating
from pp-collisions and reflects the good φ symmetry of the
material budget of the barrel inner detectors and calorimeters.
The rate is also very symmetric between positive and nega-
tive wheels in the first three stations (nearly perfect overlap
of black and magenta markers for Wheel ±2, and of the red
and blue markers for Wheel ±1), while a slight deviation is
observed for the MB4 top chambers, both in Wheel ± 2 as
in Wheel ±1.

The highest rate in MB1, ∼3.5 Hz/cm2, is observed
in the external wheels of the Barrel that cover 0.86 <

|η| < 1.22, while rates in the intermediate wheels are
about ∼1.5 Hz/cm2, and in the central wheel the rate is
∼0.5 Hz/cm2, which is explained by the pseudorapidity dis-
tribution of charged tracks and the reduced surface area cov-
ered by a fixed Δη as |η| increases (see Fig. 1). The hit rate in
MB2 are a factor 5.4 lower with respect to the rates measured
in MB1 (with exception of Wheel 0 where the ratio is merely
3.7), which is due to the 30 cm (nearly 2λI ) thick iron ring
of the flux return yoke separating MB1 and MB2.

The hit rates in the third and fourth stations (MB3 and
MB4) deviate from the uniform distribution observed in the
first two stations, indicating that the background is coming
mostly from the cavern and not from prompt collision prod-
ucts. A higher background rate is measured in the top sector
chambers (45◦ < φ < 135◦) with respect to the bottom
sector chambers (225◦ < φ < 315◦) which are more pro-
tected from penetrating neutrons due to the limited distance
of ∼1.5 m between the iron floor and the bottom chambers,
while the distance between the top chambers and the cavern
wall is about 7.5 m. There is about 60 cm of the return yoke
iron between MB2 and MB3, and the reduction factor of the
rate varies from 5 for the outer wheels, over 3.7 for Wheel ±1
to 2.3 for the central wheel. Another 60 cm of iron separates
the MB3 chambers from MB4 that are exposed to the cavern
background. The rate in the MB4 stations is at its maximum
at 90◦ (sector 4), being 3 to 4 Hz/cm2 and is minimal at 270◦
(sector 10): 0.06 Hz/cm2 of the inner wheels and 0.1 Hz/cm2

for the external wheels.
Large hit rates could lead to reduced lifetime of the detec-

tors which is governed by the integrated charge on the wires.
Therefore, prototype shields were installed on the top MB4
chambers of Wheel ±2 during technical stops in 2016 and
2017: All shields consist of 7 mm of lead combined with dif-
ferent thickness of borated polyethylene (BPE). On Wheel
+2: 7 mm Pb + 90 mm BPE; On Wheel -2, half of a chamber
was covered with 7 mm Pb, 30 mm BPE and 10 mm stainless
steel and another half was covered with 7 mm Pb and 50 mm
BPE. The shielding on Wheel +2 lead to a reduction of nearly
60% of the background (Rate in 2018: 2 Hz/cm2), while the
shielding on Wheel-2 lead to a reduction by about 50% (1.7
Hz/cm2). The shielding on Wheel +2 was found to be slightly
more effective due to the increased thickness of the borated
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Fig. 18 Hit rate in the barrel RPC as a function of the azimuthal angle φ

at an instantaneous luminosity of L = 1034 cm−2 s−1: RB1in (top left),
RB1out (bottom right), RB2in (top middle), RB2out (bottom middle),
RB3 (top right) and RB4 (bottom right). Excursions from the expected
uniform hit rate in φ are due to chamber-by-chamber fluctuations in
the noise rate and for these stations an uncertainty band (RMS value)
around the mean value is drawn. The rates measured with the shielding
installed in the outermost RB4 chambers of Wheel ±2 sector 04 are
indicated with open (W-2) and filled (W+2) triangles

polyethylene. During Long Shutdown 2 (LS 2), the shielding
was extended to all accessible top MB4 chambers to preserve
their longevity.

Figure 18 shows the rate in the barrel RPC chambers as a
function of the azimuthal angle φ at an instantaneous lumi-
nosity of L = 1034 cm−2 s−1. Similar as to the DT cham-
bers the highest rate are observed in the innermost cham-
bers of the external wheels (Wheel ± 2/RB1in, ∼ 6 Hz/cm2)
and the top chambers of the most outward chambers (RB4,
∼ 6 Hz/cm2). As a consequence of the radiation shielding
of YB ± 2/MB4, the background drops with about 50% to
∼ 3 Hz/cm2. The background drops with a factor ∼4 from
RB1in&out to RB2in&out and the lowest background is
observed in the most shielded station RB3. RB4 shows the
same asymmetry between top and bottom chambers as the
DT chambers. The φ-distribution of the background rates is
affected by irreducible noise in the RPC chambers of the
order of O(1 Hz/cm2). As we expect a uniform value of the
background rate in all chambers except RB4, an uncertainty
band with the width of the RMS is drawn around the mean
value.

Figure 19 shows the rate in the CSC as function of the
azimuthal angle φ. While the inner ring chambers MEx /1
have a symmetric φ-distribution, the outermost chambers
ME1/3 and MEx /2 (x = 2, 3, 4) have a slight modulation
in φ, that is most expressed in ME1/3 and ME4/2, with high-
est background at 90◦ and lowest background at 270◦. This
modulation is due to the distance to the cavern walls, with
chambers being more shielded when close to the cavern floor,
and less shielded when at large distance from the cavern ceil-
ing, as we have seen for the DT system. The chambers with

Fig. 19 Particle hit rate in the CSC as function of the azimuthal angle
φ at an instantaneous luminosity of L = 1034 cm−2 s−1

highest rate, ME1/1 can be distinguished between the odd
and even chambers, which are staggered in the endcap nose:
odd chambers are installed in the back and even chambers
installed in front. While slightly further away from the inter-
action point, the odd chambers see slightly higher rates with
respect to the even chambers. When analysing the single hit
rate per layer, the hit rates are about 10% higher in the last lay-
ers of the chamber, which might points to some back-scatter
flux from the steel elements of the return yoke.

Figure 20 shows the rate in the endcap RPC as function of
the azimuthal angle φ. Also here the φ-distribution is slightly
distorted by remaining irreducible detector noise. The high-
est rate are observed in RE4/2 (10–15 Hz/cm2). While back-
ground rates are rather uniform in φ for RPCs in RE1 and
RE2, indicating that they are dominated by prompt back-
ground from the interaction point, the backgrounds in RE3
and RE4 are modulated in φ, illustrating that they are domi-
nated by cavern background. The distribution of the rates in
RE±3/3 and RE±4/2 & RE±4/3 confirm the pattern found
in the CSC system for ME3/2 and ME4/2, with a peak at 90◦
and lowest value at 270◦. Given the irreducible noise fluc-
tuations, an uncertainty band with the width of the RMS is
drawn around the mean value to guide the eye. A few lower
fluctuations in the hit rate are attributed to chambers working
in single-gap mode with a 10–25% lower efficiency.

6.3 Average hit rate per chamber

Table 2 shows the single hit rate and the segment rate mea-
sured in the DT chambers averaged over φ. To illustrate the
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Fig. 20 Hit rate in the endcap RPC as a function of the azimuthal angle
φ at an instantaneous luminosity of L = 1034 cm−2 s−1

effect of the background rate due to the radiation in the cav-
ern, also the hit rate and segment rate in a non-shielded top
sector of the outermost chambers, MB4/S05, has been shown.
The segment rate is a good estimate for the rate of charged
particles crossing the chamber, while the single hit rate per
layer illustrates the overall rate. The rates are uniform in the
chamber, with some exceptional hot spots in the innermost
chambers of the outer wheels (W±2/MB1), corresponding
to the calorimeter barrel/endcap interface where the material
budget is reduced.

Tables 3 and 4 show the hit rate in the barrel and end-
cap RPC chambers averaged over φ. A noticeable reduction
can be seen in the external wheels (W±2) between the two
chambers belonging to the same station, W±2/RB1in and
W±2/RB1out, the latter being shielded by the DT MB1 sta-
tion that is installed between RB1in and RB1out. Noise in
the RPC chambers gives rise to fluctuations in rate when
not averaged over a set of chambers, visible when plotted as
function of φ, see Fig. 18; therefore we use the RMS over all
chambers in the same station to estimate the uncertainty. This
averaging over φ leads to large RMS for RB4 as there is a
natural modulation in the rate due to the cavern floor. The sin-
gle hit rates in the DT and RPC barrel system have the same
order of magnitude (few Hz/cm2 to few tens of Hz/cm2) and
show the same trends: reduction from outer wheels to cen-
tral wheels, reduction from inner station to third station, and
drastic increase in the fourth station. Differences in the rates
have to be attributed to the different sensitivity of the DT and
RPC chambers to background hits as they are composed of
different materials.

Table 5 shows the single hit rate and particle rate in the
CSC chambers averaged over φ at an instantaneous lumi-
nosity of L = 1034 cm−2 s−1. The particle rate is a good
estimate for the background flux, while the single hit rate
makes it easier to compare to the single readout layer RPC
technology. The particle rate is higher than the single hit rate,
as the latter is averaged over 6 layers and only penetrating
charged particles like pions and muons provide hits in all
six layers, while interactions of neutrals, often giving rise to
low-energy electrons result mostly in hits in few layers.

Whereas the RPC and DT chambers in the barrel are
attached to each other, cover nearly the same area and are
located at the same pseudorapidity, this is not the case for
the CSC and RPC chambers in the endcap. Therefore, it is
more difficult to compare the rates averaged over the cham-
ber surface. Only RE1/2 and RE1/3 have near identical size
and position of ME1/2 and ME1/3. In the second to fourth
station, REx /2 and REx /3 correspond mostly with MEx /2,
as can be seen in Fig. 1, while for the inner CSC chambers
MEx /1, no RPC counterparts were installed. The single hit
rates of ME1/2 (4.5 Hz/cm2) and ME1/3 (1.3 Hz/cm2) corre-
spond rather well to the rates observed in RE1/2 (3.5 Hz/cm2)
and RE1/3 (1.2 Hz/cm2). The average rates of the 2nd and
3rd ring chambers of the RPCs in the 2nd to 4th station
have the same order of magnitude of the rates measured in
the outer ring CSC chambers: RE2: 3.9 Hz/cm2 vs ME2/2:
3.0 Hz/cm2; RE3: 4.3 Hz/cm2 vs ME3/2: 3.7 Hz/cm2; and
RE4: 12.3 Hz/cm2 vs ME4/2: 10.3 Hz/cm2. Considering the
different materials and hence the different sensitivity to neu-
tral backgrounds, there is good agreement between the dif-
ferent detection technologies.

Table 6 shows the average single hit rate in the individual
layers of the CSC chambers. The hit rates in ME11 are highest
for the last layers, which are the layers further away from the
interaction point, but closer to the iron yoke of disk 1 (YE1).
An increase of about 10 % is observed going from the first
to the last layer. The same increase in rate is observed in
the ME2/1 chambers that are mounted on the iron yoke of
disk 2 (YE2), while for the other chambers, no such effect is
observed.

These average single hit rates per chamber can be com-
pared to linear extrapolations based on background measure-
ments performed on Run 1 data taking in 2010. The estimates
provided in [2] were based on data taken at a maximum
instantaneous luminosity of 1.8 × 1032 cm−2s−1 and were
scaled up with a factor more than 50. These estimates proved
to be rather accurate for the outer ring CSC chambers and
outer DT chambers, but were under estimating the rates in
the inner ring CSC chambers by a factor 2–3.5. The different
behaviour of the scaling can be attributed to changes in the
detector geometry from Run 1 to Run 2: the installation of
a new beam pipe has given rise to an increase of the rate in
low-radius chambers in the endcap, while the shielding disks
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Table 2 DT single hit rate and segment rate in the barrel chambers at L = 1034 cm−2 s−1

Hit rate (Hz/cm2) Segment rate (Hz/cm2)

MB1 MB2 MB3 MB4 MB4/S05 MB1 MB2 MB3 MB4 MB4/S05

W-2 3.37 0.62 0.11 1.69 3.46 5.64 0.63 0.08 1.58 3.71

W-1 1.46 0.27 0.07 1.55 3.18 1.65 0.23 0.05 1.49 3.32

W+0 0.52 0.14 0.06 1.44 3.24 0.67 0.13 0.04 1.40 3.43

W+1 1.39 0.26 0.07 1.63 3.52 1.59 0.22 0.05 1.58 3.78

W+2 3.29 0.61 0.12 1.88 4.13 5.66 0.64 0.08 1.88 4.86

Uncrt ±0.01 ±0.01 ±0.01 ±0.01 ±0.05 ±0.04 ±0.01 ±0.01 ±0.01 ±0.07

Table 3 RPC hit rate in the barrel chambers at L = 1034 cm−2 s−1

Rate (Hz/cm2) RB1in RB1out RB2in RB2out RB3 RB4

W-2 5.4 ± 0.9 4.4 ± 0.7 1.2 ± 0.8 1.2 ± 0.2 0.3 ± 0.1 3 ± 2

W-1 2.6 ± 0.2 2.0 ± 0.4 0.5 ± 0.1 0.5 ± 0.2 0.1 ± 0.1 3 ± 2

W+0 0.9 ± 0.4 0.8 ± 0.2 0.5 ± 0.1 0.4 ± 0.2 0.3 ± 0.1 3 ± 2

W+1 3.6 ± 0.7 2.1 ± 0.6 0.9 ± 0.2 0.5 ± 0.1 0.3 ± 0.4 3 ± 2

W+2 6.1 ± 0.7 4.5 ± 0.9 1.1 ± 0.3 1.1 ± 0.3 0.4 ± 0.4 4 ± 3

Table 4 RPC hit rate in the endcap chambers at L = 1034 cm−2 s−1

Rate (Hz/cm2) RE1 RE2 RE3 RE4

Negative endcap RE−x /2 3.5 ± 0.2 6.0 ± 0.2 5.6 ± 1.6 11.8 ± 2.4

RE−x /3 1.3 ± 0.5 1.8 ± 0.4 2.6 ± 0.6 15.2 ± 3.2

Positive endcap RE+x /2 3.4 ± 0.4 5.8 ± 0.4 6.0 ± 0.6 12.6 ± 2.8

RE+x /3 1.1 ± 0.3 1.8 ± 0.2 2.8 ± 0.9 9.7 ± 3.1

Average RE±x /2 3.5 ± 0.3 5.9 ± 0.3 5.8 ± 1.1 11.2 ± 2.6

RE±x /3 1.2 ± 0.4 1.8 ± 0.3 2.7 ± 0.7 12.8 ± 3.1

Table 5 CSC single hit and particle rates for the different chamber types at L = 1034 cm−2 s−1

Rate (Hz/cm2) ME1/1 ME1/2 ME1/3 ME2/1 ME2/2 ME3/1 ME3/2 ME4/1 ME4/2

Single hit rate 145.74 4.54 1.25 70.72 3.00 47.15 3.72 60.8 10.33

Uncertainty ±0.14 ±0.03 ±0.04 ±0.12 ±0.02 ±0.14 ±0.02 ±0.2 ±0.02

Particle rate 378.1 13.1 3.9 233.4 9.8 143.6 13.1 163.1 34.2

Uncertainty ±0.5 ±0.1 ±0.2 ±0.5 ±0.1 ±0.5 ±0.1 ±0.7 ±0.1

Table 6 CSC Single hit rate (Hz/cm2) for the various layers at L = 1034 cm−2 s−1

Layer ME1/1 ME1/2 ME1/3 ME2/1 ME2/2 ME3/1 ME3/2 ME4/1 ME4/2

1 143.5 4.7 1.2 66.2 3.03 45.0 3.87 59.0 10.67

2 145.5 4.7 1.2 67.4 3.01 46.1 3.89 59.9 10.59

3 146.5 4.5 1.3 67.5 3.08 45.2 3.77 58.5 10.32

4 151.4 4.5 1.6 67.0 2.91 46.2 3.58 58.3 10.27

5 153.5 4.4 1.5 71.2 3.08 45.4 3.62 57.9 10.08

6 158.9 4.5 1.4 73.3 2.90 45.3 3.58 57.6 10.03

Uncrt ±0.3 ±0.1 ±0.1 ±0.2 ±0.05 ±0.3 ±0.04 ±0.4 ±0.05
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Fig. 21 Hit rate in the MB1 chambers in Wheel -2 as a function of
bunch crossing along the LHC orbit (black markers) at an instanta-
neous luminosity of L = 1034 cm−2 s−1. The instantaneous luminosity
per BX (in Hz/µb) averaged over the entire fill period is shown with

blue markers. The yellow line (LDT ) shows the (normalised) integral
of this luminosity over the 50 BX wide readout window. The observed
hit rate (black markers) are fitted (magenta) with the (yellow) function
LDT (BX)

YE4 have reduced the rates in the high-radius chambers of
the endcap.

7 Hit rate analysis

Given the pattern of colliding and non-colliding proton
bunches of the LHC, the rates in the detectors are not expected
to be constant during the orbit. One would expect to observe
higher rates during colliding bunches, due to particles born
in the collisions and prompt background, while in the gaps
between colliding bunches one expect to observe the delayed
background due to collisions happened few µs to hundreds
of ms earlier. This picture however is altered by the instru-
mental effects such as detector time resolution or the lack
of bunch crossing assignment to individual hits in the DT
system.

7.1 Drift tubes

In the DT system signals are discriminated and characterised
by the wire number and the TDC timestamp. The drift time
range corresponds to ∼16 BX, and, in order to collect all the
hits belonging to a track, a readout window of 50 BX is used.
Therefore any single DT hit cannot be uniquely assigned to
any bunch crossing. However, the hits produced by a same
track in several layers are fitted with a linear function that
includes a third free parameter: this is used to determine the
track crossing time with respect to the triggering BX.

The effect of the readout window is visible in the struc-
ture of the DT rate as function of time (BXid within the LHC
orbit), smearing the expected sharp rise in rate from non-
colliding bunches to colliding bunches (fast rising/falling
edges in the blue curve) over a time of roughly 50 BX (slow
rising/falling edges in the yellow curve). Figure 21 shows
the rate observed in DT chambers of Wheel -2 inner station
(W-2/MB1) that are mostly subject to prompt background,
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Fig. 22 Hit rate in the MB4/S05 top sector chambers of all five wheels
as a function of bunch crossing along the LHC orbit (black markers)
at an instantaneous luminosity of L = 1034 cm−2 s−1. The instanta-
neous luminosity per BX (in Hz/µb) averaged over the entire fill period

is shown with blue markers. The yellow line (LDT ) shows the (nor-
malised) integral of this luminosity over the 50 BX wide readout win-
dow. The observed hit rate (black markers) are fitted (magenta) with the
(yellow) function LDT (BX)

while Fig. 22 shows the rate observed in the DT chambers of
a top sector of the outer station (MB4/S05) which is domi-
nated by delayed background. For technical reasons (align-
ment of optical links) no triggers are allowed in BX 3529-
3563. Therefore, there are no hit rate measurement for those
35 BXs at the end of the orbit (the entire orbit is 3564 BX,
see Sect. 2).

In Fig. 21 the structure of the colliding trains of proton
bunches is clearly visible, while this is not the case anymore
for outermost DT, see Fig. 22, where the background is dom-
inated by the long-lived neutron background. Both figures
show the average instantaneous luminosity for each BX id
(blue curve) as measured by the CMS luminosity monitors
as well as the integrated luminosity seen in a moving 50 BX
readout window (yellow curve, arbitrary units) and the actual
hit rate in the DT chambers (black markers). The curve of
the integrated luminosity seen in a moving 50 BX window
around the BX-id of the trigger provides a good shape to
describe the observed hit rate in the detector. The function

used is:

R(i) = p0 + p1 · LDT (i − p2) (6)

with

LDT (i) =
+36∑

j=−13

L(i + j). (7)

LDT (i) is the“effective luminosity” that contributes to the
total amount of hits readout at that given bunch crossing,L(i)
is the instantaneous luminosity delivered by the LHC and
measured with the various CMS luminometers (see Sect. 2),
and i is the bunch crossing in the LHC orbit, ranging from 1
to 3564. One can see in Figs. 21 and 22 that the instantaneous
luminosity (blue curve) is not equal in all colliding bunches.

The instantaneous luminosity is highest in the first col-
liding bunch after a series of non-colliding bunches. The
reduced luminosity in subsequent colliding bunches is due
to the electron-cloud effects that increases the emittance (ε)
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Fig. 23 Hit rate in the MB1 chambers in wheel-2 as a function of bunch
crossing along the LHC orbit in three different intervals with instanta-
neous luminosity 1.30 < L < 1.85 · 1034 cm−2 s−1 (begin of fill—red

fit), 0.85 < L < 1.15 · 1034 cm−2 s−1 (middle of fill—magenta fit) and
0.55 < L < 0.75 · 1034 cm−2 s−1 (end of fill—blue fit)

and reduces the number of protons (Ni ) of those bunches (see
Formula 1 in Sect. 2).

The resulting fit (magenta curve) to the observed hit
rate is of high quality (χ2/ndf < 2): from it the rates due
to prompt background and delayed backgrounds can be
extracted. The parameter p0 represents the constant com-
ponent of the hit rate (D, for the delayed background), while
the average prompt component (P, for prompt background),
is: P = p1 · 〈LDT (x)〉, and the average is made over a lumi
section. A small delay p2 = 8 BX is observed, which corre-
sponds to the average drift time of randomly distributed hits
in a DT cell.

Both the prompt componentP as the delayed componentD
depend on the instantaneous luminosity L. To compute D(L)
and P(L), the rate was measured in three different intervals
of L, corresponding to the begin of the fill (1.30 < L <

1.85 · 1034 cm−2 s−1), the middle of the fill (0.85 < L <

1.15 · 1034 cm−2 s−1) and the end of the fill (0.55 < L <

0.75 · 1034 cm−2 s−1). During a fill, electron-cloud effects
cause the instantaneous luminosity per bunch to fall off more

rapidly for proton bunches at the end of the bunch trains,
therefore the average luminosity per bunch was calculated
for each of the three luminosity intervals, leading to slightly
different LDT (i) fit functions. Figure 23 shows the average
hit rate in the DT chambers of Wheel -2 inner station (MB1)
for the the thee different luminosity intervals, along with the
fitted LDT (i) functions: red curve the fit to the hit rates at the
beginning of the fill, magenta curve during the middle of the
fill and blue curve at the end of the fill.

The fit parameters p0 and p1 were extracted for the three
different instantaneous luminosity intervals, both for the hit
rate in the inner station chambers of Wheel -2 (W-2/MB1) as
for all outer station chambers of sector 5 (MB4/S05). For each
fit LDT (i) was normalised to one (〈LDT (i)〉 = 1), so that the
dependence of P on the instantaneous luminosity, L, is fully
expressed by p1: P(L) = p1(L) while D(L) = p0(L). As a
consistency check of the method, the results for D and P can
then be plotted as a function of L and compared with direct
measurements of hit rate versus instantaneous luminosity.
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Fig. 24 Prompt and delayed components of DT background, as
obtained from the fits of data to LHC per-BX luminosity. This figure
shows two regions with high background: the MB1 chambers at high
|η| and the MB4 top sector (S05) chambers. Each point is the result
of a fit. These points lay on a straight line with negligible intercept for

both components. The prompt background (middle) dominates in the
MB1 chambers, while the delayed background (left) dominates in the
MB4/S05 chambers. The total rate is obtained through the sum of the
two components (right)

Figure 24 shows the secondary/delayed background rate
(left), the prompt rate (middle) and the total rate (right) for
Wheel-2/MB1 chambers (top) and RB4/S05 chambers (bot-
tom). Two fills with different filling schemes were analysed:
Fill 6298 with 1866 colliding bunches (‘8b4e-BCS scheme’)
recorded during 2017; and Fill 7315 with 2544 colliding
bunches (‘BCMS scheme’) recorded during 2018. The figure
shows that separate analysis of prompt and delayed back-
ground components naturally removes the effects created
by the long readout window and by different fill schemes,
in fact the fitted curves for Fill 6298 (red) and Fill 7315
(blue) agree within uncertainties. The figure shows us that,
as expected, the secondary background is larger in MB4/S05
than in W-2/MB1; while primary background is larger in W-
2/MB1 than in MB4/S05 chambers. Total rates are compat-
ible with previous measurements: the slope of a linear fit to
the MB4/S05 data is 0.35 (-), while the slope of a linear fit to
the W-2/MB1 rate is 0.33 (-) and both have negligible inter-
cepts. The prompt P contribution to the total MB4/S05 rate
is ∼10%, the remaining 90% is due to delayed background,

while the prompt P contribution to the total W-2/MB1 rate is
∼40%, and ∼60% is due to the delayed background.

7.2 Resistive plate chambers

RPCs have a time resolution of 1.5–2 ns. Therefore, they
have excellent bunch crossing identification. The hits of the
RPC system are registered in a time window of [-3,+2] BX
around the central BX assigned to the trigger and can be
deconvoluted to the original BX-id inside the orbit. Fig-
ure 25 shows the rate along the LHC orbit averaged over
all Wheel-2/RB1in chambers at an instantaneous luminosity
of L = 1034 cm−2 s−1.

The precise bunch crossing assignment shows variations
in the hit rate in the detector by as much as 2 Hz/cm2 in col-
liding bunches, which can be explained by bunch-to-bunch
variations of the luminosity. To reduce the statistical uncer-
tainty the hit rate in non-colliding bunches was averaged over
multiple bunch crossings. The hit rate is studied separately in
4 different categories: colliding bunches, short and long non-
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Fig. 25 Hit rate in RB1in of Wheel-2 as function of the bunch crossing within the LHC orbit

colliding bunch gaps (resp. 7 BX and 31 BX long) between
the bunch trains, non-colliding bunches before the first col-
liding bunch in the orbit and non-colliding bunches in the
abort gap. While the separation between the third and fourth
category is arbitrary, and is populated by delayed background
as for the non-colliding bunches between bunch trains, for
the final analysis they are grouped in a single non-colliding
bunches group.

Figure 26 (top) shows the hit rate in colliding bunches
(Rcol, green filled circles), non-colliding bunches between
bunch trains (Rgap, red filled squares), non-colliding bunches
in the abort gap (Ra, blue open circles) and non-colliding
bunches before the first colliding bunch in the orbit (Rpb, cyan
open squares, pre-beam). All components behave linear with
respect to the instantaneous luminosity, with negligible off-
set. The background in colliding bunches is the highest as it
measures both hits due to neutron background and promptly
induced hits. There is a noticeable decay of the delayed back-
ground as the hit rate in 7-to-31 BX bunch train gaps is higher
than the average hit rate in the abort and pre-beam gaps and
the hit rate in the pre-beam gap is slightly lower with respect
to the abort gap. Grouping all non-colliding bunches together
a precise measurement of the delayed neutron background

can be measured. Subtracting this delayed background from
the hit rate observed in the colliding bunches one obtains the
prompt component of the background. The inclusive, delayed
and prompt rates are given by:

Rincl = NcolRcol + NgapRgap + NaRa + NpbRpb

Ncol + Ngap + Na + Npb
(8)

Rdelay = NgapRgap + NaRa + NpbRpb

Ngap + Na + Npb
(9)

Rpromt = Rcol − Rdelayed (10)

where, for the luminosity production fill scheme of 2018:
Ncol = 2544, the number of colliding bunches; Ngap = 808,
the number of bunches in the various bunch train gaps;
Na = 150, the number of bunches in the abort gap; and
Npb = 62 the number of bunches in the orbit before the
first colliding bunch. This figure can be simplified group-
ing all non-colliding bunches together. Figure 26 (bottom)
shows the dependency of the prompt (yellow dot-dashed
line) and delayed background (magenta dashed line) as func-
tion of the instantaneous luminosity, together with the total
background hit rate weighted over the number of collid-
ing bunches (black line). For the innermost chambers of the
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Fig. 26 Hit rate as function of instantaneous luminosity for RPC
Wheel-2/RB1in chambers. Top: the rate in colliding bunches (green cir-
cles) and non-colliding bunches (red squares) in short and long bunch
gaps as well as the rate in the first 61 BX of the orbit (pre-beam gap) and
last 150 BX of the orbit (abort gap). Bottom: the total background (in
colliding bunches) as function of the instantaneous luminosity, together
with the contribution of primary background (yellow dashed line) and
the delayed background (magenta dashed line)

barrel external wheels (Wheel -2/RB1in), the delayed back-
ground is measured to be ∼25% higher with respect to the
prompt background, which is in line with what we observed
in the DT chambers of Wheel-2/MB1 discussed earlier. This
analysis is applied to all chamber types and results are pre-
sented in Sect. 7.4. The peak rate occurs during colliding

bunches and it is about 15% higher w.r.t. the average rate
over the entire orbit.

7.3 Cathode strip chambers

The CSCs have a wire spacing of 2.5–3.2 mm leading to an
expected time resolution of ∼ 8 ns per layer. With this time
resolution a bunch crossing can be assigned to each individual
CSC wire hit, although a fraction of ∼10% of bin migration
(in time particle assigned BX = −1 or +1) has to be expected.
Figure 27 shows the particle hit rate in the ME1/1 chambers as
function of the BX-id at L = 1034 cm−2 s−1. The measured
rate in the first bunch and in the last bunch of each bunch
train is lower with respect to the rest, which is caused by the
smearing due to the time resolution of the detectors.

Examining the background rate in the abort gap, one can
observe a slight decrease of the rate from ∼200 Hz/cm2 to
less than 150 Hz/cm2 just before the first colliding bunches
in the orbit. Since there are several interaction mechanisms
for neutrons, no firm conclusions can be drawn from a fit
with a single exponential decay. No data is read out for
3529 ≤ BX-id ≤ 3563 and measurement of the back-
ground rate for those BX is missing. The chamber local trig-
ger requirement to initiate detector readout produces a good
statistical precision to measure the background in the col-
liding bunches. Sixteen BX wide readout window provides
also a good precision to measure the background in the small
7 BX gaps between bunch trains and at the beginning and the
end of the larger 31 BX gaps. The statistical precision in the
middle of the 31 BX gaps as well as in the abort gap and in the
non-filled bunch slots before the first bunch train, is reduced
by this local trigger requirement. One can also observe that
because of the finite time resolution (and hence bin migra-
tion) the measurement of the rate in the colliding bunches
appears smoother with respect to the rates measured in the
RPC system where precise BX-id is available.

Figure 28 shows the particle rate as function of the instan-
taneous luminosity for ME1/1 and ME4/2 chambers. For
ME1/1 the rate in the colliding bunches (orange triangle
markers) is about 20% higher than the inclusive rate (blue
circle markers), which is the average over the orbit taking
into account also the rate in the non-colliding bunches (green
square markers).

The rate in the colliding bunches and in the non-colliding
bunches are to a good extend proportional to the instan-
taneous luminosity. The rate in non-colliding bunches is
delayed background and the prompt background in collid-
ing bunches can be extracted from the data by subtracting the
rate in the non-colliding bunches from the rate in the colliding
bunches. As can be seen from Fig. 28 the CSC background
rates are not exactly linear with respect to the instantaneous
luminosity. Moreover, the extrapolation of the linear part of
the curves shows a considerable intercept at zero luminos-
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Fig. 27 Particle rate in the ME1/1 chambers as function of the bunch
crossing within the LHC orbit at L = 1034 cm−2 s−1. To reduce the
statistical uncertainty the particle rate in the non-colliding bunches was

averaged over multiple bunch crossings. The grey shaded area indicate
the non-colliding bunches of the LHC fill scheme

ity. This feature is likely caused by induced radioactivity of
CMS structural components due to the harsh radiation envi-
ronment. At the beginning of a new fill the level of induced
radioactivity is usually smaller than at the end of a fill.

7.4 Prompt and delayed hit rate

In this paragraph we will present the prompt and delayed rate
as function of the pseudorapidity and azimuthal angle in the
muon detector. Figure 29 (top) shows the rate of prompt and
delayed background as function of η, for all MB1 chambers
(left) and for the five MB4 chambers of the non shielded sec-
tor 5 at the top of the muon spectrometer (right). In the MB1

chambers the prompt and neutron background have equal
contribution to the total background in the central wheel,
while for the external wheels the fraction of background
due to neutrons is larger than the prompt background. In the
MB4 chambers the background is dominated by the neutron
background, the prompt background being only 0.5 Hz/cm2

maximally. Where the prompt background is symmetric in
η, the delayed neutron background is lower for the nega-
tive side, because the location of the shaft at the negative
side reduces the neutron flux. Figure 29 (bottom) shows the
rate of prompt and delayed background for RB1in (left) and
RB1out (middle) chambers and for the five RB4 chambers
of the non-shielded sector 3. For the RB4 chambers Sector
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Fig. 28 Particle rate as function of the instantaneous luminosity for
ME1/1 (left) and ME4/2 (right) chambers: rate in colliding bunches
(orange triangles) and non-colliding bunches (green squares) and the
inclusive rate when integrated over the entire LHC orbit (blue circles)

3 was preferred over sector 5 as a few RB4/S05 chambers
were excluded from the analysis, while sector 3 is symmet-
ric to sector 5 and both have the same rate. The analysis
of the DT and RPC system are rather good agreement with
each other, pointing to a ∼60 % delayed and ∼40 % prompt
background contributions for MB1 and RB1 chambers, and
∼90 % delayed and ∼10 % prompt background contributions
for the top MB4 and RB4 chambers.

Figure 30 shows the single layer hit rate in the various CSC
chambers as function of |η|: the blue markers show the inclu-
sive hit rate averaged over the entire orbit, while the orange
and green markers show the prompt and delayed components
of the background. The top plots show the background in the

outermost CSC chambers, the bottom plots the background
in the inner CSC chambers. In ME1/1 the background is
completely dominated by the prompt component, whereas in
ME2/1 and ME3/1 the prompt and delayed component have
about equal contribution to the total background rate over
the entire |η| range. In ME4/1 the contribution of the prompt
background increases with η, and only at η = 1.85 contri-
butions from prompt and delayed are nearly equal. This pic-
ture is confirmed in the outer chambers of the fourth station,
ME4/2, where prompt and delayed background have equal
contribution at η = 1.5, after which the delayed component
becomes dominating for decreasing η, where the chamber
is more exposed to the background from the neutrons in the
cavern. The delayed background is also dominant in the out-
ermost chambers of the second and third station, ME2/2 and
ME3/2, with significant increases towards the low-η side of
the chambers that are exposed to the neutrons of the cavern,
whereas in the first station the contribution of prompt and
delayed background is about the same.

Figure 31 shows the inclusive, prompt and delayed back-
ground for both the CSC and RPC system. The top plots
show the inclusive single-layer hit rate, while the second
and third row show the the prompt and delayed background
hit rate in a single layer. Overall one can observe that the
backgrounds in the RPC and CSC system, although made of
different materials, follow the same functional forms. The
largest discrepancy is found in the fourth station, where the
RE4/2 and RE4/3 RPCs are installed close to the concrete
YE4 shielding disk, and observe larger delayed background
and reduced prompt background with respect to their CSC
ME4/2 neighbours.

8 Conclusions

Collision-induced backgrounds in the CMS experiment are
constituting the dominant background in the muon detec-
tor. Data recorded during Run 2, at a centre-of-mass energy√
s = 13 TeV, has been analysed to understand the back-

ground rate in the various locations of the muon detec-
tor. The instantaneous luminosity during the LHC fills, var-
ied from 0.6 to 2.2 × 1034 cm−2s−1, with an average of
∼ 1 × 1034 cm−2s−1. Background rates have proven to be
linear in this luminosity range and rates in CSC, DT and
RPC detectors have been reported atL = 1034 cm−2s−1. The
rates measured in the various detectors in the same location
agree among each other, and the variation of the background
rate as function of η and φ agree with the shapes found in
simulations. Average rates for the different chamber types
have been reported. The muon detectors in the barrel register
a background rate of few Hz/cm2, well in agreement with
simulations and estimates made at the time of the design of
CMS. The background rate in the muon detectors installed
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Fig. 29 Rates of prompt and delayed components, and total background, at L = 1034 cm−2 s−1, as a function of pseudorapidity. Top: all MB1
chambers (left) and the five MB4/S05 chambers (right). Bottom: RB1in (left), RB1out (middle), and five RB4/S03 chambers (right)

in the endcap ranges from few Hz/cm2 to few hundreds of
Hz/cm2, a factor two to five higher with respect to the simula-
tion predictions made during the design. These rates justify
the ongoing efforts to upgrade the muon detector for HL-
LHC and the efforts to improve the shielding in the forward
region of CMS.

Analysing the rates as function of bunch crossing iden-
tification within the LHC orbit has allowed the separation
of the “prompt” component, that consists of hadron punch
through and shower leaks, from the “delayed” component
that originates from the thermal neutron gas that is built up
during collisions in the experimental cavern. The external
muon chambers in the barrel (MB4, RB4) are most affected
and about 90% of the background rate can be attributed to
thermal neutrons. The external muon chambers in the end-
cap (ME4/2 and RE4/3) are similarly affected, but have also
a “prompt”contribution from high-energy particles emitted
from the forward shielding. The highest rates are observed
in the endcap chambers that are closest to the beamline.

Muon detector ageing is driven by the total rate seen by the
detectors. A deep and coherent understanding of the back-
ground origins and evolution is necessary to predict the rates
to be expected at High-Luminosity LHC, both in terms of
detector longevity, rate-capability and muon detection and
reconstruction performance. The Phase-2 upgrade will dras-
tically change the CMS experiment, with a new beampipe,
tracker and endcap calorimeters. The instantaneous luminos-
ity will be increased with a factor 2.5–4. However, back-
ground rates cannot be scaled up from the measurements of
Run 2 data, because of changes in the CMS construction com-
ponents. The combination of the Run 2 measurements with
Run 2 and Phase-2 simulations will increase the confidence
in background predictions for High-Luminosity LHC. Fur-
thermore measurement techniques have been explored that
will be used for precise measurement and monitoring of the
background during Run 3.
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Fig. 30 Hit rate per layer in the CSC chambers of prompt and delayed components, as well as inclusive background at L = 1034 cm−2 s−1, as a
function of pseudorapidity, for the outermost chambers MEx /2,3 (top) and innermost chambers MEx /1 (bottom)
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Fig. 31 Comparison of the hit rate per layer in the CSC and RPC system at L = 1034 cm−2 s−1 as function of the pseudorapidity. Top row:
inclusive background averaged over the entire LHC orbit. Middle row: prompt background. Bottom row: delayed background
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A FLUKA model of the CMS experiment and
experimental cavern

The FLUKA Run 2 model of CMS experiment is tagged
internally as v4.0.1.0 and consists of the CMS detector, the
experimental cavern and the interface to the LHC: beampipe,
vacuum equipment, collimator and magnets. Figure 32 shows
a quarter of the CMS FLUKA model as a vertical slice in the
X-Z plane, while Table 7 lists the colour scheme used to

indicate some important volumes and materials used in the
geometry model.

The CMS detector is implemented as a cylindrically sym-
metric volume. Barrel muon detectors are modeled as cylin-
ders, consisting of aluminium (DT) or high-pressure lami-
nate (HPL), commonly refered to as “bakelite” (RPC) layers
with two gas layers in between. Endcap muon detectors are
modeled as disks, with CSCs composed of alternating lay-
ers of gas and fiberglass laminate (polycarbonate honeycomb
sandwiched with a thin FR4 layer) and RPCs as HPL with
two gas layers in between. Important features directly visi-
ble in Fig. 32 are the big volumes of brass in the barrel (dark
magenta) and endcap (teal) calorimeters, the aluminium sta-
biliser of the Niobium-Tin superconductor of the solenoid
(grey) and the magnet flux return yoke in construction steel
(olive). Yoke elements in construction steel are finalised with
a thin layer of pure iron (yellow) to reduce the effects of acti-
vation of the yoke due to trace elements in the steel. Construc-
tion elements that are subjected to large stresses are made in
stainless steel (green): the solenoid vacuum tank and part of
the first endcap disk that mounts the endcap calorimeter (HE)
and allows for the insertion of the most forward CSCs in the
endcap (ME11). The YE4 shielding disk is implemented as a
stainless steel container filled with borated concrete (mint).

Fig. 32 The CMS FLUKA model (v4.0.1.0) used for simulations of the Run 2 background. A vertical slice in the X–Z plane, showing a quarter
of the CMS experiment
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Table 7 Color scheme of the CMS Run 2 geometry (v4.0.1.0) used in the FLUKA simulations

Fig. 33 The CMS FLUKA model (v4.0.1.0) used for simulations of
the Run 2 background. Left: A vertical slice at X = 0 through the CMS
detector and experimental cavern. The shaft, cavern walls and floor are

clearly visible. Right: a vertical slice in the X–Y plane at z = 0. Visi-
ble are the electronics racks on each side of the detector and the barrel
wheels (YB) feet

Fig. 34 The CMS FLUKA
model used for simulations of
the Run 2 background. Detail
showing the endcap beampipe,
the forward calorimeter, the
rotating shielding housing the
collimator, and the first LHC
quadrupole

Fig. 35 The CMS FLUKA model used for simulations of the Run 2 background. Detail showing the shielding of the muon chambers: Left: ME11;
Middle: ME21, ME31 and ME41; Right: RB4 and MB4 of YB2
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Figure 33 illustrates the location of CMS inside the exper-
imental cavern in a vertical slice at X = 0 (left) and transver-
sal slice in the X–Y plane (right). The cavern is implemented
according to design drawings, with concrete walls inside the
molasse rock, the steel floor, the magnet yoke feet and elec-
tronics cabinets in the detector periphery. While the geom-
etry volumes are approximate, the reliability of the simula-
tion is driven by correct implementation of material density,
therefore electronics volumes are filled with an appropriate
average material.

Figure 34 shows a detail of the forward area, starting with
the beampipe that runs under the endcap muon chambers, the
forward calorimeter (HF), followed by the rotating shielding
that houses the TAS collimator. The material used for the
endcap muon shielding is borated polyethylene and antimony
doped lead. To prevent neutron albedo (back-scattering) the
front of HF has been shielded with borated polyethylene. The
forward shielding and the interface between the detector and
the machine is implemented in steel and borated concrete. It
is modelled with a high level of details, such as cracks, as
they are the sources of the radiation leak to the cavern.

Figure 35 (left and middle) shows a detail of the materials
and volumes of the endcap muon chambers that are closest to
the beampipe: ME1/1 (left) and ME2/1, ME3/1 and ME4/1
(middle). In the left figure one can see the stainless steel
element connecting HCAL endcap (HE) to the iron return
yoke. The CSC chambers have been shielded by a sandwich
of borated polyethylene (magenta) and lead doped with anti-
mony (red). Also visible are the YE4 shielding disk (mint)
and the borated polyethylene shielding between muon end-
cap and HF. Figure 35 (right) shows a detail of the outer-
most barrel muon detectors (Wheel +2/MB4 and RB4), for
which on the top chambers a 10 cm thick borated polyethy-
lene shield (magenta) has been installed. Visible are the 1 cm
thick gas layers of the DT chamber (pink) and the aluminium
honeycomb structure (navy). Under the DT chamber, the
high-pressure laminate (HPL) of the RPC chamber is vis-
ible (brown).
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