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Abstract

We consider intersection graphs of disks of radius 𝑟 in the hyperbolic plane. Unlike the Euclidean

setting, these graph classes are different for different values of 𝑟 , where very small 𝑟 corresponds to an

almost-Euclidean setting and 𝑟 ∈ Ω(log 𝑛) corresponds to a firmly hyperbolic setting. We observe that

larger values of 𝑟 create simpler graph classes, at least in terms of separators and the computational

complexity of the Independent Set problem.

First, we show that intersection graphs of disks of radius 𝑟 in the hyperbolic plane can be separated

with ((1 + 1/𝑟) log 𝑛) cliques in a balanced manner. Our second structural insight concerns Delaunay

complexes in the hyperbolic plane and may be of independent interest. We show that for any set 𝑆 of 𝑛
points with pairwise distance at least 2𝑟 in the hyperbolic plane the corresponding Delaunay complex

has outerplanarity 1 +( log 𝑛𝑟 ), which implies a similar bound on the balanced separators and treewidth

of such Delaunay complexes.

Using this outerplanarity (and treewidth) bound we prove that Independent Set can be solved

in 𝑛(1+
log 𝑛
𝑟 )

time. The algorithm is based on dynamic programming on some unknown sphere cut

decomposition that is based on the solution. The resulting algorithm is a far-reaching generalization of a

result of Kisfaludi-Bak (SODA 2020), and it is tight under the Exponential Time Hypothesis. In particular,

Independent Set is polynomial-time solvable in the firmly hyperbolic setting of 𝑟 ∈ Ω(log 𝑛). Finally,
in the case when the disks have ply (depth) at most 𝓁, we give a PTAS for Maximum Independent Set

that has only quasi-polynomial dependence on 1/𝜀 and 𝓁. Our PTAS is a further generalization of our

exact algorithm.

1 Introduction

Given a set of disks in the plane, one can assign to them a geometric intersection graph whose vertices are

the disks, and edges are added between pairs of intersecting disks. The study of intersection graphs is

usually motivated by physically realized networks: such networks require spatial proximity between nodes

for successful connections, and the simplest model allows for connections within a distance 2, which is

equivalent to the intersection graph induced by disks of radius 1 centered at the nodes. Such graphs are

usually called unit disk graphs.

Unit disk graphs have received a lot of attention in the theoretical computer science literature. Their

intriguing structural properties yield profound mathematical insights and facilitate the development of

efficient algorithms. Historically, unit disk graphs have been studied in the Euclidean plane, where they

are well motivated due to their relevance for, e.g., sensor networks. The relevance of unit disk graphs in
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(a) Smaller 𝑟 allows for larger grids. (b) Only small stars for small 𝑟 . (c) Larger 𝑟 allows for larger stars.

Figure 1: Realizing a grid is only possible for small radii, while large stars are only possible in the firmly

hyperbolic setting of 𝑟 ∈ Ω(log 𝑛).

the hyperbolic plane is less obvious. However, originating in the network science community, it has been

observed [31] that the intersection graph of randomly sampled disks of equal radius 𝑟 yields graphs that
resemble complex real-world networks in regards to important properties.

1
They are, e.g., heterogeneous

with a degree distribution following a power law [21], have high clustering coefficient [21], and exhibit the

small-world property [19, 40].

Besides numerous structural results, these hyperbolic random graphs also allow for the design of

more efficient algorithms [6, 7, 8, 10]. However, all these results rely on the fact that the disks are chosen

randomly. So far, there is only little research on hyperbolic uniform disk graphs from a deterministic, more

graph-theoretic perspective. It is important to note that for the intersection graphs of radius-𝑟 disks the
resulting graph classes are different for different values of 𝑟 . Moreover, it is natural to allow for the radius 𝑟
to be a (monotone) function of the number of vertices. Unlike the Euclidean setting where a simple scaling

shows that the choice of “unit” does not matter, it is a very important parameter in the hyperbolic setting.

For those unfamiliar with hyperbolic geometry there is a way to conceptually understand these graphs

in a Euclidean setting as follows. One can think of a hyperbolic disk graph of radius 𝑟 disks as a Euclidean
disk graph where the radius of a disk of center 𝑝 is set to 𝑓𝑟(dist(𝑜, 𝑝)), where 𝑓𝑟 is decreasing very quickly

at a rate set by 𝑟 , and dist(𝑜, 𝑝) is the distance of the origin and the disk center 𝑝. In particular, as 𝑟 goes to
0, the rate of decrease is negligible, and we get almost Euclidean unit disk graphs, while large 𝑟 corresponds
to a very different graph class. See Figure 1 for an illustration.

Now hyperbolic disk graphs of uniform (that is, equal) radius 1/𝑛3 and uniform radius 100 log 𝑛 are
incomparable: the former class contains all 𝑘 × 𝑘 grid graphs, but does not contain stars of size 𝑠 ≥ 8, while
the latter contains all star graphs but does not contain any 𝑘 × 𝑘 grid of size 𝑘 ≥ 3, see Figure 1. We call the

regime 𝑟 ≤ 1/
√
𝑛 almost Euclidean, while 𝑟 ∈ Ω(log 𝑛) is called firmly hyperbolic.

The primary goal of our paper is to explore the following:

How does the structure of hyperbolic uniform disk graphs depend on the radius 𝑟 = 𝑟(𝑛)?

The case of constant radius has been studied by Kisfaludi-Bak [28], and a case of radius roughly log 𝑛
(with some other constraints) has been studied by Bläsius et al. [9] in the context of strongly hyperbolic

uniform disk graphs. The above mentioned hyperbolic random graphs are randomly sampled strongly

hyperbolic uniform disk graphs. Apart from these particular choices of the radius we have very limited

understanding about the structure of hyperbolic uniform disk graphs of other radii. The radius’ impact

on problem complexity was studied in the context of the traveling salesman problem in the hyperbolic

plane [27], where the problem’s complexity decreases as one increases the minimum pairwise distance 𝑟
1
For this to work, the choice of the radius 𝑟 is crucial. It is chosen as 𝑟 = log 𝑛 + 𝑐 for a constant 𝑐 that controls the average

degree, and the disk centers are all sampled within a disk of radius 2𝑟 .
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among input points. In this paper, we show that the structure of hyperbolic uniform disk graphs behaves

similarly: their structure becomes easier for larger values of 𝑟 , and Independent Set can be solved faster

for larger 𝑟 .
Let HUDG(𝑟(𝑛)) denote the set of intersection graphs where each 𝑛-vertex graph can be realized as the

intersection graph of disks of uniform (equal) radius 𝑟(𝑛) in the hyperbolic plane of Gaussian curvature

−1.2 We denote by HUDG the union of these classes for all 𝑟 , that is, HUDG = ⋃𝑟>0HUDG(𝑟). Let UDG
denote the class of unit disk graphs in the Euclidean plane. Bläsius et al. have shown that UDG ⊂ HUDG [9].

When a graph is given without the geometric realization, it is NP-hard (even ∃ℝ-complete) to decide if the

graph is a UDG [38] or HUDG [5]; for this reason, we will assume throughout this article that the input

intersection graphs of our algorithms are given by specifying their geometric realization. In the hyperbolic

setting, one can specify the disk centers using a so-called model of the hyperbolic plane, which is simply an

embedding of the hyperbolic plane into some specific part of the Euclidean plane, e.g., inside the Euclidean

unit disk. See our preliminaries for brief introduction to Euclidean models of the hyperbolic plane.

From the perspective of graph algorithms, unit disk graphs in the Euclidean plane have been serving

an important role as a graph class that is not comparable but similar to planar graphs. The circle packing

theorem [30] states that every planar graph can be realized as an intersection graph of disks (of arbitrary

radii), thus disk graphs serve as a common generalization of planar and unit disk graphs. Using conformal

hyperbolic models, one can observe that hyperbolic disks appear as Euclidean disks
3
in the model, which

means that all HUDGs are realized as Euclidean disk graphs. Denoting Euclidean disk graphs with DG, we
thus have UDG ⊆ HUDG ⊆ DG.4

A key structural tool in the study of both planar and (unit) disk graphs has been separator theorems.

By a result of Lipton and Tarjan[32], any 𝑛-vertex planar graph can be partitioned into three vertex sets,

𝐴, 𝐵 and the separator 𝑆, such that no edges go between 𝐴 and 𝐵, the separator set 𝑆 has size (
√
𝑛), and

max{|𝐴|, |𝐵|} ≤ 2
3𝑛. Separator theorems are closely related to the treewidth

5
of graphs [11], for example, the

above separator implies a treewidth bound of 𝑂(
√
𝑛) on planar graphs.

For (unit) disk graphs, similar separators and treewidth bounds are not possible because one can

represent cliques of arbitrary size. There have been at least three different approaches to deal with large

cliques. The first option is to bound the cliques in some way. One can for example obtain separators for a

set of disks of bounded ply, i.e., assuming that each point of the ambient space is included in at most 𝓁 disks.
There are several separators for disks (and even balls in higher dimensions) that involve ply. The strongest

and most general among these is by Miller et al. [39]. The second way to deal with large cliques is to use

so-called clique-based separators [3, 4], where the separator is decomposed into cliques, and the cliques are

sometimes assigned some small weight depending on their size. In the hyperbolic setting, Kisfaludi-Bak [28]

showed that for any constant 𝑐, the graph class HUDG(𝑐) admits a balanced separator consisting of(log 𝑛)
cliques. The same paper shows that HUDG(𝑐) also has clique-based separators of weight (log2 𝑛), and
extends these techniques to balls of constant radius in higher-dimensional hyperbolic spaces, along with

much of the machinery of [3]. The third option is to use random disk positions to disperse large cliques

with high probability. Bläsius, Friedrich and Krohmer [10] gave high-probability bounds on separators and

treewidth for certain radius regimes in hyperbolic random graphs.

The above separators and treewidth can be used to obtain fast divide-and-conquer or dynamic pro-

gramming algorithms [3, 33]. In the Independent Set problem, the goal is to decide if there are 𝑘 pairwise

non-adjacent vertices in the graph. In general graphs the best known algorithms run in 2(𝑛) or 𝑛(𝑘) time,

and these running times are optimal under the Exponential Time Hypothesis (ETH) [15] (see [25] for the

2
Equivalently, one can fix the radius to be 1 and set the Gaussian curvature to be −𝑟2.

3
In the Poincaré disk and half-plane models, all hyperbolic disks are Euclidean disks, but the Euclidean and hyperbolic radii of

these disks are different.

4
With a little effort, one can show that both containments are strict: UDG ⊊ HUDG ⊊ DG.
5
See our preliminaries for the definitions of treewidth and -flattened treewidth.
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definition of ETH). In planar and disk graphs however the separators allow algorithms with running time

2(
√
𝑛)
or 𝑛(

√
𝑘)
[15, 37]. Moreover, the separator implies that planar graphs have treewidth

5 (
√
𝑛) and unit

disk graphs have so-called -flattened treewidth (
√
𝑛) for some clique-partition  . As a consequence, one

can adapt treewidth-based algorithms [15] to these graph classes. In the hyperbolic setting, the (-flattened)

treewidth bounds yield an 𝑛(log 𝑛) quasi-polynomial algorithm for Independent Set and many other

problems on graphs in HUDG(𝑐) for any constant 𝑐 which is matched by a lower bound under ETH [28] in

case of Independent Set.

When approximating Independent Set, the main algorithmic tool in planar graphs is Baker’s shifting

technique [2] which gives a (1− 𝜀)-approximate independent set in 2(1/𝜀)𝑛 time. A conceptually easier grid

shifting was discovered for unit disks by Hochbaum and Maas [24], which was later (implicitly) improved

by Agarwal, van Kreveld, and Suri [1]. This line of research culminated in the algorithm of Chan [14]

with a running time of 𝑛(1/𝜀) for disks, which also can be generalized for balls in higher dimensions.

Baker’s algorithm and Chan’s algorithm (even for unit disks) are optimal under standard complexity

assumptions [35]. To the best of our knowledge, there are no published approximation algorithms for

HUDG(𝑟(𝑛)) or HUDG other than what is already implied from the algorithms on disk graphs. However,

for hyperbolic random graphs, there is an (𝑚 log 𝑛) algorithm that yields a 1 − 𝑜(1)-approximation for

Independent Set asymptotically almost surely [8].

An interesting setting where the treewidth of planar graphs has been used for intersection graphs is

that of covering and packing problems in the work of Har-Peled and later Marx and Pilipczuk [23, 37]. For

the Independent Set problem on unit disk graphs, they consider the Voronoi diagram of the disk centers

of a maximum independent set of size 𝑘. For a set of points (often called sites) 𝑆 the Voronoi diagram

is a planar subdivision (a planar graph) that partitions the plane according to the closest site of 𝑆, that
is, the cell of a site 𝑠 ∈ 𝑆 consists of those points whose nearest neighbor from 𝑆 is 𝑠. As the Voronoi

diagram is a planar graph on(𝑘) vertices, it has a balanced separator of size(
√
𝑘). Although this Voronoi

diagram is based on the solution, and thus unknown from the algorithmic perspective, the idea of Marx

and Pilipczuk is that one can enumerate all possible separators of the Voronoi diagram in 𝑛(
√
𝑘)
time, and

one of these separators can then be used to separate the (still unknown) solution in a balanced manner.

A similar “separator guessing” technique has been used elsewhere in approximation and parameterized

algorithms [13, 36].

Our contribution. Our first structural result is a balanced clique-based separator theorem presented

in Section 3. We note that all of our results in hyperbolic uniform disk graphs assume that the graph is

given via some geometric representation, i.e., with the Euclidean coordinates of its disk centers in some

Euclidean model of the hyperbolic plane.

Theorem 1. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 . Then 𝐺 has a separator 𝑆 that can be

covered with ( log 𝑛 ⋅ (1 + 1
𝑟 )) cliques, such that all connected components of 𝐺 − 𝑆 have at most

2
3𝑛 vertices.

The separator can be computed in (𝑛 log 𝑛) time.

Our separator is in fact a carefully chosen line; the proof bounds the number of cliques intersecting the

separator via decomposing some neighborhood of the chosen line into a small collection of small diameter

regions. Notice that the theorem guarantees a separator with (log 𝑛) cliques in the hyperbolic setting, and

deteriorates linearly as a function of 1/𝑟 . In the almost-Euclidean setting of 𝑟 = 1/
√
𝑛 the separator has

(
√
𝑛 log 𝑛) cliques, which almost matches the (

√
𝑛) clique separator for unit disk graphs [3]. This is also

a direct generalization of the 2-dimensional separator of Kisfaludi-Bak [28] from 𝑟 ∈ Θ(1) to general radii.

Moreover, in Section 7 we observe that the techniques of [3, 28] can be utilized as the above separator

implies -flattened treewidth  (log2 𝑛 (1 + 1
𝑟 )) for any natural clique partition  .
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Figure 2: A Euclidean Delaunay complex of 𝑛 points with outerplanarity 𝑛/3.

Corollary 2. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 . Then a maximum independent set of 𝐺
can be computed in 𝑛((1+1/𝑟) log

2 𝑛)
time.

Thus, a quasi-polynomial 𝑛(log
2 𝑛)

algorithm is possible for all 𝑟 ∈ Ω(1). If 𝑟 ≤ 1 — or even 𝑟 ∈ (1) —
then for any 𝐺 ∈ HUDG(𝑟) the neighborhood of a disk can be covered by a constant number of cliques of 𝐺
(see also [28] for the case 𝑟 ∈ Θ(1)). Together with our separator in Theorem 1, the machinery of [3, 28]

now yields the following result.

Corollary 3. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 ∈ (1). Then Dominating Set,

Vertex Cover, Feedback Vertex Set, Connected Dominating Set, Connected Vertex Cover, Connected

Feedback Vertex Set can be solved in 𝑛((1/𝑟) log 𝑛) time, and 𝑞-Coloring for 𝑞 ∈ (1), Hamiltonian Path

and Hamiltonian Cycle can be solved in 𝑛(1/𝑟) time.

While the above separator is already powerful and can be used as a basis for quasi-polynomial divide-

and-conquer algorithms, the separator size stops improving when increasing the radius 𝑟 beyond a constant.
Nonetheless, a more powerful result is possible for super-constant radius 𝑟 , which requires a different

type of separator. Rather than separating hyperbolic uniform disk graphs, our second structural result is

about separating the Delaunay complex, which is the dual of the Voronoi diagram, of a set of sites with

pairwise distance at least 2𝑟 . Note that in some graph 𝐺 ∈ HUDG(𝑟), the disk centers corresponding to an

independent set will have pairwise distance more than 2𝑟 , which is what motivated us to study such point

sets.

A plane graph (a planar graph with a fixed planar embedding) is called outerplanar or 1-outerplanar if
all of its vertices are on the unbounded face. A plane graph is called 𝑘-outerplanar if deleting the vertices of
the unbounded face (and all edges incident to them) yields a (𝑘 − 1)-outerplanar graph. Our result concerns
the outerplanarity of a Delaunay complex. We prove the following tight result on the outerplanarity of the

Delaunay complex (𝑆) of such a site set 𝑆. We believe that this result presented in Section 4 may be of

independent interest.

Theorem 4. Let 𝑆 be a set of 𝑛 sites (points) in ℍ2
with pairwise distance at least 2𝑟 . Then the Delaunay

complex (𝑆) is 1 + ( log 𝑛𝑟 )-outerplanar.

In plane graphs, the treewidth, the outerplanarity, and the dual graph’s treewidth and outerplanarity

are all within a constant multiplicative factor of each other [11, 12]. Consequently, we get the bound

(1 + log 𝑛
𝑟 ) for the treewidth and outerplanarity of the Voronoi diagram and Delaunay complex of such

point sets. Note that this implies constant outerplanarity for the firmly hyperbolic setting of 𝑟 ∈ Ω(log 𝑛).
In particular, the theorem shows that for some constant 𝑐 and 𝑟 > 𝑐 log 𝑛 the Delaunay complex is

outerplanar. We recover the outerplanarity bound of [28] for 𝑟 = Θ(1), and get a sublinear outerplanarity

bound ((
√
𝑛 log 𝑛)) even in the almost-Euclidean setting of 𝑟 = 1/

√
𝑛. This is surprising in light of the fact

that Delaunay-triangulations can have outerplanarity Ω(𝑛) in the Euclidean setting, as demonstrated by

the set of sites in Figure 2. Notice however that the construction requires a point set where the ratio of

the maximum and minimum distance among the points is Ω(𝑛); mimicking this construction in ℍ2
with a

5



point set of minimum distance 𝑟 = 1/
√
𝑛 is not possible as at distance 𝑛 ⋅ 𝑟 =

√
𝑛 the hyperbolic distortion

is very significant compared to the Euclidean setting.

Using the outerplanarity bound, we are able to give the following algorithm for Independent Set in

Section 5.

Theorem 5. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 and let 𝑘 ≥ 0. Then we can decide if there

is an independent set of size 𝑘 in 𝐺 in min
{
𝑛(1+

1
𝑟 log 𝑘), 2(

√
𝑛), 𝑛(

√
𝑘)
}
time.

Our algorithm yields the first component of the running time (𝑛(1+
1
𝑟 log 𝑘)

), but for very small 𝑟 we
can switch to the general disk graph algorithms with running times 2(

√
𝑛)
by De Berg et al. [3] and 𝑛(

√
𝑘)

by Marx and Pilipczuk [37]. Our algorithm is best possible under ETH for 𝑟 = Θ(1) as [28] showed a

lower bound of 𝑛Ω(log 𝑛) (for large 𝑘). Notice moreover that the almost-Euclidean case of 𝑟 = 1/
√
𝑛 gives a

running time of 𝑛(
√
𝑛 log 𝑘)

, which almost recovers the Euclidean running time of 2(
√
𝑛)
. Recall that the

Euclidean running time is also ETH-tight for Euclidean unit disks [3]. While this Euclidean lower bound

cannot be directly applied to HUDG(1/
√
𝑛), it can be adapted to the this setting, so the running time lower

bound 2Ω(
√
𝑛)
holds also in the hyperbolic plane (assuming ETH). See [27] for a similar adaptation of a

Euclidean lower bound to the setting of 𝑟 = 1/
√
𝑛.

Finally, but most surprisingly, we get a polynomial running time for Independent Set in the firmly

hyperbolic setting of 𝑟 ∈ Ω(log 𝑛); in fact, our algorithm is polynomial already for 𝑟 ∈ Ω(log 𝑘). In particular,

this provides a polynomial exact algorithm for hyperbolic random graphs. It thereby directly generalizes the

algorithm of [6] which gives a polynomial running time in hyperbolic random graphs with high probability:

our algorithm has no assumptions on the input graph distribution and provides a polynomial worst-case

running time.

The underlying idea of our exact algorithm can be regarded as a dynamic programming algorithm along

the (unknown) tree decomposition of the Voronoi diagram of the solution disks, inspired by Marx and

Pilipczuk [37]. More precisely, both [37] and the present paper use so-called sphere cut decompositions, a

variant of branch decompositions for plane graphs [16] to guide the algorithm. We introducewell-spaced and

valid sphere cut decompositions, and prove that they are in one-to-one correspondence with independent

sets of 𝐺.
Finally, we consider approximation algorithms for Maximum Independent Set when the graph in

question has low ply, that is, each point of ℍ2
is covered by at most 𝓁 disks. In Section 6 we show the

following.

Theorem 6. Let 𝜀 ∈ (0, 1) and let 𝐺 be a hyperbolic uniform disk graph of radius 𝑟 and ply 𝓁. Then a

(1 − 𝜀)-approximate maximum independent set of 𝐺 can be found in  (𝑛4 log 𝑛) + 𝑛 ⋅ ( 𝓁
𝜀)

(1+ 1
𝑟 log

𝓁
𝜀 )
time.

An important component of the algorithm’s correctness proof is bounding the so-called degeneracy

of hyperbolic uniform disk graphs in terms of their clique size and in terms of their ply. This generalizes

the Euclidean results of [34]. When compared to the 𝑛(1/𝜀) algorithm for disk graphs by Chan [14] or

the 2(1/𝜀)𝑛 algorithm in planar graphs by Baker [2], both of which are conditionally optimal [35], our

algorithm has a surprising quasi-polynomial dependence on 1/𝜀 rather than exponential. The dependence

on 𝑟 exhibits the classic Euclidean-to-hyperbolic scaling seen in our earlier structural results. For 𝜀 = 1/𝑛,
we are guaranteed to get the optimal solution, and setting 𝓁 = 𝑛 covers the general case. The resulting

running time for 1/𝜀 = 𝓁 = 𝑛 is 𝑛(1+
1
𝑟 log 𝑛), which matches our exact algorithm. Consequently, our

approximation scheme is a generalization of our exact algorithm.
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2 Preliminaries

We introduce fundamental definitions and notation used throughout the paper. Additional concepts and

notation are introduced in their relevant sections as needed.

Graphs and treewidth. A graph 𝐺 = (𝑉 , 𝐸) is a tuple of 𝑛 vertices 𝑉 and 𝑚 edges 𝐸 ⊆ 𝑉 × 𝑉 . We

sometimes write 𝑉 (𝐺) and 𝐸(𝐺) to make explicit which graph we refer to. Unless mentioned otherwise,

we only consider simple graphs, i.e., there are no multi edges and no loops. A graph 𝐻 is a subgraph of

𝐺 if 𝑉 (𝐻 ) ⊆ 𝑉 (𝐺) and 𝐸(𝐻 ) ⊆ 𝐸(𝐺). The subgraph 𝐻 is induced by 𝑉 (𝐻 ) if 𝑢, 𝑣 ∈ 𝑉 (𝐻 ) and {𝑢, 𝑣} ∈ 𝐸(𝐺)
implies that {𝑢, 𝑣} ∈ 𝐸(𝐻 ). Two vertices are adjacent if they appear together in the same edge and an edge

is incident to its vertices. The degree of a vertex is the number of incident edges. A cycle is a connected

graph in which every vertex has degree 2.
An independent set in a graph is a set of pairwise non-adjacent vertices. In the Independent Set

problem, we are given a graph 𝐺6
and a number 𝑘, and the goal is to decide if there is an independent set of

size 𝑘. InMaximum Independent Set, the input is a graph 𝐺 and a number 𝜀 > 0, and the goal is to output

an independent set of size at least (1 − 𝜀)𝑘∗, where 𝑘∗ is the size of the maximum independent set.

Let 𝐺 = (𝑉 , 𝐸) be a graph. A vertex set 𝑆 ⊆ 𝑉 is a separator if 𝑉 can be partitioned into non-empty

subsets 𝑆, 𝑉1, and 𝑉2 such that there is no edge between 𝑉1 and 𝑉2, i.e., for every 𝑣1 ∈ 𝑉1 and 𝑣2 ∈ 𝑉2 it holds
that {𝑣1, 𝑣2} ∉ 𝐸. The separator is 𝛽-balanced if |𝑉1|, |𝑉2| ≤ 𝛽𝑛 for some 𝛽 < 1.

A tree decomposition of a graph 𝐺 = (𝑉 , 𝐸) is a pair (𝑇 , 𝜍) where 𝑇 is a tree and 𝜍 is a mapping from the

vertices of 𝑇 to subsets of 𝑉 called bags, with the following properties. Let Bags(𝑇 , 𝜍) ∶= {𝜍(𝑢) ∶ 𝑢 ∈ 𝑉 (𝑇 )}
be the set of bags associated to the vertices of 𝑇 . Then we have: (1) For any vertex 𝑢 ∈ 𝑉 there is at least one

bag in Bags(𝑇 , 𝜍) containing it. (2) For any edge (𝑢, 𝑣) ∈ 𝐸 there is at least one bag in Bags(𝑇 , 𝜍) containing
both 𝑢 and 𝑣. (3) For any vertex 𝑢 ∈ 𝑉 the collection of bags in Bags(𝑇 , 𝜍) containing 𝑢 forms a subtree of 𝑇 .
The width of a tree decomposition is the size of its largest bag minus 1, and the treewidth of a graph 𝐺
equals the minimum width of a tree decomposition of 𝐺.

A clique-partition of 𝐺 is a partition  of 𝑉 (𝐺) where each partition class 𝐶 ∈  forms a clique in 𝐺.
The -contraction of 𝐺 is the graph obtained by contracting all edges induced by each partition class, and

removing parallel edges; it is denoted by 𝐺 . The weight of a partition class (clique) 𝐶 ∈  is defined

as log(|𝐶| + 1). Given a set 𝑆 ⊂  , its weight 𝛾(𝑆) is defined as the sum of the class weights within, i.e.,

𝛾(𝑆) ∶= ∑𝐶∈𝑆 log(|𝐶| + 1). Note that the weights of the partition classes define vertex weights in the

contracted graph 𝐺 .

We will need the notion of weighted treewidth [17]. Here each vertex has a weight, and the weighted

width of a tree decomposition is the maximum over the bags of the sum of the weights of the vertices in

the bag (note: without the minus 1). The weighted treewidth of a graph is the minimum weighted width

over its tree decompositions. Now let  be a clique partition of a given graph 𝐺. We apply the concept

of weighted treewidth to 𝐺 , where we assign each vertex 𝐶 of 𝐺 the weight log(|𝐶| + 1), and refer to

this weighting whenever we talk about the weighted treewidth of a contraction 𝐺 . For any given  , the

weighted treewidth of 𝐺 with the above weighting is referred to as the -flattened treewidth of 𝐺.

Planarity. A drawing Γ of 𝐺 maps its vertices to different points in ℝ2
and its edges to curves between

its endpoints, i.e., Γ(𝑣) ∈ ℝ2
and Γ({𝑢, 𝑣}) is a curve from Γ(𝑢) to Γ(𝑣). We sometimes also identify a vertex

with its position, i.e., 𝑣 is used to refer to the vertex as well as to the point Γ(𝑣). A drawing is planar if

no two edges intersect except at a common endpoint and the graph 𝐺 is planar if it has a planar drawing.

Two planar drawings Γ1 and Γ2 are combinatorially equivalent if there is a homeomorphism of the plane

onto itself that maps Γ1 to Γ2. The equivalence classes with respect to this equivalence relation are called

6
In this article, the graphs are always intersection graphs given through their geometric representation.
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(a) (b) (c)

Figure 3: Part (a) shows a visualization of the Poincaré disk including (parallel) lines, a circle with its center,

a triangle and generalized polygons. Part (b) shows a visualization of the Beltrami-Klein model including

(parallel) lines, a triangle, and a generalized polygon. Part (c) shows a set of sites 𝑆 ⊆ ℍ2
in the Poincaré

disk model, (𝑆) (black), and (𝑆) (blue); Voronoi vertices are filled squares, ideal Voronoi vertices are

empty squares.

(planar) embeddings and the drawings within such a class are said to realize the embedding. A planar graph

together with a fixed embedding is also called a plane graph.

Consider a graph 𝐺 with a planar drawing Γ. Removing all edges (i.e., their drawing) from ℝ2
potentially

disconnects ℝ2
into several connected components, which are called faces. Exactly one of these faces is

unbounded. It is called the outer face; all other face are inner faces. The boundary of each face is a cyclic

sequence of vertices and edges. For different drawings realizing the same embedding, these sequences

are the same. Thus, to talk about faces and their boundaries, we do not require a drawing but only an

embedding. Vertices and edges on this boundary are incident to the face and if a vertex appears multiple

times on the boundary, it has multiple incidences to the face. An edge can also have two incidences to

the same face, which is the case if and only if it is a bridge, i.e., removing it separates the graph in two

components. In a plane graph, a vertex incident to the outer face is called outer vertex; other vertices are

inner vertices.

Given a plane graph 𝐺, the dual 𝐺⋆
has one vertex for each face of 𝐺. For every edge 𝑒 in 𝐺, the dual 𝐺⋆

contains the dual edge 𝑒⋆ that connects the two faces incident to 𝑒 (which results in a loop, if 𝑒 is a bridge).
The dual 𝐺⋆

is itself a plane graph and its dual is 𝐺⋆⋆ = 𝐺. The weak dual of 𝐺 is 𝐺⋆
without the vertex

representing the outer face of 𝐺.
A polygon is a cycle together with a planar drawing in which all edges are drawn as line segments.

Hyperbolic geometry. We write ℍ2
to refer to the hyperbolic plane and ℝ2

to refer to the Euclidean

plane. The Poincaré disk is a model of ℍ2
that maps the whole hyperbolic plane into the interior of a

Euclidean unit disk; see 3a. We refer to the center of the Poincaré disk as origin. Straight lines in ℍ2

are represented as circular arcs perpendicular to the boundary of the Poincaré disk or as chords through

the origin. Hyperbolic circles are represented as Euclidean circles. The center of the hyperbolic circle

is, however, farther from the origin than the Euclidean center of its representation. The Poincaré disk is

conformal, i.e., angle preserving.

Points on the boundary of the Poincaré disk are called ideal points. These are not part of the hyperbolic

plane, but form a boundary of infinitely far points. An ideal arc between two ideal points 𝑞1 and 𝑞2 is the
set of ideal points between 𝑞1 and 𝑞2 when moving clockwise on the boundary of the Poincaré disk. A

generalized polygon is a cycle together with a planar drawing that maps each vertex to a point in ℍ2
or to

an ideal point. Each edge is either a line segments between points, a ray from a point to an ideal point,

a line between two ideal points, or an ideal arc between two ideal points. Note that the vertices do not

completely determine the generalized polygon, as two ideal points can be connected via a line or an ideal

8



arc. Moreover, a 2-cycle can yield a generalized polygon by mapping both vertices to ideal points and one

edge to the line and the other to the ideal arc between the two. Figure 3a shows two generalized polygons

with their interior shaded in blue.

For a straight line 𝓁 and a point 𝑝 ∉ 𝓁, there are infinitely many parallel lines through 𝑝, i.e., lines
through 𝑝 that do not intersect 𝓁. Two of these parallel lines are special in the sense that they are the closest

to not being parallel. They each share an ideal endpoint with 𝓁 and are called limiting parallels. Let 𝑞 ∈ 𝓁 be
such that 𝑝𝑞 is perpendicular to 𝓁. Then the angle between 𝑝𝑞 and the two limiting parallels is the same on

both sides and only depends on the length 𝑥 = |𝑝𝑞|. It is called the angle of parallelism and denoted by Π(𝑥).
It holds that sin(Π(𝑥)) = 1/ cosh(𝑥) [20, page 402].

Let 𝑎 be the sum of interior angles of a hyperbolic triangle. Then 𝑎 < 𝜋 and the area of the triangle is

𝜋 − 𝑎. Note that this implies that the area of a triangle is upper bounded by 𝜋. More generally, the area of a

𝑘-gon is bounded by (𝑘 − 2)𝜋. The area of a disk with hyperbolic radius 𝑟 is 4𝜋 sinh2(𝑟/2). For 𝑟 → ∞ this

area is in Θ(𝑒𝑟) and for 𝑟 → 0 it is in Θ(𝑟2).
The Beltrami–Klein model also uses the interior of the Euclidean unit disk as ground space. Hyperbolic

straight lines are represented as chords of the unit disk, see Figure 3b. This model is not conformal, but

enables an easy translation of Euclidean line arrangements into the hyperbolic plane.

Delaunay complexes and Voronoi diagrams. Let 𝑆 be a set of sites, i.e., a set of designated points in

ℍ2
. The Voronoi cell of a site 𝑠 ∈ 𝑆 is the set of points that are closer to 𝑠 than to any other site. When

considered in the Poincaré disk, the boundary of each Voronoi cell is a generalized polygon.
7
The non-ideal

segments are part of the perpendicular bisector of two sites and are called Voronoi edges; they are illustrated

in blue in Figure 3c. The points in which three or more Voronoi edges meet are called Voronoi vertices. The

ideal points in which unbounded Voronoi edges end are called ideal Voronoi vertices. We define the Voronoi

diagram (𝑆) of 𝑆 as the following plane graph. Its vertex set is the set of all (ideal) Voronoi vertices. The

edge set of (𝑆) is comprised of the Voronoi edges and the set of ideal arcs connecting consecutive ideal

vertices (red in Figure 3c).

The weak dual of the Voronoi diagram is called Delaunay complex and denoted by (𝑆); it is illustrated
in black in Figure 3c. The edges of (𝑆) are exactly the edges dual to the Voronoi edges, i.e., the edges

of (𝑆) that are not ideal arcs. Thus, sites 𝑠1 ∈ 𝑆 and 𝑠2 ∈ 𝑆 are connected in the (𝑆) if and only if their

Voronoi cells share a boundary. In contrast to the Euclidean case, the outer face of (𝑆) is not the convex
hull of 𝑆. In fact, its boundary is not necessarily a simple cycle; see Figure 3c. A site is an outer vertex of

(𝑆) if and only if the corresponding Voronoi cell is unbounded.

Let 𝑓∞ denote the outer face of the Delaunay complex (𝑆). For each incidence of an edge 𝑒 of (𝑆) to
𝑓∞, the dual edge 𝑒⋆ has one ideal vertex as endpoint. If 𝑒 is not a bridge, 𝑒⋆ is a ray connecting a Voronoi

vertex with an ideal Voronoi vertex. If 𝑒 is a bridge 𝑒⋆ is a line connecting two ideal Voronoi vertices; one

for each incidence of 𝑒 to 𝑓∞.
The Voronoi cells are convex. Thus, drawing each edge {𝑢, 𝑣} of the Delaunay complex(𝑆) by choosing

an internal point 𝑝 on the Voronoi edge dual to {𝑢, 𝑣} and then connecting 𝑢 via 𝑝 to 𝑣 using the two line

segments 𝑢𝑝 and 𝑝𝑣 yields a planar drawing of (𝑆); see Figure 3c. It has the property that each edge of

(𝑆) intersects its dual Voronoi edge in exactly one point and it intersects no other Voronoi edges.

3 Balanced separators in HUDGs

Let 𝐺 be a hyperbolic uniform disk graph with 𝑛 vertices and radius 𝑟 . We show that 𝐺 has a balanced

separator that can be covered by ((1 + 1/𝑟) log 𝑛) cliques; see Theorem 1. The overall argument is as

follows. We find a double wedge bounded by two lines 𝓁1 and 𝓁2 that contains no vertex in its interior

7
We note that Voronoi cells containing ideal points in their boundary are actually unbounded in the hyperbolic plane.
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Figure 4: Illustration of our separator using the Poincaré disk model. (a) The axis 𝑚 is chosen such that

it separates the vertices in a balanced fashion. The double wedge between 𝓁1 and 𝓁2 contains no vertices.

The separator consists of the blue set of all vertices of distance at most 𝑟 to the axis 𝑚. (b) We cover the

separator with boxes that have diameter 2𝑟 and thus form cliques. (c) If the opening angle 𝜑 is sufficiently

large, then 𝑥 is sufficiently small and we only need few boxes to cover the whole separator.

and separates the other vertices of 𝐺 in a balanced fashion. In Figure 4a, the double wedge with apex 𝑝 is

shaded gray and contains no vertices and the regions above and below the wedge each contain a constant

fraction of the vertices.

Let 𝑚 be the angular bisector of the wedge. As separator, we use the set of all vertices that have

distance at most 𝑟 from 𝑚. The set of points with distance exactly 𝑟 from 𝑚 forms two curves that are

called hypercycles with axis 𝑚. Thus, vertices belong to the separator if they lie on or between the two

hypercycles. The hypercycles are shown in Figure 4a and the region where separator vertices can lie is

shaded blue. In the Poincaré disk, hypercycles are arcs of Euclidean circles that meet the boundary of the

disk at the same ideal points as their axis but at a non-right angle. Observe that any vertex from above the

top hypercycle has distance greater than 2𝑟 to any vertex below the bottom hypercycle. Thus, the vertices

in the blue region indeed form a balanced separator.

It remains to show that the graph induced by vertices in the blue region can be covered with few cliques.

For this, we cover the blue region with boxes as shown in Figure 4b. We show that each of these boxes has

diameter at most 2𝑟 , implying that the vertices within one box induce a clique. Moreover, we show that we

only need ((1 + 1/𝑟) log 𝑛) such boxes. For the latter, we need a lower bound on the opening angle of the

empty double wedge. Observe that a larger opening angle 𝜑 in Figure 4c shrinks the blue region, which

reduces the number of boxes required to cover it.

In Section 3.1, we give a bound on the number of cliques required to cover the separator, parameterized

by the opening angle of the empty double wedge. Afterwards, in Section 3.2 we show that there is a wedge

with not too small opening angle that yields a balanced separator. The proof is constructive, i.e., given the

graph with vertex positions, we can efficiently find the wedge and thereby a balanced separator.

3.1 Covering the separator with cliques

We start by defining the boxes between a hypercycle and its axis 𝑚 as illustrated in Figure 4b. We place

points 𝑏0,… , 𝑏𝑘 along 𝑚, such that 𝑏0 = 𝑝 and they are evenly spaced at distance tanh(𝑟). Through each
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point 𝑏𝑖 we draw a line perpendicular to 𝑚 and let 𝑎𝑖 denote its intersection with the upper hypercycle,

see Figure 4b. We call the region bounded by the line segments 𝑎𝑖−1𝑏𝑖−1, 𝑏𝑖−1𝑏𝑖, 𝑏𝑖𝑎𝑖, and the part of the

hypercycle between 𝑎𝑖 and 𝑎𝑖−1 a box.

Lemma 7. The diameter of each box is at most 2𝑟 .

Proof. All boxes are congruent as 𝑏𝑖−1𝑎𝑖−1 and 𝑎𝑖𝑏𝑖 have length 𝑟 , segment 𝑏𝑖−1𝑏𝑖 has length tanh 𝑟 , and there
are right angles at 𝑏𝑖−1 and 𝑏𝑖. Thus, without loss of generality, we consider only 𝑖 = 1.

We first argue that the points realizing the diameter must both be vertices. For this, fix a point 𝑞 of the
box. Let 𝑑 be the maximum distance of 𝑞 to a vertex of the box, i.e., the closed disk 𝐷 of radius 𝑑 centered at
𝑞 contains each of the vertices 𝑎0, 𝑎1, 𝑏0, 𝑏1 (with one of them lying on its boundary). As the sides 𝑎0𝑏0, 𝑏0𝑏1,
and 𝑏1𝑎1 are straight line segments and the disk 𝐷 is convex, these three sides of the box are also contained

in 𝐷 and thus have distance at most 𝑑 to 𝑞. The side between 𝑎0 and 𝑎1 is not a straight line but a piece
of a hypercycle. To see that this side lies also inside 𝐷, we use that in the Poincaré disk, a hypercycle is a

circular arc
8
as shown in Figure 4. Its Euclidean radius in the Poincaré disk is bigger than 1 (i.e., bigger than

that of the Poincaré disk itself). Moreover, the disk 𝐷 is also a disk in the Poincaré disk, but with smaller

radius. Thus, if 𝑎0 and 𝑎1 lie in 𝐷, then the hypercycle segment between 𝑎0 and 𝑎1 lies in 𝐷 and thus has

distance at most 𝑑 form 𝑞. It follows that the point of the box with maximum distance to 𝑞 is one of the
vertices, which proves the claim that the diameter is realized by two vertices.

It remains to bound the distances between vertices. The length of both sides 𝑎0𝑏0 and 𝑎1𝑏1 is 𝑟 and the

length of the side 𝑏0𝑏1 is tanh 𝑟 < 𝑟 . By the triangle inequality, the diagonals have length less than 2𝑟 . It
thus remains to bound the length of 𝑎0𝑎1.

To calculate the distance from 𝑎0 to 𝑎1, we can use that the polygon 𝑎0, 𝑏0, 𝑏1, 𝑎1 is a Saccheri quadrilateral
with base 𝑏0𝑏1 of length tanh 𝑟 , legs 𝑏0𝑎0 and 𝑏1𝑎1 of length 𝑟 , and summit 𝑎0𝑎1. The length of the summit is

given by the following formula [20, Theorem 10.8]:

sinh
|𝑎0𝑎1|
2

= cosh 𝑟 sinh
tanh 𝑟
2

< cosh 𝑟 sinh
min{1, 𝑟}

2
,

where we used the simple bound tanh 𝑟 < min{𝑟 , 1} for 𝑟 > 0 and the fact that sinh is strictly increasing. If

𝑟 ≤ 1, then we get

sinh
|𝑎0𝑎1|
2

< cosh 𝑟 sinh(𝑟/2)

< 2 cosh(𝑟/2) sinh(𝑟/2)
= sinh 𝑟 ,

as cosh 𝑟 < 2 < 2 cosh(𝑟/2) when 0 < 𝑟 ≤ 1. If 𝑟 > 1, then

sinh
|𝑎0𝑎1|
2

< cosh 𝑟 sinh(1/2) < sinh 𝑟 ,

since sinh 𝑟/ cosh 𝑟 = tanh 𝑟 > tanh 1 > sinh(1/2) as tanh 𝑟 is monotone increasing. Consequently,

|𝑎0𝑎1| < 2𝑟 . Thus, all distances between vertices of a box are at most 2𝑟 , which concludes the proof.

From this lemma, it follows that the vertices inside any box induce a clique. Next, we aim to give an

upper bound on the number of boxes we need to cover the separator. For this, let 𝑘 be the smallest number

8
Here we assume without loss of generality that the axis of the hypercycles goes through the center of the Poincaré disk.
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such that 𝑎𝑘 lies in the wedge formed by 𝓁1 and 𝓁2. In Figure 4b, 𝑘 = 3 as 𝑎3 lies in the gray wedge. Clearly,

we can cover the whole separator (blue in Figure 4), with (𝑘) boxes on both sides of the line and thus

with (𝑘) cliques. The following lemma gives a bound on 𝑘 depending on the opening angle of the wedge.

Lemma 8. Let 𝑘 be the smallest number such that 𝑎𝑘 lies inside the wedge with opening angle 2𝜑. Then the

distance between 𝑏0 and 𝑏𝑘 is in ( log 1
𝜑).

Proof. Consider the triangle in Figure 4c, where 𝑝 = 𝑏0 is the apex of the wedge, 𝑑 is the intersection of the

wedge boundary 𝓁1 with the hypercycle, and 𝑐 is the point on the axis with distance 𝑟 from 𝑑. Recall that
the distance between 𝑏𝑖−1 and 𝑏𝑖 is tanh 𝑟 < 1. Thus, the distance between 𝑏0 and 𝑏𝑘 equals the distance 𝑥
between 𝑝 and 𝑐 up to an additive constant. It remains to give an upper bound on 𝑥 .

Using hyperbolic trigonometry of right triangles, we get

tan 𝜑 =
tanh 𝑟
sinh 𝑥

⇒ sinh 𝑥 =
tanh 𝑟
tan 𝜑

.

Using that tanh 𝑟 < 1 and tan 𝜑 > 𝜑, we obtain sinh 𝑥 < 1
𝜑 . This yields the claim.

As the distance between 𝑏𝑖−1 and 𝑏𝑖 is tanh 𝑟 , we can cover the separator with (log 1
𝜑/ tanh 𝑟) =

(log 1
𝜑 ⋅ (1 + 1/𝑟)) many boxes, each of which is covered by one clique. This directly yields the following

corollary.

Corollary 9. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 . Let 𝑚 be a line through a point 𝑝 ∈ ℍ2

such that all lines through 𝑝 and a vertex of 𝐺 have an angle of at least 𝜑 with 𝑚. Then the subgraph of 𝐺
induced by vertices of distance at most 𝑟 from 𝑚 can be covered with ( log 1

𝜑 ⋅ (1 + 1
𝑟 )) cliques.

3.2 Balanced separators

Corollary 9 already yields a separator that can be covered with few cliques, if the angle 𝜑 is not too small. It

remains to provide the point 𝑝 together with the line 𝑚 through 𝑝 such that the separator is balanced and

𝜑 is not too small. For this, let 𝑉 be a set of 𝑛 points (the vertices of 𝐺). We call a point 𝑝 ∈ ℍ2
a centerpoint

of 𝑉 if every line through 𝑝 divides 𝑉 into two subsets that both have size at least
𝑛
3 . The following lemma

provides such a centerpoint (which follows directly from the existence of a Euclidean centerpoint [26]). It

was also observed in [27], but we provide a proof for completeness.

Lemma 10 (See also [27, proof of Lemma 4]). A centerpoint of a set of 𝑛 points in the hyperbolic plane exists

and can be found in (𝑛) time.

Proof. We do this by first converting the points to the Beltrami-Klein model of the hyperbolic plane. Here,

any hyperbolic line is also a Euclidean line, which means a Euclidean centerpoint is also a hyperbolic

centerpoint. Thus, we can simply find the Euclidean centerpoint (which takes (𝑛) time [26]) and then

convert it back to our original model of the hyperbolic plane.

Now, consider the lines 𝓁1,… , 𝓁𝑛, where 𝓁𝑖 goes through 𝑝 and the vertex 𝑣𝑖 ∈ 𝑉 . Let without loss of
generality 𝓁1 and 𝓁2 be the two consecutive lines with maximum angle between them. As there are 2𝑛 angles
between consecutive lines covering the full 2𝜋 angle, the angle between 𝓁1 and 𝓁2 is at least 𝜋/𝑛. Set 𝑚 to

be the angular bisector of 𝓁1 and 𝓁2. It follows that 1
𝜑 ∈ (𝑛) and thus Corollary 9 yields a separator that

can be covered by (log 𝑛 ⋅ (1 + 1
𝑟 )) cliques. Moreover, as 𝑚 goes through the centerpoint 𝑝, this separator

is balanced. Clearly, the line 𝑚 and thus the separator can be computed in (𝑛 log 𝑛) time. This concludes

the proof of Theorem 1.

Theorem 1. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 . Then 𝐺 has a separator 𝑆 that can be

covered with ( log 𝑛 ⋅ (1 + 1
𝑟 )) cliques, such that all connected components of 𝐺 − 𝑆 have at most

2
3𝑛 vertices.

The separator can be computed in (𝑛 log 𝑛) time.
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Figure 5: Illustration of Lemma 11. An inner vertex of the Delaunay complex 𝑠 with two consecutive

neighbors 𝑎 and 𝑏. From the fact that the Voronoi cell of 𝑠 is bounded, we can derive an upper bound for

the angle 2𝛼 between 𝑠𝑎 and 𝑠𝑏.

4 Outerplanarity of hyperbolic Delaunay complexes

Let 𝑆 be a set of 𝑛 sites in ℍ2
with pairwise distance at least 2𝑟 . Note that 𝑆 interpreted as hyperbolic

uniform disk graph with radius 𝑟 forms an independent set. Here we prove Theorem 4, giving an upper

bound on the outerplanarity of the Delaunay complex (𝑆). We use two different types of arguments.

The first argument is, roughly speaking, based on the observation that any inner vertex of (𝑆) requires
many other sites around it to shield it from being an outer vertex. This is similar to the observation in

the introduction (recall Figure 1) that for high radius 𝑟 , large stars can be realized. Consequentially, this

first type of argument only works in case 𝑟 is a sufficiently large constant. The second type of argument

considers layers of bounded Voronoi cells (which correspond to inner vertices of (𝑆)) around one fixed

center cell. As the union of these layers is bounded by a polygon with a linear number of vertices, its area

is linear. In contrast to that, we will see that the area of the layers grows exponentially with the layer (with

the base depending on 𝑟), showing that there cannot be too many layers.

Before we start with the proof, we make one more observation. If the sites 𝑆 are in general position,

i.e., no four sites lie on the same circle, then the Voronoi diagram is a 3-regular graph and the Delaunay

complex is internally triangulated, i.e., each inner face is a triangle. Otherwise, the sites 𝑆 can be slightly

perturbed to give a set 𝑆′, such that(𝑆′) is obtained from(𝑆) by triangulating each inner face. Moreover

(𝑆′) is obtained from (𝑆) by splitting each vertex of degree more than 3 into a binary tree. Triangulating

(𝑆) only adds edges to it and thereby only increases its outerplanarity. Thus, any upper bound on the

outerplanarity of (𝑆′) also holds for (𝑆). For this section, we assume without loss of generality that 𝑆 is

in general position, i.e., (𝑆) is internally triangulated.

4.1 Large-radius case

We start with the argument for the case where the radius is sufficiently large. The core observation that

any inner vertex of (𝑆) requires many other sites around it is summarized in the following lemma.

Lemma 11. Let 𝑆 be a set of sites in ℍ2
with pairwise distance at least 2𝑟 . Any inner vertex of the Delaunay

complex (𝑆) has degree at least 𝑒𝑟 .

Proof. Let 𝑠 ∈ 𝑆 be a site that is an inner vertex of (𝑆), i.e., its Voronoi region is bounded. We show that

the angle between consecutive neighbors of 𝑠 must not to be too large as the Voronoi region of 𝑠 would be

unbounded otherwise. Consider two consecutive neighbors 𝑎, 𝑏 ∈ 𝑆 of 𝑠 as shown in Figure 5. Let 𝑝𝑎 and 𝑝𝑏
be the perpendicular bisectors of 𝑠𝑎 and 𝑠𝑏, respectively, and let 𝓁 be the angular bisector of 𝑠𝑎 and 𝑠𝑏. Since
𝑠 is an inner vertex, 𝑝𝑎 and 𝑝𝑏 have to intersect and thus 𝑝𝑎 or 𝑝𝑏 has to intersect 𝓁.

Without loss of generality assume that 𝑝𝑎 intersects 𝓁, as in Figure 5. Because all sites in 𝑆 have pairwise
distance at least 2𝑟 , the distance 𝑑𝑎 between 𝑠 and the intersection of 𝑠𝑎 with its perpendicular bisector 𝑝𝑎 is
at least 𝑟 . The angle 𝛼 between 𝑠𝑎 and 𝓁 has to be smaller than the angle of parallelism Π(𝑑𝑎), as 𝓁 and 𝑝𝑎
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intersect. Thus, we get

𝛼 < Π(𝑑𝑎) ≤
𝜋
2
sin Π(𝑑𝑎) =

𝜋
2

1
cosh 𝑑𝑎

≤ 𝜋𝑒−𝑑𝑎 ≤ 𝜋𝑒−𝑟 .

Therefore, the angle between 𝑠𝑎 and 𝑠𝑏 is at most 2𝛼 ≤ 2𝜋𝑒−𝑟 . It follows that 𝑠 has at least 2𝜋
2𝜋𝑒−𝑟 = 𝑒𝑟

neighbors.

Observe that if 𝑟 > log 6, then every inner vertex of(𝑆) has degree more than 6. As the average degree
in planar graphs is at most 6, a constant fraction of vertices have to be outer vertices to make up for the

above-average degree of inner vertices. This observation yields the following lemma.

Lemma 12. Let 𝐺 be a plane graph in which every inner vertex has degree at least 𝑑 > 6. Then 𝐺 is

𝑘-outerplanar for 𝑘 < 1 + log𝑑/6 𝑛.

Proof. In a planar graph with 𝑛 vertices, Euler’s formula implies that the number of edges is less than

3𝑛. Thus the sum of all vertex degrees is less than 6𝑛. Let 𝑛inner be the number of inner vertices. As the

sum of inner degrees, which is at least 𝑑 ⋅ 𝑛inner, is at most the sum of all degrees, we get 𝑑 ⋅ 𝑛inner ≤ 6𝑛.
Consequently, 𝑛inner < 𝑛 ⋅ 6/𝑑.

It follows that removing all outer vertices yields a plane graph with less than 𝑛 ⋅ 6/𝑑 vertices in which

every inner vertex again has degree at least 𝑑. Thus, repeatedly removing all outer vertices 𝑘 times yields

a graph with less than 𝑛 ⋅ (6/𝑑)𝑘 vertices. Hence 𝐺 is reduced to at most one vertex in less than log𝑑/6 𝑛
rounds, which concludes the proof.

For 𝑟 ≥ 1.8 > log 6, these two lemmas already yield the claim of Theorem 4; also see the formal proof in

Section 4.3, where we combine the large- and small-radius case.

4.2 Small-radius case

As mentioned above, we use an argument based on area for the case that the radius is a small constant or

even decreasing with 𝑛. Before we start, we give a simple area-based argument for why 𝑟 ≥ log 𝑛 implies

that the Delaunay complex has no inner vertices. Although our argument for small radii is more involved,

this gives a good intuition how the area behaves in the hyperbolic plane and how this can help us in proving

outerplanarity. Let 𝑠 ∈ 𝑆 be a site. If 𝑠 is an inner vertex of (𝑆), then its Voronoi cell is bounded and its

boundary is a polygon of at most 𝑛 − 1 vertices. Thus, the area of this Voronoi cell is less than (𝑛 − 3)𝜋.
Simultaneously, the disk of radius 𝑟 around 𝑠 is included in the Voronoi cell of 𝑠 as all sites have pairwise
distance at least 2𝑟 . The area of this disk is 4𝜋 sinh2( 𝑟2 ) which is larger than 𝑒𝑟 for sufficiently large 𝑟 . From
this it follows that bounded cells can only exist when 𝑟 < log 𝑛.

To make an argument that works for smaller 𝑟 , let 𝑠 ∈ 𝑆 be an arbitrary but fixed vertex of the Delaunay

complex(𝑆). We partition the vertices of(𝑆) into layers by hop distance from 𝑠 in(𝑆), i.e., 𝑉𝓁 is the set
of vertices with distance 𝓁 from 𝑠. Let 𝐿 be the largest integer such that for all 𝓁 ≤ 𝐿 the layer 𝑉𝓁 contains
only inner vertices. Note that our goal is to prove an upper bound on 𝐿 as this bounds the distance of 𝑠 to
the outer face.

As the Delaunay complex is an internally triangulated plane graph, each layer 𝑉𝓁 induces a cycle. We

denote the vertices in 𝑉𝓁 with 𝑣𝑖𝓁 and number the vertices modulo |𝑉𝓁|, such that vertex 𝑣𝑖𝓁 is adjacent to
vertices 𝑣𝑖−1𝓁 and 𝑣𝑖+1𝓁 ; see Figure 6a. Moreover, we assume the Delaunay graph to be drawn as follows. For

every edge {𝑣𝑖𝓁, 𝑣𝑖+1𝓁 } we choose a point on its dual edge, i.e., the boundary between the two corresponding

Voronoi cells, denote it with 𝑣𝑖+0.5𝓁 , and connect 𝑣𝑖𝓁 and 𝑣𝑖+1𝓁 with two line segments via 𝑣𝑖+0.5𝓁 . We denote

the resulting polygon with 𝑃𝓁 and call it a layer polygon of 𝑠. Note that this yields a sequence of nested
polygons where 𝑃𝓁−1 lies in the interior of 𝑃𝓁.
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𝑠

𝑣0𝓁

𝑣1𝓁

𝑣2𝓁

𝑣3𝓁

𝑣0.5𝓁

𝑣1.5𝓁

𝑣2.5𝓁
𝑃𝓁 𝑃𝓁−1

(a)

𝑠

𝑣0𝓁

𝑣1𝓁

𝑣0.5𝓁

𝑣1.5𝓁

𝑣2𝓁

(b)

𝑠

𝑣0𝓁 𝑣0.5𝓁

𝑣1.5𝓁

𝑣2𝓁

𝑣1𝓁
𝑟

(c)

Figure 6: Illustration of the small-radius case. (a) shows two consecutive layer polygons 𝑃𝓁−1 and 𝑃𝓁 in the

Delaunay complex around 𝑠. The Voronoi diagram is shown in blue. We show an upper bound of the area

inside 𝑃𝓁 by covering it with the red triangles (b). We show a lower bound for the area between 𝑃𝓁−1 to
𝑃𝓁 via the red triangles in (c). Relating these two bounds yields an exponential area growth with a basis

depending on 𝑟 .

Our goal then is to show that the area inside 𝑃𝓁, denoted by Area(𝑃𝓁), grows exponentially in 𝓁 with a

basis 𝑏(𝑟) depending on 𝑟 . As Area(𝑃𝐿) for the outermost layer 𝐿 is upper bounded by something linear in

𝑛, there cannot be too many layers. The interesting part is proving the exponential growth. For this, we

show that the area gain Area(𝑃𝓁) − Area(𝑃𝓁−1) in layer 𝓁 makes up at least some sufficiently large fraction

of the area Area(𝑃𝓁). For this, we give an upper bound for Area(𝑃𝓁) and relate it to a lower bound for

Area(𝑃𝓁) − Area(𝑃𝓁−1).
How we derive these bounds is illustrated in Figure 6b and Figure 6c, respectively. For the upper bound

on Area(𝑃𝓁), we cover 𝑃𝓁 with triangles connecting every edge of 𝑃𝓁 with the vertex 𝑠; see the two red

triangles in Figure 6b for the two edges {𝑣0.5𝓁 , 𝑣1𝓁 } and {𝑣1𝓁 , 𝑣1.5𝓁 } of 𝑃𝓁. For the lower bound, we find a set of

disjoint triangles that lie between 𝑃𝓁 and 𝑃𝓁−1. For this, observe that for every vertex 𝑣𝑖𝓁 ∈ 𝑉𝓁 in layer 𝓁, the
Voronoi cell of 𝑣𝑖𝓁 completely contains the disk of radius 𝑟 around 𝑣𝓁 as the sites have pairwise distance at
least 2𝑟 . Thus, the two triangles illustrated in red for 𝑣1𝓁 in Figure 6c satisfy the property of lying between 𝑃𝓁
and 𝑃𝓁−1. As the two triangles can in principle intersect, we choose for each vertex in layer 𝓁 the larger of
the two triangles. Note that this gives a collection of |𝑉𝓁| disjoint triangles, as each chosen triangle lies in a

different Voronoi cell. Thus, the total area of these triangles gives a lower bound for Area(𝑃𝓁) − Area(𝑃𝓁−1).
It then remains to relate the upper bound for Area(𝑃𝓁), i.e., the area of the red triangles in Figure 6b,

with the lower bound for Area(𝑃𝓁) − Area(𝑃𝓁−1), i.e., the area of larger red triangle in Figure 6c. Intuitively,

this does not seem too far fetched for the following reasons. First, the triangles in Figure 6b share a side

with the triangles in Figure 6c. Secondly, the other sides of the triangles in Figure 6c have length at least 𝑟 .
Thus, the triangles in Figure 6c cannot be too much smaller than those in Figure 6b.

Before formalizing the above proof idea, we show two simple results about hyperbolic triangle ar-

eas, both based on the fact that a right-angled triangle with short sides of length 𝑎 and 𝑏 has area

2 arctan (tanh 𝑎
2 ⋅ tanh

𝑏
2). We start with an upper bound on the area of a triangle where one side has

a specific length. This will serve as an upper bound for the triangles in Figure 6b.

Lemma 13. Any triangle with one side of length 𝑎 has area at most min{𝑎, 𝜋}.

Proof. We first need that arctan(tanh 𝑥) ≤ min{𝑥, 𝜋/4} for 𝑥 ≥ 0. Here, tanh 𝑥 < 1 implies arctan(tanh 𝑥) <
arctan 1 = 𝜋/4 as arctan is strictly increasing. For the other part, using that tanh(𝑥) ≤ 𝑥 and arctan(𝑥) ≤ 𝑥
for 𝑥 ≥ 0 yields arctan(tanh 𝑥) ≤ tanh 𝑥 ≤ 𝑥 .

Consider the line perpendicular to the side of length 𝑎 through its opposite vertex. It either splits the

15



𝑎
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(a)
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𝑐

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑏

(b)

Figure 7: Illustration of Lemma 13 giving an upper bound on the area of a triangle (blue) with side length 𝑎.

triangle in two right triangles as shown in Figure 7a or it extends the triangle into a larger one as shown in

Figure 7b. In both cases, let 𝑏 be the length of the new perpendicular line. Moreover, in the first case, the

side of length 𝑎 is split into two sides of length 𝑎1 and 𝑎2. In the second case, the side of length 𝑎 is extended
by 𝑐 yielding a right triangle with side length 𝑐 + 𝑎.

For the first case, the area of the triangle (blue in Figure 7a) is the sum of the two triangles, i.e.,

2 arctan(tanh
𝑎1
2
tanh

𝑏
2)

+ 2 arctan(tanh
𝑎2
2
tanh

𝑏
2)

≤ 2 arctan(tanh
𝑎1
2 ) + 2 arctan(tanh

𝑎2
2 )

≤ min{𝑎1, 𝜋/2} + min{𝑎2, 𝜋/2}
≤ min{𝑎, 𝜋}.

For the second case, we are interested in the area of the blue triangle in Figure 7b. Using that arctan(𝑥)
and tanh(𝑥) are both subadditive

9
for 𝑥 ≥ 0 and arctan is increasing, we can estimate the area of the right

triangle with side lengths 𝑏 and 𝑐 + 𝑎 (red + blue in Figure 7b) as

2 arctan(tanh
𝑎 + 𝑐
2

tanh
𝑏
2)

≤ 2 arctan((tanh
𝑎
2
+ tanh

𝑐
2)

tanh
𝑏
2)

≤ 2 arctan(tanh
𝑎
2
tanh

𝑏
2)

+ 2 arctan(tanh
𝑐
2
tanh

𝑏
2)

.

Now we get the area of the triangle with side length 𝑎 (blue), as the difference between two right triangles

(red + blue − red), which yields

2 arctan(tanh
𝑎 + 𝑐
2

tanh
𝑏
2)

− 2 arctan(tanh
𝑐
2
tanh

𝑏
2)

≤ 2 arctan(tanh
𝑎
2
tanh

𝑏
2)

≤ 2 arctan(tanh
𝑎
2)

≤ min{𝑎, 𝜋}.

To lower bound the area of the triangles in Figure 6c, we use the following lemma. We note that the

requirement 𝑎 ≤ 1.8 in this lemma is the reason why this section only deals with the case 𝑟 ≤ 1.8.

Lemma 14. A right-angled triangle with short sides of length 𝑎 ≤ 1.8 and 𝑏 has area at least 𝑎/5 ⋅min{𝑏, 𝜋}.

Proof. The area is given by the function 𝑓𝑏(𝑎) ∶= 2 arctan (tanh 𝑎
2 ⋅ tanh

𝑏
2), which is concave, as 𝑓 ′′

𝑏 (𝑎) =
− 2 sinh 𝑎 sinh(2𝑏)

(2+2 cosh 𝑎 cosh 𝑏)2 ≤ 0 for any 𝑎, 𝑏 ∈ ℝ. Because additionally 𝑓𝑏(0) = 0, we can say that 𝑓𝑏(𝑎) ≥ 𝑎 ⋅ 𝑓𝑏(1.8)/1.8
for 𝑎 ∈ [0, 1.8]. What remains is to bound 𝑔(𝑏) ∶= 𝑓𝑏(1.8). This function 𝑔(𝑏) is concave for analogous
reasons as before, and again 𝑔(0) = 0, so we can say that 𝑔(𝑏) ≥ 𝑏⋅𝑔(𝜋)/𝜋 ≥ 0.37𝑏 for 𝑏 ∈ [0, 𝜋]. Additionally,
𝑔(𝑏) ≥ 0.37𝜋 for 𝑏 ≥ 𝜋. Thus, 𝑓𝑏(𝑎) ≥ 𝑎/5 ⋅min{𝑏, 𝜋} for 𝑎 ∈ [0, 1.8].

9
A function 𝑓 is subadditive if 𝑓 (𝑥 + 𝑦) ≤ 𝑓 (𝑥) + 𝑓 (𝑦)
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With this, we are ready to show that the area of the layer polygons grows exponentially.

Lemma 15. Let 𝑟 ≤ 1.8 and let 𝑆 be a set of sites inℍ2
with pairwise distance at least 2𝑟 . Let 𝑠 ∈ 𝑆 be any site

and let 𝑃𝓁 be the 𝓁-th layer polygon of 𝑠 in the Delaunay complex (𝑆). Then Area(𝑃𝓁) ≥ 10
10−𝑟 ⋅ Area(𝑃𝓁−1).

Proof. We give an upper bound on Area(𝑃𝓁) as well as a lower bound on Area(𝑃𝓁) − Area(𝑃𝓁−1) and then

relate these two. For the upper bound onArea(𝑃𝓁), we cover 𝑃𝓁 with triangles as shown in Figure 6b and sum

the area of these triangles. For each 𝑣𝑖 ∈ 𝑉𝓁, we get two triangles with sides 𝑣𝑖−0.5𝓁 𝑣𝑖𝓁 and 𝑣𝑖𝓁𝑣𝑖+0.5𝓁 , respectively.

Using Lemma 13 to bound their area, we obtain

Area(𝑃𝓁) ≤
|𝑉𝓁 |

∑
𝑖=1

min{|𝑣𝑖−0.5𝓁 𝑣𝑖𝓁|, 𝜋} + min{|𝑣𝑖𝓁𝑣
𝑖+0.5
𝓁 |, 𝜋}.

For the lower bound, let 𝑣𝑖 ∈ 𝑉𝓁 and consider the triangle with a right angle at 𝑣𝑖𝓁 where the two

sides forming that right angle are 𝑣𝑖𝓁𝑣𝑖+0.5𝓁 and the perpendicular line segment of length 𝑟 that lies in
the interior of 𝑃𝓁; see Figure 6c. Analogously, we define a triangle with side 𝑣𝑖+0.5𝓁 𝑣𝑖𝓁. Using Lemma 14

the larger of the two triangles has area at least 𝑟/5 ⋅ min
{
max{|𝑣𝑖−0.5𝓁 𝑣𝑖𝓁|, |𝑣𝑖𝓁𝑣𝑖+0.5𝓁 |}, 𝜋

}
, which is at least

𝑟/10 ⋅ (min{|𝑣𝑖−0.5𝓁 𝑣𝑖𝓁|, 𝜋} + min{|𝑣𝑖𝓁𝑣𝑖+0.5𝓁 |, 𝜋}). Note that these two triangles lie inside 𝑃𝓁 but outside 𝑃𝓁−1 and
they do not intersect other triangles that are obtained in the same way for other vertices in 𝑉𝓁. Thus, we
obtain

Area(𝑃𝓁) − Area(𝑃𝓁−1) ≥
𝑟
10

|𝑉𝓁 |

∑
𝑖=1

min{|𝑣𝑖−0.5𝓁 𝑣𝑖𝓁|, 𝜋} + min{|𝑣𝑖𝓁𝑣
𝑖+0.5
𝓁 |, 𝜋}.

Observe that this lower bound is the same as the upper bound except for the factor of 𝑟/10. Thus, we
obtain Area(𝑃𝓁) − Area(𝑃𝓁−1) ≥ 𝑟

10 Area(𝑃𝓁). Rearranging yields the claimed bound.

4.3 Combining the two

Combining the results for small and large radius, we obtain the desired theorem.

Theorem 4. Let 𝑆 be a set of 𝑛 sites (points) in ℍ2
with pairwise distance at least 2𝑟 . Then the Delaunay

complex (𝑆) is 1 + ( log 𝑛𝑟 )-outerplanar.

Proof. First, assume 𝑟 ≥ 1.8. As 1.8 > log 6, it follows from Lemma 11 that any inner vertex of (𝑆) has
degree at least 𝑒𝑟 > 6. We can thus apply Lemma 12 to obtain that(𝑆) is 𝑘-outerplanar for 𝑘 < 1+ log𝑒𝑟/6 𝑛,
which matches the claimed bound.

For the case where 𝑟 ≤ 1.8, first note that the claimed bound trivially holds for 𝑟 ≤ 1/𝑛 as any planar

graph is clearly (𝑛 log 𝑛)-outerplanar. For 1/𝑛 < 𝑟 ≤ 1.8, let 𝑠 ∈ 𝑆 be any site and consider the layer

polygons 𝑃1,… , 𝑃𝐿 where 𝐿 + 1 is the distance of 𝑠 in (𝑆) to the closest outer vertex. Then by Lemma 15

the area of the polygons grows by a factor of at least
10

10−𝑟 in every step and thus we get

(
10

10 − 𝑟)

𝐿

⋅ Area(𝑃1) ≤ Area(𝑃𝐿) ⇒ 𝐿 ≤
log Area(𝑃𝐿)

Area(𝑃1)

log 10
10−𝑟

.

First note that log 10
10−𝑟 ≥

𝑟
10 for 𝑟 < 10 and thus it remains to show that

Area(𝑃𝐿)
Area(𝑃1) is polynomial in 𝑛. For

this observe that Area(𝑃𝐿) ≤ 2𝜋𝑛 as it is a polygon with less than 2𝑛 vertices. Moreover, 𝑃1 at least includes
the Voronoi cell of 𝑠, which includes a disk of radius 𝑟 as sites have pairwise distance at least 2𝑟 . Thus,
Area(𝑃1) ≥ 4𝜋 sinh2(𝑟/2) ∈ Ω(1/𝑛2) as 𝑟 ≥ 1/𝑛 and sinh 𝑥 behaves like 𝑥 for 𝑥 close to 0. It follows that
𝐿 ∈ ( log 𝑛𝑟 ), which concludes the proof.

17



𝑒4 𝑒5

𝑒6
𝑒8

𝑒7

𝑒1 𝑒2

𝑒3

𝑒4

𝑒5 𝑒6 𝑒7

𝑒8

𝑇 𝐺

𝑒𝑇
𝑒2

𝑒3

𝑒1

Figure 8: A branch decomposition 𝑇 of a graph 𝐺 with a highlighted edge 𝑒𝑇 of 𝑇 and the corresponding

noose in 𝐺, that separates the two parts of 𝐸(𝐺).

5 Exact algorithm for Independent Set

In the following, we give an exact algorithm for computing an independent set of a given size in a hyperbolic

uniform disk graph 𝐺 of radius 𝑟 that is given via its geometric realization. Let 𝑆 be an independent set of

𝐺. As there are no edges between vertices in 𝑆, they have pairwise distance at least 2𝑟 . Thus, Theorem 4

gives us an upper bound on the outerplanarity of the Delaunay complex (𝑆), which implies that (𝑆) has
small treewidth and thereby small balanced separators. In a nutshell, our algorithm first lists all relevant

separators of the Delaunay complexes of all possible independent sets. We then use a dynamic program to

combine these candidate separators into a hierarchy of separators, maximizing the number of vertices of

the corresponding Delaunay complex and thereby the size of the independent set 𝑆.
A crucial tool for dealing with these separators are sphere cut decompositions. They are closely related

to tree decompositions but represent the separators as closed curves called nooses. We introduce sphere cut

decompositions in Section 5.1. Afterwards, in Section 5.2 we define normalized geometric realizations of

nooses for sphere cut decompositions of Delaunay complexes. In Section 5.3, we prove that there are not

too many candidate nooses and that selecting a subset of candidate nooses that can be combined into a

hierarchy of separators actually yields an independent set. Finally, in Section 5.4, we describe the dynamic

program for computing the independent set, which follows almost immediately from the previous sections.

5.1 Sphere cut decompositions

A branch decomposition [42] of a graph 𝐺 is an unrooted binary tree 𝑇 , i.e., each non-leaf node has degree

exactly 3, and there is a bijection between the leaves of 𝑇 and the edges of 𝐺. Observe that removing an

edge 𝑒𝑇 ∈ 𝐸(𝑇 ) separates 𝑇 into two subtrees and thereby separates its leaves and thus the edges of 𝐺 in

two subsets. Let 𝐸1 ⊂ 𝐸(𝐺) and 𝐸2 ⊂ 𝐸(𝐺) be these two edge sets and let 𝐺[𝐸1] and 𝐺[𝐸2] be their induced
subgraphs. The vertices shared by 𝐺[𝐸1] and 𝐺[𝐸2], i.e., vertices that appear in edges of 𝐸1 and of 𝐸2, are
called themiddle set of 𝑒𝑇 . The width of the branch decomposition 𝑇 is the size of the largest middle set over

all edges of 𝑇 . The branch-width of 𝐺 is the minimum width of all branch decompositions of 𝐺. Robertson
and Seymour [42] showed that the branch-width of a graph is within a constant factor of its treewidth.

If 𝐺 is a plane graph, results by Seymour and Thomas [43] imply that we can wish for some additional

structure without increasing the width of the branch decomposition [16, 37]. Specifically, a sphere cut

decomposition of a plane graph 𝐺 is a branch decomposition 𝑇 such that every tree edge 𝑒𝑇 ∈ 𝐸(𝑇 ) is
associated with a so-called noose. The noose 𝑂 of 𝑒𝑇 is a simple closed curve that intersects the vertices of

𝐺 exactly in the middle set of 𝑒𝑇 and separates 𝐺[𝐸1] from 𝐺[𝐸2]; see also Figure 8. Moreover, removing the

vertices of the middle set from 𝑂 separates 𝑂 into noose segments such that each segment lies entirely in

the interior of a face of 𝐺 and every face contains at most one noose segment, except if 𝐸1 or 𝐸2 contains
just a bridge of 𝐺. In the latter case, the noose consists of two noose segments through the face incident

to the bridge. It should be mentioned that this differs from the original definition by Dorn, Penninkx,
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Bodlaender and Fomin [16]. Here, a noose may intersect any face at most once and thus the graph cannot

have bridges, as discussed by Marx and Pilipczuk [37]. With our relaxed definition of nooses however, we

get the following theorem.

Theorem 16 ([16, 37]). Let 𝐺 be a plane graph with branch-width 𝑏. Then 𝐺 has a sphere cut decomposition,

where every noose intersects at most 𝑏 vertices of 𝐺.

In the following, we assume sphere cut decompositions to be rooted at a leaf node. Let 𝑒𝑇 ∈ 𝐸(𝑇 ) be a
tree edge between 𝑢𝑇 ∈ 𝑉 (𝑇 ) and 𝑣𝑇 ∈ 𝑉 (𝑇 ) such that 𝑢𝑇 is the parent of 𝑣𝑇 . Moreover, let 𝐺[𝐸1] and 𝐺[𝐸2]
be the two subgraphs defined by 𝑒𝑇 and assume that 𝐸1 corresponds to the leaves that are descendants of

the child 𝑣𝑇 in 𝑇 . Then, we call the side of the noose 𝑂 of 𝑒𝑇 that contains 𝐺[𝐸1] its interior and the side

containing 𝐺[𝐸2] its exterior. We note that, if the root of 𝑇 is appropriately chosen, this corresponds to the

typical definition of interior and exterior of closed curves in the plane. In the following, when specifying a

noose (or a closed curve that could be a noose), its interior and exterior is implicitly given by assuming a

clockwise orientation, i.e., we assume that the interior of a noose lies to its right when traversing it in the

given orientation.

We note that rooting the sphere cut decomposition also defines a child–parent relation on the nooses.

Consider a non-leaf node 𝑣𝑇 ∈ 𝑉 (𝑇 ). It has an edge 𝑒𝑃 to the parent, and two edges 𝑒𝐿 and 𝑒𝑅 to the left and

right child corresponding to the nooses 𝑂𝑃 , 𝑂𝐿, and 𝑂𝑅, respectively. We say that 𝑂𝑃 is the parent noose of

the child nooses 𝑂𝐿 and 𝑂𝑅. Note that the subgraph in the interior of 𝑂𝑃 is the union of the subgraphs in

the interior of 𝑂𝐿 and 𝑂𝑅.

5.2 Geometric nooses of Delaunay complexes

In this section, we are interested in the sphere cut decomposition of the Delaunay complex (𝑆) of a set
of sites 𝑆. When working with a sphere cut decomposition, the exact geometry of the nooses is often not

relevant, i.e., it is sufficient to know that there exists a closed curve with the desired topological properties.

In our case, however, the geometry is actually important. Our goal here is the following. Given a noose 𝑂
of a sphere cut decomposition of(𝑆), we define a normalized geometric realization of 𝑂, i.e., a fixed closed
curve satisfying the noose requirements. Afterwards, we will observe that this normalized realization has

some nice properties.

Our normalized nooses will be generalized polygons (recall the definition in Section 2). We note that

generalized polygons are technically not closed curves in the hyperbolic plane. However, they are closed

curves in the Poincaré disk when perceived as a disk of the Euclidean plane. Thus, generalized polygons

are suited to represent nooses.

To define the normalized nooses, let 𝑂 be a noose and consider an individual noose segment of 𝑂
that goes from 𝑢 to 𝑣 (which are vertices of (𝑆)) through the face 𝑓 of (𝑆). If 𝑓 is an inner face, then

𝑓 corresponds to a vertex of the Voronoi diagram (𝑆). Let 𝑝𝑓 be the position of this vertex. Then, the

normalized noose segment from 𝑢 to 𝑣 through 𝑓 , consists of the two straight line segments from 𝑢 to 𝑝𝑓
and from 𝑝𝑓 to 𝑣.

If 𝑓 = 𝑓∞ is the outer face, 𝑢 and 𝑣 can have multiple incidences to 𝑓∞ (in fact 𝑢 and 𝑣 could be the same

vertex). To make the situation more precise, assume that we traverse the boundary of 𝑓∞ such that 𝑓∞ lies

to the left and let 𝑒𝑢 be the edge incident to 𝑓∞ that precedes the incidence of 𝑢 where the noose enters 𝑓∞;
see Figure 9b. Recall that the dual Voronoi edge 𝑒⋆𝑢 is unbounded and ends in some ideal point 𝑝𝑢. Let 𝑒𝑣
and 𝑝𝑣 be defined analogously for 𝑣. Then, for the normalized noose segment from 𝑢 to 𝑣 in 𝑓∞, we use the
ray between 𝑢 and 𝑝𝑢, the ideal arc from 𝑝𝑢 to 𝑝𝑣, and the ray between 𝑝𝑣 and 𝑣.

Observe that combining the geometric noose segments as defined above yields a generalized polygon

for each noose; see Figure 9c. Also, note that this definition also works in the special case where the noose
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Figure 9: Part (a): Delaunay complex (𝑆) (black) together with the corresponding Voronoi diagram (blue).

Part (b) visualizes the choice of the ideal point 𝑝𝑢 for a Voronoi ray, as needed for the normalization of

the green noose. Part (c) shows the normalized version of the noose from part (b) alongside two other

normalized nooses, each separating a single edge of (𝑆). Observe that the depicted normalized nooses

include zero, one, or two ideal arcs, respectively. Part (d) shows a parent noose (green) and its child nooses,

with interiors colored orange and blue.

goes only through one vertex with two incidences to the outer face, in which case the noose consists of just

two rays and an ideal arc.

It is easy to observe that the above construction in fact yields geometric realizations of the nooses, i.e.,

the resulting curves have the desired combinatorial properties in regards to which elements of (𝑆) lie
inside, outside, or on a noose. We call a sphere cut decomposition of (𝑆), with such normalized nooses a

normalized sphere cut decomposition. In the following, we summarize properties of these nooses that we

need in later arguments. The first lemma follows immediately from the construction above.

Lemma 17. Let 𝑆 be a set of sites with Delaunay complex (𝑆) and Voronoi diagram (𝑆). Let 𝑂 be a noose

of a normalized sphere cut decomposition of (𝑆). Then 𝑂 is a generalized polygon and each vertex of 𝑂 is

either a site, a vertex of (𝑆), or an ideal vertex of (𝑆). Between any two subsequent sites visited by 𝑂, there
is either exactly one vertex of (𝑆) or two ideal vertices of (𝑆) in 𝑉 (𝑂). In the latter case, the ideal vertices

are connected via an ideal arc.

The previous lemma summarizes the core properties of individual nooses. Next, we describe additional

properties of how nooses interact in their parent-child relationships. See also Figure 9d.

Lemma 18. Let 𝑆 be a set of sites with Delaunay complex (𝑆). Let 𝑂𝑃 , 𝑂𝐿, and 𝑂𝑅 be three nooses of a

normalized sphere cut decomposition of  such that 𝑂𝑃 is the parent noose of 𝑂𝐿 and 𝑂𝑅. Then 𝑂𝐿, 𝑂𝑅 and 𝑂𝑃
intersect in exactly two points 𝑝1, 𝑝2 and 𝑂𝑃 ⧵ {𝑝1, 𝑝2} is the symmetric difference of 𝑂𝐿 and 𝑂𝑅. Further, the

interiors of 𝑂𝐿 and 𝑂𝑅 are subsets of the interior of 𝑂𝑃 .

Proof. To prove this, we consider how the nooses separate the graph. There is an internal node of the

sphere cut decomposition that is incident to the three edges associated with 𝑂𝑃 , 𝑂𝐿, and 𝑂𝑅 and this internal

node separates the edges of (𝑆) into three parts 𝐸𝑃 , 𝐸𝐿, and 𝐸𝑅 such that in (𝑆) the noose 𝑂𝑃 separates

𝐸𝐿 ∪ 𝐸𝑅 from 𝐸𝑃 , 𝑂𝐿 separates 𝐸𝐿 from 𝐸𝑅 ∪ 𝐸𝑃 , and 𝑂𝑅 separates 𝐸𝑅 from 𝐸𝑃 ∪ 𝐸𝐿.
The faces visited by 𝑂𝐿 are exactly those faces of (𝑆) whose boundary contains edges both from 𝐸𝐿

and from 𝐸𝑅 ∪ 𝐸𝑃 , and analogous statements hold for 𝑂𝑅 and 𝑂𝑃 . This means that any noose that separates,

e.g., 𝐸𝐿 from the rest of the graph has to pass through a uniquely determined set of vertices and faces in a

uniquely determined cyclic order. For two nooses that visit a shared set of faces, the cyclic order in which

these faces and the incident vertices are visited thus has to coincide. We can thus consider a combinatorial

representation 𝑂⋆
𝐿 , 𝑂⋆

𝑅, and 𝑂⋆
𝑃 of the three nooses as a cyclic order of vertex-face-incidences and it follows

that 𝑂⋆
𝑃 is the symmetric difference of 𝑂⋆

𝐿 and 𝑂⋆
𝑅. For a vertex-face-incidence of a combinatorial noose,
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its normalized geometric realization contains a line segment or ray that is uniquely determined by the

vertex and face according to the construction of normalized nooses. This implies that 𝑂𝑃 is the symmetric

difference of 𝑂𝐿 and 𝑂𝑅, except for exactly two points that are visited by all three normalized nooses. These

correspond either to a vertex of (𝑆) at which all three nooses meet or to an (ideal) Voronoi vertex located

in a face of (𝑆) that is visited by all three nooses. As the nooses are simple closed curves, it directly

follows that the interiors of 𝑂𝐿 and 𝑂𝑅 are subsets of the interior of 𝑂𝑃 .

Finally, our last lemma states that a normalized noose does not get too close to sites not visited by that

noose.

Lemma 19. Let 𝑆 be a set of sites pairwise distance at least 2𝑟 , let (𝑆) be its Delaunay complex, and let 𝑂 be

a noose of a normalized sphere cut decomposition of (𝑆). Then 𝑂 has distance at least 𝑟 from any site not

visited by 𝑂.

Proof. Let 𝑠1, 𝑠2 ∈ 𝑆 be two consecutive sites visited by 𝑂 and let 𝑂′
be the segment of 𝑂 between 𝑠1 and 𝑠2.

We first argue that 𝑂′
does not go through the interior of any Voronoi cell of a site other than 𝑠1 or 𝑠2. As 𝑂

is a noose, 𝑂′
stays inside one face 𝑓 of (𝑆) with 𝑠1 and 𝑠2 on its boundary. If 𝑓 is an inner face, then due

to Lemma 17, 𝑂′
is comprised of the two line segments from 𝑠1 to the Voronoi vertex corresponding to 𝑓

and from there to 𝑠2. As Voronoi cells are convex, 𝑂′
does not enter any other Voronoi cell. Similarly, if 𝑓

is the outer face, then the line segment of 𝑠𝑖 for 𝑖 ∈ {1, 2} to an ideal vertex 𝑞𝑖 of (𝑆) on the boundary of

the Voronoi cell of 𝑠𝑖 does not leave the cell of 𝑠𝑖. Also, the ideal arc between 𝑞1 and 𝑞2 does not enter the
interior of any Voronoi cell.

As this holds for any two consecutive sites visited by 𝑂, it follows that 𝑂 goes only through Voronoi

cells of sites it visits. Let 𝑠 ∈ 𝑆 be a site not visited by 𝑂. As all other sites have pairwise distance at least 2𝑟
to 𝑠, the open disk of radius 𝑟 around 𝑠 lies inside the Voronoi cell of 𝑠. As the noose does not enter the
Voronoi cell of 𝑠, it does not enter this open disk and thus has distance at least 𝑟 from 𝑠.

5.3 Candidate nooses and noose hierarchies

In this section, we come back to the initial problem of computing an independent set of a hyperbolic

uniform disk graph 𝐺. From the previous section, we know that any independent set 𝑆 ⊆ 𝑉 (𝐺) of 𝐺 has a

Delaunay complex (𝑆) with a sphere cut decomposition in which all nooses satisfy the properties stated

in Lemmas 17–19. In the following, we show that these properties are also sufficient in the sense that a

collection of nooses satisfying them corresponds to an independent set of 𝐺. Thus, instead of looking for

an independent set itself, we can search for a hierarchy of nooses that satisfy these properties.

To make this precise, we call a generalized polygon 𝑂 a 𝑘-candidate noose for 𝐺 if there exists an

independent set 𝑆 of size |𝑆| ≤ 𝑘 of 𝐺 and a minimum width normalized sphere cut decomposition of its

Delaunay complex (𝑆) that has 𝑂 as a noose. The following lemma states that there are not too many

candidate nooses and that we can compute them efficiently. It in particular implies that even though there

may be exponentially many independent sets in 𝐺, the normalized sphere cut decompositions of their

Delaunay complexes contain substantially fewer different nooses.

Lemma 20. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 , let 𝑘 ≤ 𝑛 and let  be the set of all

𝑘-candidate nooses for 𝐺. Then | | ∈ 𝑛(1+
log 𝑘
𝑟 )

. Moreover, a set of generalized polygons that contains  can be

computed in 𝑛(1+
log 𝑘
𝑟 )

time.

Proof. Let 𝑆 be a independent set of 𝐺 with |𝑆| ≤ 𝑘. As the vertices of 𝑆 have pairwise distance at least 𝑟 ,
the Delaunay complex (𝑆) of 𝑆 is 1 +( log 𝑘𝑟 )-outerplanar by Theorem 4. The outerplanarity of a graph

gives a linear upper bound on its treewidth [11, Theorem 83] and thus also its branchwidth [42, (5.1)]. Thus,

(𝑆) has branchwidth 𝑤 ∈ (1 + log 𝑘
𝑟 ), i.e., each noose of any minimum width sphere cut decomposition
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of (𝑆) visits at most 𝑤 sites. As candidate nooses are required to be nooses in minimum width branch

decompositions, each candidate noose visits at most 𝑤 vertices. There are at most 𝑛𝑤 different sequences in

which a candidate noose can visit at most 𝑤 vertices of 𝐺.
For a fixed sequence of visited vertices, there is the additional choice of how the candidate noose gets

from one vertex to the next. Let 𝑢 and 𝑣 be two vertices that are consecutive in this sequence of vertices. As

candidate nooses have to be nooses of normalized sphere cut decompositions, we can use that any such

normalized noose satisfies Lemma 17, i.e., the normalized noose is a generalized polygon and between 𝑢
and 𝑣 there is either one Voronoi vertex of (𝑆) or two ideal Voronoi vertices of (𝑆) with an ideal arc

between them. Although we do not know 𝑆, there are not too many choices for (ideal) Voronoi vertices.

Each Voronoi vertex of (𝑆) is the unique point that has equal distance from three vertices in 𝑆 and is thus

determined by choosing three vertices of 𝐺. This mean that, although there may be many independent

sets 𝑆, there are only (𝑛3) positions where Voronoi vertices of (𝑆) can be. Similarly, each ideal Voronoi

vertex is the ideal endpoint of a perpendicular bisector between two vertices of 𝐺. Thus, there are only
(𝑛4) ways to choose two ideal Voronoi vertices. As the noose visits at most 𝑤 vertices, there are up to 𝑤
pairs of consecutive vertices 𝑢 and 𝑣 and for each we can choose one of the 𝑛(1) ways to connect them,

amounting to 𝑛(𝑤) options in total.

To summarize, there are 𝑛𝑤 sequences of vertices of 𝐺 that can be visited by a candidate noose. For each

of these sequences, there are 𝑛(𝑤) ways of how a candidate noose can connect these vertices. This gives

the upper bound of 𝑛(𝑤) for the number of different nooses. As 𝑤 ∈ (1 + log 𝑘
𝑟 ), this gives the desired

bound on | |.
Observe that the above estimate is constructive, i.e., we can efficiently enumerate all possible options and

filter out sequences of points that do not give a generalized polygon (e.g., as it would be self-intersecting).

Note that not all options actually yield valid candidate nooses. However, we clearly get a superset of  in

the desired time.

Next, we go from considering individual candidate nooses to how candidate nooses can be combined

into a sphere cut decomposition. To this end, let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 .
We define a polygon hierarchy as a rooted full binary tree of generalized polygons that visit vertices of

𝐺 (but can also contain other (ideal) points). Each polygon in the hierarchy is either a leaf or has two

child polygons. Let 𝑂𝑃 be a parent polygon with children 𝑂𝐿 and 𝑂𝑅 and let 𝑆(𝑂𝑃 , 𝑂𝐿, 𝑂𝑅) ⊆ 𝑉 (𝐺) be the
set of vertices of 𝐺 visited by at least one of these generalized polygons. We say that this child–parent

relation is valid if 𝑂𝐿, 𝑂𝑅 and 𝑂𝑃 meet in exactly two points 𝑝1, 𝑝2 such that 𝑂𝑃 ⧵ {𝑝1, 𝑝2} is the symmetric

difference of 𝑂𝐿 and 𝑂𝑅 and the interiors
10
of 𝑂𝐿 and 𝑂𝑅 are subsets of the interior of 𝑂𝑃 . Moreover, the

child–parent relation is well-spaced if the vertices in 𝑆(𝑂𝑃 , 𝑂𝐿, 𝑂𝑅) have pairwise distance at least 2𝑟 and,
for each 𝑖 ∈ {𝑃, 𝐿, 𝑅}, the generalized polygon 𝑂𝑖 has distance at least 𝑟 to each vertex of 𝑆(𝑂𝑃 , 𝑂𝐿, 𝑂𝑅) that
is not visited by 𝑂𝑖. We call the whole polygon hierarchy valid and well-spaced if each child–parent relation

is valid and well-spaced, respectively.

Now consider any independent set 𝑆 of 𝐺 with Delaunay complex (𝑆). Each noose of a minimum

width normalized sphere cut decomposition of (𝑆) is a generalized polygon and the nooses of such a

sphere cut decomposition form a polygon hierarchy. Observe that the above definition of being valid is

directly derived from the properties stated in Lemma 18 and thus this hierarchy is valid. Moreover, due to

Lemma 19, it is also well-spaced. Note that the statement of Lemma 19 is actually stronger, as it guarantees

the distance requirements globally and not only locally for every child–parent relation. Thus, the sphere cut

decomposition of (𝑆) yields a valid and well-spaced polygon hierarchy, leading directly to the following

corollary.

10
As before, we assume that the region to the right of a closed curve is its interior.
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Figure 10: Visualization for the case distinction in the proof of Lemma 22: either (a) both points are in 𝑆(𝑂𝐿)
or 𝑣 is visited by either (b) 𝑂𝑅 or (c) a descendant of 𝑂𝑅. The dotted gray line represents a distance of at

least 2𝑟 , the dashed lines distances of at least 𝑟 .

Corollary 21. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 and let 𝑆 be an independent set of

𝐺. Then the nooses of a normalized sphere cut decomposition of (𝑆) form a valid and well-spaced polygon

hierarchy of 𝐺 whose generalized polygons visit all vertices of 𝑆.

Next, we show the converse, i.e., that the vertices visited by generalized polygons of a valid and well-

spaced hierarchy form an independent set. Together with the corollary, this shows that finding a size 𝑘
independent set of 𝐺 is equivalent to finding a valid and well-spaced polygon hierarchy whose generalized

polygons visit 𝑘 vertices.

Lemma 22. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 . The vertices visited by generalized

polygons of a valid and well-spaced polygon hierarchy form an independent set of 𝐺.

Proof. Consider a valid and well-spaced polygon hierarchy. Let 𝑂 be a generalized polygon in this hierarchy

and let 𝑆(𝑂) be the set of vertices of 𝐺 that are visited by 𝑂 or by descendants of 𝑂. We prove the following

claim by induction.

Claim. The vertices in 𝑆(𝑂) have pairwise distance 2𝑟 and each vertex in 𝑆𝑂 not visited by 𝑂 lies in the interior

of 𝑂 and has distance at least 𝑟 from 𝑂.
Note that the first part of the claim that the vertices in 𝑆(𝑂) have pairwise distance 2𝑟 already implies

the lemma statement when choosing 𝑂 to be the root of the hierarchy. The second part of the claim is only

there to enable the induction over the tree structure. For the base case, 𝑂 is a leaf and 𝑆(𝑂) is exactly the set
of vertices visited by 𝑂. Moreover, as the hierarchy is well-spaced, all vertices visited by 𝑂 have pairwise

distance 2𝑟 . Hence, the claim holds for leaves.

For the general case, let 𝑂𝑃 be a parent polygon with two children 𝑂𝐿 and 𝑂𝑅. To first get the simpler

second part of the claim out of the way, let 𝑣 ∈ 𝑆(𝑂𝑃 ) be a vertex not visited by 𝑂𝑃 . As the child–parent

relation is valid, 𝑣 is either visited by 𝑂𝐿 and 𝑂𝑅 or by a descendant of one of the two. If 𝑣 is visited by 𝑂𝐿 and

𝑂𝑅 it lies in the interior of 𝑂𝑃 and has distance at least 𝑟 to 𝑂𝑃 as the child–parent relation is well-spaced.

Otherwise, if 𝑣 is visited by neither 𝑂𝐿 nor 𝑂𝑅 but, without loss of generality, by a descendant of 𝑂𝐿. Then

by induction, it lies in the interior of 𝑂𝐿 and has distance at least 𝑟 to 𝑂𝐿. As the interior of 𝑂𝐿 is a subset of

the interior of 𝑂𝑃 , the same holds for 𝑂𝑃 .

It remains to show the first part of the claim, i.e., that any two vertices 𝑢, 𝑣 ∈ 𝑆(𝑂𝑃 ) have distance at
least 2𝑟 . If 𝑢 and 𝑣 are both visited by one of the polygons 𝑂𝑖 for 𝑖 ∈ {𝑃, 𝐿, 𝑅}, then this follows directly from

the fact that the child–parent relation is well-spaced. Otherwise, assume without loss of generality that 𝑢 is

not visited by one of these three polygons, but is instead visited by a descendant of 𝑂𝐿. We distinguish

the following three cases of where 𝑣 lies; see also Figure 10. The first case is that 𝑣 is visited by 𝑂𝐿 or a

descendant of 𝑂𝐿. The second case is that it is not visited by 𝑂𝐿 but by 𝑂𝑅 and the third case is that it is

visited by neither 𝑂𝐿 nor 𝑂𝑅 but by a descendant of 𝑂𝑅. Clearly, this covers all possibilities.

In the first case, 𝑣 is also visited by 𝑂𝐿 or one if its descendants. Thus 𝑢, 𝑣 ∈ 𝑆(𝑂𝐿) and they have pairwise
distance at least 2𝑟 by induction. In the second case, 𝑣 lies on 𝑂𝑅 but not on 𝑂𝐿 and thus in the exterior of
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𝑂𝐿. As the hierarchy is well-spaced, 𝑣 has distance at least 𝑟 from 𝑂𝐿. Moreover, by induction, 𝑢 lies in the

interior of 𝑂𝐿 and has distance at least 𝑟 from 𝑂𝐿. Thus, 𝑢 and 𝑣 have distance at least 2𝑟 . For the third and

final case, 𝑣 lies in the interior of 𝑂𝑅 and has distance at least 𝑟 from 𝑂𝑅 by induction. As the interiors of 𝑂𝐿
and 𝑂𝑅 are disjoint, the line segment between 𝑢 and 𝑣 has to cover the distance of at least 𝑟 from 𝑢 to 𝑂𝐿
and the distance of at least 𝑟 from 𝑂𝑅 to 𝑣. Thus, also in this final case, 𝑢 and 𝑣 have distance at least 2𝑟 .

5.4 Solving independent set

Lemma 22 tells us that for any hyperbolic uniform disk graph 𝐺, any valid and well-spaced polygon

hierarchy yields an independent set. Moreover, by Corollary 21, we can obtain any independent set of

𝐺 from such a hierarchy. Thus, finding an independent set of size 𝑘 is equivalent to finding a valid and

well-spaced polygon hierarchy that visit 𝑘 vertices of 𝐺. This can be done using a straightforward dynamic

program on the set of all 𝑘-candidate nooses or, to be exact, on the not too large superset due to Lemma 20.

The dynamic program processes all 𝑘-candidate nooses in an order such that a noose 𝑂 is processed

after a noose 𝑂′
if the interior of 𝑂′

is a subset of the interior of 𝑂. When processing a noose 𝑂, we compute

a valid and well-spaced candidate noose hierarchy with root 𝑂 such that the number of vertices visited by

nooses in the hierarchy is maximized. We call this the partial solution for 𝑂. Note that the maximum over the

partial solutions of all nooses clearly yields a independent set with at least 𝑘 vertices if such an independent

set exists. Also observe that when processing 𝑂, we have already computed the partial solutions of all

possible child nooses of 𝑂 as we are only interested in valid hierarchies. Thus, to compute the partial

solution for 𝑂, it suffices to consider all pairs of previously processed candidate nooses as potential children

of 𝑂. For two such child candidates 𝑂𝐿 and 𝑂𝑅, we only need to check whether a child–parent relation with

𝑂 would be valid and well-spaced, which can be easily checked by only considering 𝑂𝐿 and 𝑂𝑅. Moreover, if

this combination is valid, the number of vertices visited by the resulting hierarchy with 𝑂 as root is the sum

of the partial solutions for 𝑂𝐿 and 𝑂𝑅 minus the vertices visited by 𝑂𝐿 and 𝑂𝑅. Finally, note that the start of

the dynamic program is also easy, as each individual candidate noose by itself is a valid and well-spaced

noose hierarchy (if all its visited vertices are sufficiently far apart). This concludes the description of the

dynamic program. Note that the number of partial solutions and thus the running time increase excessively

if 𝑟 is chosen sufficiently small depending on 𝑛. In this case, the algorithm is dominated by an algorithm for

Euclidean intersection graphs. We obtain the following theorem.

Theorem 5. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 and let 𝑘 ≥ 0. Then we can decide if there

is an independent set of size 𝑘 in 𝐺 in min
{
𝑛(1+

1
𝑟 log 𝑘), 2(

√
𝑛), 𝑛(

√
𝑘)
}
time.

Proof. The three upper bounds for the running time follow via different algorithms. The first one, which

depends on 𝑟 , follows via the dynamic program described above. Here, we first enumerate all 𝑘-candidate
nooses in 𝑛(1+

log 𝑘
𝑟 )

time (Lemma 20). Then, we determine partial solutions in the form of a polygon

hierarchy for each 𝑘-candidate noose, by considering the partial solutions of all pairs of smaller polygons.

In total, this means that the dynamic program can be evaluated in time cubic in the number of 𝑘-candidate
nooses to find a valid and well-spaced polygon hierarchy maximizing the number of visited vertices in

𝑛(1+
log 𝑘
𝑟 )

time. As the vertices visited by a such a hierarchy form an independent set by Lemma 22 and the

enumerated nooses admit a hierarchy corresponding to a size 𝑘 independent set in 𝐺 by Corollary 21 if

such an independent set exists, this concludes the proof for the first algorithm.

At the same time Independent Set in 𝐺 ∈ HUDG(𝑟) can also be decided in 2(
√
𝑛)
time or 𝑛(

√
𝑘)
time.

To see this, recall that the uniformly sized hyperbolic disks representing the vertices of 𝐺 can also be viewed

as Euclidean disks in the Poincaré disk. This means that 𝐺 is also an intersection graph of 𝑛 disks in the

Euclidean plane. As shown by de Berg et al. [3, Corollary 2.4] and by Marx and Pilipczuk [37], Independent

Set in a disk graph can be decided in 2(
√
𝑛)
time or 𝑛(

√
𝑘)
time.
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𝑐

(a) Shrinking disks.

𝐷

(b) Each wedge induces one clique.

𝑐

(c) A half-disk can be covered with

four disks of half the radius.

Figure 11: Figures for the proof of Lemma 23.

6 Independent set approximation

Our approximation algorithm in Theorem 6 works similarly to Lipton and Tarjan’s version for planar

graphs [33]: we repeatedly apply a separator until we get small patches and then solve each patch individually

using the algorithm of Theorem 5. Unlike in planar graphs, we do not have a strong and readily available

lower bound on the size of a maximum independent set to inform us how much of the graph we can afford

to ignore, so we will start by proving one based on degeneracy.

A graph is said to be 𝑘-degenerate if every subgraph has a vertex of degree at most 𝑘. By picking this

vertex 𝑣 and recursing on the subgraph with 𝑣 and its neighbors removed, we can always get an independent

set of size at least 𝑛/𝑘. Thus, this gives a lower bound on the size of a maximum independent set. We will

use the following lemma to prove degeneracy.

Lemma 23. For any hyperbolic uniform disk graph 𝐺, there is a vertex whose neighborhood can be covered

with three cliques and stabbed with four points.

Proof. Consider the disks of 𝐺 in the Poincaré disk model. For the remainder of the proof we will treat

these as Euclidean disks that happen to get smaller as they get further from the origin. Take a disk 𝐷 with

maximal distance to the origin and without loss of generality, assume its center 𝑐 lies on the negative part

of the 𝑦-axis.
Draw a horizontal line through 𝑐 and two lines at angle 𝜋/3 to form six wedges. The lower three wedges

cannot contain any disk centers, because they would be further from the origin than 𝑐. Now, shrink each

disk 𝐷′
intersecting 𝐷 until it has the same radius as 𝐷, while keeping the point of 𝐷′

closest to 𝑐 fixed; see
Figure 11a. The resulting disk will be a subset of 𝐷′

and have its center in the same wedge. This makes the

situation as in Figure 11b and means that we can use the same arguments as for unit disks [41]: for each

wedge, the disks with center in that wedge that intersect 𝐷 must form a clique with 𝐷, giving three cliques

in total.

Now, we will stab 𝐷 and the disks it intersects. For this, assume without loss of generality that 𝐷 has

unit radius, then consider the problem of using unit disks to cover the upper half of a disk of radius 2
centered at 𝑐. This can be done with four disks, as shown in Figure 11c. The centers of these covering disks

are our stabbing points: any disk 𝐷 intersecting 𝐷 must have its center in the half-disk and thus 𝐷 will be

stabbed by the center of the covering disk that contains the center of 𝐷.

By repeatedly picking the vertex given by Lemma 23, the clique bound gives a simple 3-approximation

algorithm for Independent Set. This generalizes the algorithm for unit disks by Marathe et al. [34].

Additionally, we get that any hyperbolic uniform disk graph is (3𝜔− 3)-degenerate with 𝜔 being the size of

the largest clique. It is also (4𝓁 − 1)-degenerate for ply 𝓁, so the maximum independent set has size Ω(𝑛/𝓁).
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As first step in the approximation algorithm, we will use the separators of De Berg et al. [3] to separate

the graph into many small patches.
11

These separators are 36/37-balanced, have size (
√
𝑛), and can be

found in (𝑛4) time. The following proof matches that of Frederickson [18] that is the main lemma for

so-called 𝑟-divisions.12

Lemma 24. For any 𝑡 ≥ 1, we can in (𝑛4 log(𝑛/𝑡)) time partition 𝐺 into (𝑛/𝑡) subgraphs of at most 𝑡
vertices each and (𝑛/

√
𝑡) cliques that separate the subgraphs from each other.

Proof. We will iteratively apply a balanced clique-based separator until the size of the graph drops below

𝑡 vertices. Let 𝐵(𝑛, 𝑡) denote the number of cliques we need to remove from a graph of size 𝑛 and target

size 𝑡. If 𝑛 ≤ 𝑡, nothing needs to be done, so 𝐵(𝑛, 𝑡) = 0. Otherwise, use the separator of De Berg et

al. [3] to separate 𝐺 into two induced subgraphs of roughly equal size and recurse on these. Let 𝑐 be such
that the number of cliques in the separator is always at most 𝑐

√
𝑛. We will use induction to prove that

𝐵(𝑛, 𝑡) ≤ 43𝑐𝑛/
√
𝑡 − 7𝑐

√
𝑛 for 𝑛 > 𝑡/37. As base case we have 𝑡/37 < 𝑛 ≤ 𝑡; here we established 𝐵(𝑛, 𝑡) = 0

and we have

√
37𝑛/𝑡 > 1, which implies 43𝑐𝑛/

√
𝑡 > 7𝑐

√
𝑛 so the bound holds. Now, for 𝑛 > 𝑡 we get

𝐵(𝑛, 𝑡) ≤ 𝑐
√
𝑛 + max

𝛼∈[ 1
37 ,

1
2 ]
𝐵(𝛼𝑛, 𝑡) + 𝐵((1 − 𝛼)𝑛, 𝑡)

≤ 𝑐
√
𝑛 + 43𝑐𝑛/

√
𝑡 − 7𝑐

√
𝑛 ⋅ (

√
1/37 +

√
36/37)

= 43𝑐𝑛/
√
𝑡 − 7𝑐

√
𝑛 ⋅ (

√
1/37 +

√
36/37 − 1/7)

≤ 43𝑐𝑛/
√
𝑡 − 7𝑐

√
𝑛.

Thus, 𝐵(𝑛, 𝑡) ∈ (𝑛/
√
𝑡). The recursion has depth (log(𝑛/𝑡)) and at each level we find separators in

disjoint subgraphs of 𝐺. Thus, this procedure takes at most (𝑛4) time per level and (𝑛4 log(𝑛/𝑡)) time in

total.

This gives us all we need to prove Theorem 6.

Theorem 6. Let 𝜀 ∈ (0, 1) and let 𝐺 be a hyperbolic uniform disk graph of radius 𝑟 and ply 𝓁. Then a

(1 − 𝜀)-approximate maximum independent set of 𝐺 can be found in  (𝑛4 log 𝑛) + 𝑛 ⋅ ( 𝓁
𝜀)

(1+ 1
𝑟 log

𝓁
𝜀 )
time.

Proof. Let 𝑡 = 𝓁2/𝜀2 and apply Lemma 24, taking (𝑛4 log 𝑛) time and removing (𝜀𝑛/𝓁) cliques. Each of

these cliques could only have contributed one point to the independent set. Since we know the maximum

independent set has size Ω(𝑛/𝓁), we can only have thrown away a (𝜀) fraction of it, so finding the

exact maximum independent set in the remaining graph gives a (1 − (𝜀))-approximation. We do this

by applying Theorem 5 separately to each of the (𝑛/𝑡) subgraphs of size 𝑡. This takes 𝑡(1+
log 𝑡
𝑟 ) =

( 𝓁𝜀 )
(1+ 1

𝑟 log
𝓁
𝜀 ) time for each subgraph and thus 𝑛 ⋅ ( 𝓁𝜀 )

(1+ 1
𝑟 log

𝓁
𝜀 ) time in total. This makes the total running

time  (𝑛4 log 𝑛) + 𝑛 ⋅ ( 𝓁𝜀 )
(1+ 1

𝑟 log
𝓁
𝜀 ) to find a (1 − (𝜀))-approximation, so by appropriately adjusting 𝜀 we

can also get a (1 − 𝜀)-approximation with the same asymptotic running time.

Using the results of Har-Peled [22], Theorem 6 also directly implies a similarly efficient approximation

algorithm forMinimum Vertex Cover. A set 𝑆 of vertices in 𝐺 forms a vertex cover if every edge of 𝐺 is

incident to some vertex of 𝑆. In theMinimum Vertex Cover problem we are given a graph 𝐺 and 𝜀 > 0,
and we wish to output that a vertex cover 𝑆 of 𝐺 that has size (1 + 𝜀)𝑘∗, where 𝑘∗ is the size of the minimum

vertex cover.

Corollary 25. Let 𝜀 ∈ (0, 1) and let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 and ply 𝓁. Then a

(1 + 𝜀)-approximate minimum vertex cover of 𝐺 can be computed in  (𝑛4 log 𝑛) + 𝑛 ⋅ ( 𝓁𝜀 )
(1+ 1

𝑟 log
𝓁
𝜀 ) time.

11
For certain 𝑟 it will be better to use the separator of Theorem 1, but this only improves constants in exponents.

12
We are forced to use 𝑡 because 𝑟 already refers to the disk radius.
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7 Algorithmic consequences of our separator

We can directly use our clique-based separator to compute independent sets and prove Corollary 2 via a

simple divide-and conquer algorithm as in Corollary 2.4 of [3]. In our case, we use the trivial bound of

𝑛 on the size of the cliques in Theorem 1, which means that the weight of each clique in the separator

is at most log(𝑛 + 1). Consequently, the separator’s weight is at most ((1 + 1/𝑟) log2 𝑛). The proof of
Corollary 2 now follows that of Corollary 2.4 of [3], we merely replace the separator weight (𝑛1−1/𝑑) with
((1 + 1/𝑟) log2 𝑛). We give the proof for completeness.

Corollary 2. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 . Then a maximum independent set of 𝐺
can be computed in 𝑛((1+1/𝑟) log

2 𝑛)
time.

Proof. The algorithm works as follows: First, we find a balanced separator according to Theorem 1 in

(𝑛 log 𝑛) time. We can then iterate over all possible intersections 𝑋 between a fixed optimum independent

set and the separator. For every clique we can pick one of at most 𝑛 vertices, or nothing, so there are

(𝑛 + 1)(1+1/𝑟) log 𝑛 = 2(1+1/𝑟) log
2 𝑛

options. For each of these possible intersections, we remove all disks

intersecting 𝑋 , and recurse on both sides of the separator.

The running time follows the recursion 𝑇 (𝑛) = 2(1+1/𝑟) log
2 𝑛𝑇 ( 23𝑛) + 𝑛(1). Denoting 2𝑥 by exp2(𝑥), we

can unroll this as follows:

𝑇 (𝑛) = exp2
⎛
⎜
⎜
⎝
(1 + 1/𝑟)

log3/2 𝑛

∑
𝑖=0

log2
((

2
3)

𝑖

𝑛
)

⎞
⎟
⎟
⎠
= 2(1+1/𝑟) log

3 𝑛.

This concludes the proof.

We note that the recursion added an extra logarithmic factor, which can be avoided via -flattened
treewidth. We do not optimize this running time as the resulting algorithm would still be slower than that

of Theorem 5. However, we do need to bound the -flattened treewidth for Corollary 3.

Consider a graph 𝐺 ∈ HUDG(𝑟) where 𝑟 ∈ (1), let 𝐶 be any clique of 𝐺, and let 𝑠 be the center of some

disk of 𝐶. Then all other disk centers from 𝐶 are contained in a disk of radius 2𝑟 around 𝑠. Since 𝑟 ∈ (1),
a disk of radius 𝑟 has area Θ(𝑟2), and the above argument shows that the union of the disks in 𝐶 occupy

area Θ(𝑟2). We will now decompose ℍ2
into regions of diameter at most 2𝑟 such that each region has an

inscribed disk of radius at least Ω(𝑟). The following can be derived from Lemma 2.1 (ii) of [28] and from

Theorem 6 of [29].

Lemma 26 (see [28, 29]). For any 𝛿 ∈ (1) there exists a subdivision of the hyperbolic plane into connected

regions with the following properties:

1. Each region has diameter less than 𝛿 and thus area (𝛿2).

2. Each region has an inscribed disk of radius Ω(𝛿), and thus area Ω(𝛿2),

Moreover, the regions containing some given set of 𝑛 points can be computed in (𝑛) time.

We are now ready to prove Corollary 3. The proof merely needs to establish a clique partition  with

a corresponding weighted treewidth bound, and the property that the graph 𝐺 has maximum constant

degree, that is, each clique of  has at most constantly many neighboring cliques. Then the machinery

of [3] yields the desired algorithms automatically.

Corollary 3. Let 𝐺 be a hyperbolic uniform disk graph with radius 𝑟 ∈ (1). Then Dominating Set,

Vertex Cover, Feedback Vertex Set, Connected Dominating Set, Connected Vertex Cover, Connected

Feedback Vertex Set can be solved in 𝑛((1/𝑟) log 𝑛) time, and 𝑞-Coloring for 𝑞 ∈ (1), Hamiltonian Path

and Hamiltonian Cycle can be solved in 𝑛(1/𝑟) time.
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Proof. Use the subdivision of Lemma 26 with 𝛿 = 2𝑟 . We can define a clique-partition  of 𝐺 by putting

disks in the same partition class whenever their centers fall in the same region of the subdivision. Clearly

each created class induces a clique in 𝐺 as the disk centers have pairwise distance less or equal to the

diameter of the region, which is at most 2𝑟 .
Fix such a clique partition  , and consider now a separator from Theorem 1. If 𝑋 is one of the cliques in

the separator, then let 𝑝𝑥 be the center of some disk of 𝑋 . If 𝐶 ∈  and 𝑋 contain disks that intersect each

other, then the graph distance of any pair of disks in 𝐶 and 𝑋 is at most 3. Consequently, all disk centers in

𝐶 ∪ 𝑋 are covered by a disk 𝐷 of radius 3 ⋅ 2𝑟 = 6𝑟 around 𝑝𝑥 . Since each region of  has area Ω(𝑟2), there
can be at most (1) regions of the subdivision contained inside 𝐷. In particular, 𝑋 can intersect at most

(1) cliques from  .

Consider all cliques from  that are intersected by the separator cliques of Theorem 1: they clearly form

a separator, and the above argument shows that there are ((1 + 1/𝑟) log 𝑛) such cliques in  . Since each

clique of  has weight at most 1 + log 𝑛, we get a separator of weight ((1 + 1/𝑟) log2 𝑛) over  . Now [3]

(see also [28]) implies that the -flattened treewidth of 𝐺 is ((1 + 1/𝑟) log2 𝑛). Since  is a clique-partition

with the additional property that each partition class is neighboring to (1) other cliques, we can apply the

entire machinery of [3] and derive the required algorithms.

8 Conclusion

Summary. In this article we have explored how the structure of hyperbolic uniform disk graphs depends

on their radius 𝑟 , and showed some algorithmic applications for the Independent Set problem. We proved

a clique-based separator theorem, which showed that algorithms for the independent set of unit disks

become more efficient as one increases the radius 𝑟 from the almost-Euclidean setting of 𝑟 = 1/
√
𝑛 to 𝑟 = 1,

while radii 𝑟 > 1 did not give any further gains on the separator size, but maintained a logarithmic separator.

This result had some more or less immediate algorithmic consequences that we explored at the end of the

paper.

After providing the separator for hyperbolic uniform disk graphs, we studied the Delaunay complexes

of point sets that have pairwise distance at least 2𝑟 , and uncovered further separator improvements as

𝑟 increases from 1 to log 𝑛. We used the outerplanarity bound of such Delaunay complexes to design

an exact algorithm for Independent Set. The algorithm is based on dynamic programming using an

unknown sphere cut decomposition of the solution’s Delaunay complex. The resulting running times

became polynomial for 𝑟 ∈ Ω(log 𝑛)
Finally, we used a separator-based subdivision together with our exact algorithm to give an approxima-

tion scheme for Independent Set for hyperbolic uniform disk graphs of a given ply, further extending our

exact algorithm, with only quasi-polynomial dependence on 1/𝜀 and the ply.

Future directions. There are several intriguing future directions to explore in this space. First, is there

a fully polynomial approximation scheme for Independent Set for 𝑟 ≥ 1? If not, is there at least an

approximation scheme that is polynomial in 𝑛, quasi-polynomial in 1/𝜀, but independent of the ply?
Second, it would be interesting to explore separators in higher-dimensional hyperbolic spaces. The

only case studied there is 𝑟 = Θ(1) [28]. One may expect that separator size should also decrease with

growing 𝑟 . Is there a constant 𝑐𝑑 such that Independent Set can be solved in polynomial time in ℍ𝑑
when

𝑟 ≥ 𝑐𝑑 log 𝑛?
Third, we should explore uniform disk graphs in surfaces of constant curvature, i.e., on the sphere, flat

torus, and especially hyperbolic surfaces. What is the size of the best clique-based separator for a uniform

disk graph of radius 𝑟 on a hyperbolic surface of genus 𝑔?
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Fourth, it would be interesting to investigate the complexity of problems other than Independent Set,

and study how their complexity scales with the radius of the disks, or equivalently, with the curvature of

the underlying space.

Finally, it is unclear whether our bound on balanced separators is tight for all values of 𝑟 . For constant 𝑟 ,
regular hyperbolic tilings are hyperbolic uniform disk graphs with constant clique number and logarithmic

treewidth, making our bound asymptotically tight. However, for larger radii, it could be possible to reduce

the logarithmic factor.
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