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ABSTRACT
Here, we present a novel spectroscopy approach to investigate impurity transport by analyzing line-radiation following high-n Rydberg 
transitions. While high-n Rydberg states of impurity ions are unlikely to be populated via impact excitation, they can be accessed by charge 
exchange (CX) reactions along the neutral beams in high-temperature plasmas. Hence, localized radiation of highly ionized impurities, free 
of passive contributions, can be observed at multiple wavelengths in the visible range. For the analysis and modeling of the observed Rydberg 
transitions, a technique for calculating effective emission coefficients is presented that can well reproduce the energy dependence seen in 
datasets available on the OPEN-ADAS database. By using the rate coefficients and comparing modeling results with the new high-n Rydberg 
CX measurements, impurity transport coefficients a re d etermined w ith w ell-documented 2 σ c onfidence in tervals fo r th e fir st tim e. This 
demonstrates that high-n Rydberg spectroscopy provides important constraints on the determination of impurity transport coefficients. By 
additionally considering Bolometer measurements, which provide constraints on the overall impurity emissivity and, therefore, impurity 
densities, error bars can be reduced even further.

I. INTRODUCTION
The reliable characterization and control of impurity transport

in fusion plasmas is important to ensure favorable fusion reactor
performance. If the build-up of heavy impurities is not mitigated,
they can cause severe radiative cooling, limiting plasma tempera-
tures and reducing fusion reaction rates via fuel dilution. Therefore,
the development of diagnostic methods for detailed impurity trans-
port studies is necessary to determine plasma scenarios to be used in
future fusion power plants.

Often the goal for impurity transport studies is to determine the
impurity diffusion and convection coefficients that govern the radial
impurity fluxes. These fluxes can be described by the radial transport
equation
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=

1
r

d
dr

r(D(r)
dnz

dr
− v(r)nz) + S −Q, (1)

where nz is the density of an impurity with charge Z, D is the diffu-
sion coefficient, and v is the convection velocity. S and Q represent
source and sink terms such as ionization, recombination, and losses
in the open field region.

So far, the main workhorse diagnostics for heavy impurity
transport studies have been vacuum ultraviolet (VUV) and soft x-
ray spectroscopy,1–4 which provide line integrated radiation of heavy
impurity ions with time-resolutions in the range of 1 ms. This is
sufficient to resolve the radiation emitted after dedicated impurity
injections such as by the laser blow-off technique. By comparing
the evolution of the measured line radiation with forward model-
ing results, e.g., by STRAHL or AURORA, diffusion and convection
profiles have been determined.5–7 However, results remain fairly
insensitive to the modeled impurity convection velocity specifically,
explained by the poor spatial localization of the line integrated mea-
surements.6 Since the radial transport of impurities significantly
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modifies their ionization balance, the simple coronal model, which
relates a given impurity line emission to a local temperature and,
hence, radial position, is typically not applicable. Therefore, well
localized measurements are needed to further improve the mea-
surement constraints on the impurity density profile shapes and,
therefore, the D and v profiles.

One method to obtain localized information on impurity ions
is charge exchange recombination spectroscopy (CXRS). This tech-
nique makes use of the charge exchange reaction, which is character-
ized by a donor-neutral from a neutral beam providing an electron
to an impurity ion, which in turn emits localized line radiation.
The charge exchange process has a high probability to populate a
highly excited state, which yields radiation that is hardly observed
following electron impact excitation processes. CXRS measurements
of intrinsic impurities are routinely performed to study the density
and profile shape of elements such as carbon.8–10 In addition, CXRS
measurements of heavy impurity ions were performed at TFTR in
1991,11 but follow-up studies have been limited since then.

Recently, new diagnostic hardware has been installed at W7-
X, which collects absolutely calibrated, localized radiation along one
of the experiment’s heating neutral beam paths and analyzes radi-
ation in the visible range with a frame rate of 1 kHz,12 fast enough
to resolve impurity transport time scales. It has been shown recently
that this system can provide diffusion and convection profiles with
reasonable error bars by using the pySTRAHL code incorporated
into a Bayesian framework.13 Here, we present a detailed overview
of the employed high-n Rydberg transition spectroscopy as well
as a method to accurately model emission intensities by calculat-
ing charge exchange rate coefficients based on using a reduced
collisional-radiative model. Additionally, it is demonstrated that the
new high-n Rydberg spectroscopy method, in combination with
other diagnostics such as bolometry, provides high-quality impurity
transport profiles.

The structure of the remainder of this work is as follows: In
Sec. II, the observation of High-n Rydberg-like transitions in the
spectral range of 500 nm is discussed along with a prediction for sev-
eral other lines that could be explored in future studies. Section III A
discusses the forward model considered for simulating CXRS mea-
surements, and in Sec. III B, a method is presented for calculating the
effective emission coefficients necessary to model the signal intensi-
ties. Section IV then presents the Bayesian statistical model used to
infer the impurity transport coefficients. Section V provides infer-
ence results, including a discussion of fitting uncertainties that are
affected by the complexity of the CXRS forward model. In addi-
tion, in Sec. V, the addition of radiated power measurements into
the inference framework is presented along with their effect on
the fitting uncertainty. Finally, Sec. VI provides a summary of the
presented work along with a conclusion and avenues for future
studies.

II. OBSERVATION OF HIGH-N RYDGERG-LIKE
TRANSITIONS

High n-Rydberg emissions have been routinely observed and
studied during the 2023 experimental campaign at W7-X. The
evolution of example spectra obtained during a representative exper-
iment with 2 MW of ECRH, a line averaged electron density of
∼ 1.5 × 1019m−3, and a core electron temperature of ∼4 keV are

depicted in Fig. 1. Signals from two different lines of sight observing
CX emission show a clear effect following a laser blow-off (LBO)14,15

injection of iron atoms. The different emission lines appearing in
the spectra exhibit different temporal characteristics, which demon-
strate that the emission lines originate from different charge states
and radial positions.

The observed wavelength can be reproduced very well by the
relativistic Rydberg formula recently derived in Ref. 16,
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where nair is the index of refraction in air, λair is the wavelength
observed in air, me is the mass of the electron, c is the speed of light, h
is the Planck constant, q is the net charge of the ion, and α is the fine
structure constant. n1 and n2 are the upper and lower energy levels
of the transition, respectively.

The analysis of high-n transitions provides several benefits
when compared to other spectroscopy methods. First, since the
energy levels populated by the charge exchange process are so high17

(n ≳ q3/4), they are excessively unlikely to be reached by electron

FIG. 1. Example of observed Rydberg-like emissions following an LBO injection.
The left column depicts emission along a line of sight near the plasma edge, while
that on the right shows emission further into the plasma. The top panels depict
the emission intensity in the color scale vs wavelength and time, the middle pan-
els show intensity vs wavelength at two separate times, and the bottom panels
show the signal intensity vs time. The time slices depicted in the middle panels are
shown with dashed lines in the top and bottom panels.



impact excitation processes, the usual source of passive radiation
inside the confined region. For this reason, as long as the back-
ground neutral density is sufficiently low, observed high-n Rydberg
emissions are free of passive contributions, greatly simplifying their
analysis. The second advantage of the high-n Rydberg method is
that Eq. (1) only depends on the energy levels and the ion effective
charge. Hence, the diagnostic method is agnostic to the particular
impurity species. This can present complications if multiple heavy
impurities are present at the same time; however, it can also be
an advantage in injection studies that introduce different elements
one at a time, as it greatly simplifies line identification. The final
benefit of this analysis method is that of the relative engineering
simplicity of utilizing CXRS. Since the observed emissions are in the
visible range, standard lens and optical fiber setups can be utilized,

something that is not possible when observing VUV or soft x-ray
emissions. Therefore, the high-n Rydberg spectroscopy is particu-
larly powerful when performing impurity transport studies based on
dedicated impurity injections.

While previous studies have focused on high-n Rydberg emis-
sions in the spectral range of 490–510 nm, Eq. (1) can be used to
predict high-n transitions throughout the visible spectrum. In fact,
iterating through possible values of q, n1, and n2 indicates the pos-
sibility of several hundred line transitions between 350 and 750 nm.
Table I shows the expected wavelengths following all possible Δn = 1
transitions and charge states between Z = 20 and Z = 50. Whether
these charge states are observable depends on the ionization balance
of the impurity species being analyzed. For example, impurities such
as iron have a limited number of electrons, so only charge states up to

TABLE I. Δn = 1 line transitions with wavelengths calculated via Eq. (2) in the visible range. Those transitions that have been
seen in experiments at W7-X are indicated in bold text with an asterisk.

Wavelength
(nm) q nupper

Wavelength
(nm) q nupper

Wavelength
(nm) q nupper

Wavelength
(nm) q nupper

400.22 45 26 467.38 49 29 542.26 32 23 622.31 38 27
401.01 28 19 467.40 44 27 544.22 43 28 625.06 49 32
407.79 30 20 470.49 30 21 544.34 22 18 626.79 40 28
408.08 42 25 471.60 39 25 546.29 34 24 627.06 24 20
408.93 37 23 475.90 32 22 551.20 36 25 631.98 42 29
410.79 47 27 476.95 46 28 552.22 45 29 637.57 22 19
415.18 32 21 480.11 41 26 552.60 20 17 637.77 44 30
418.21 44 26 482.05 34 23 556.83 38 26 644.07 46 31
418.23 39 24 486.66 48 29 560.52 47 30 650.83 48 32
421.42 49 28 488.82 36 24 563.07 40 27 652.77 33 25
421.93 21 16 488.89 43 27 569.09 49 31 652.97 20 18
423.05 34 22 496.10∗ 38 25 569.83 42 28 653.51 35 26
423.07 23 17 497.92∗ 45 28 575.85 29 22 653.54 31 24
425.95 25 18 498.91∗ 25 19 576.69 31 23 655.50 37 27
427.75 41 25 499.87 27 20 576.72 27 21 656.16 29 23
428.46 46 27 499.91∗ 23 18 577.04 44 29 658.53 39 28
430.17 27 19 502.38∗ 29 21 578.91 33 24 661.07 27 22
431.34 36 23 503.50∗ 21 17 579.75 25 20 662.44 41 29
435.44 29 20 503.82 40 26 582.25 35 25 667.09 43 30
437.44 43 26 506.11 31 22 584.63 46 30 668.87 25 21
438.80 48 28 507.15∗ 47 29 585.54 23 19 672.39 45 31
439.96 38 24 510.83 33 23 586.52 37 26 678.24 47 32
441.53 31 21 511.90 42 27 591.58 39 27 680.41 23 20
447.30 45 27 516.36 35 24 592.56 48 31 684.57 49 33
448.31 33 22 516.57 49 30 594.95 21 18 691.40 34 26
448.87 40 25 520.30 44 28 597.30 41 28 691.42 36 27
455.64 35 23 522.56 37 25 603.57 43 29 692.74 38 28
457.28 47 28 528.97 46 29 610.33 45 30 692.94 32 25
458.03 42 26 529.33 39 26 614.50 30 23 695.15 40 29
460.66 22 17 536.57 41 27 614.53 32 24 696.39 30 24
460.72 24 18 537.59 26 20 616.00 34 25 696.85 21 19
462.63 26 19 537.63 28 21 616.26 28 22 698.48 42 30
463.08 20 16 537.87 48 30 617.51 47 31
463.43 37 24 539.29 30 22 618.66 36 26
465.99 28 20 539.62 24 19 620.24 26 21



FIG. 2. Histogram of the relative abundance of various charge states in a coro-
nal equilibrium for a plasma with ne = 5 × 1019 m−3 and Te = 2 keV. ADAS
files used for this calculation: “acd89_fe.dat,” “scd89_fe.dat,” “acd01_w.dat,” and
“scd01_w.dat.”

Z = 26 exist. For very heavy impurities such as tungsten, many charge
states could potentially exist throughout the plasma volume, and the
charge balance strongly depends on the temperature range. Figure 2
shows a histogram describing the coronal charge state equilibrium
of both iron and tungsten at a temperature of 2 keV and a density
of 5 × 1019 m−3. As can be seen, Fe would primarily cause Z = 23+
and Z = 24+ radiation, while W would have a broader distribution
centered around Z = 40.

In addition, the strength of the various line emissions depends
on whether the upper energy level for a particular transition will be
likely to be populated following charge exchange. Typically, partial
cross-sections for CX into particular energy levels peak 2–5 energy
levels above the estimate of nupper ∼ q3/4.18 The higher the beam
energy, the more slowly these cross-sections fall off as one goes
toward higher n, therefore allowing for an appreciable population
of even higher energy levels.17 For a fairly standard NBI injection
energy of 50–100 keV, energy levels for which visible wavelength
transitions occur are readily populated.

III. MODELING OF ACTIVE IMPURITY CHARGE
EXCHANGE EMISSION
A. CXRS forward model

The equation for the emission seen along a given sight-line is

ϵLOS = ∫ nq∑
k
∑

E
nk,Eεk,E dl, (3)

where nq is the impurity density for charge state q and the sum
over k and E represents the sum over the neutral excited states and
beam energy components, respectively, with k = 1 corresponding
to the ground state of the beam neutrals. nk,E is the neutral den-
sity of excited state k and energy component E, which comprises of
the full, half, and third components as well as the NBI halo. Note
that these beam energy components arise from the acceleration of
H+1 , H+2 , and H+3 ions prior to neutralization in the beam. The halo
component, in turn, arises from the charge exchange between main
plasma ions and the beam neutrals, leading to a thermalized popula-
tion of neutrals in the beam vicinity. For modeling of these densities,
the pySTRAHL9 and pyFIDASIM19 codes are available. For a user-
defined set of kinetic profiles, magnetic geometry, and source term,

pySTRAHL solves the impurity transport equation [Eq. (1)] for the
impurity densities, nq, as a function of time, position, and charge
state. To simulate the neutral densities, the pyFIDASIM code uti-
lizes a collisional-radiative model in a Monte-Carlo simulation that
tracks the evolution of injected beam neutrals as they interact with
the background plasma. Given a set of input kinetic profiles, a mag-
netic geometry, and the relevant beam parameters, pyFIDASIM then
calculates the neutral densities, nk,E, as a function of position, energy
component, and excitation level. Finally, εk,E represents the effec-
tive emission coefficient for a given energy component and neutral
excited state.

Many of these emission coefficients are tabulated in atomic data
repositories for light to medium impurities; however, for heavier
impurities, few datasets are available. To simplify Eq. (3), one can
make notes of trends from the heaviest dataset available, argon,20

which we assume to hold for the analysis of iron. In particular,
one can note that for a 50 keV/amu beam that undergoes charge
exchange with argon, the third energy component (E = 3) and
beam halo with k = 1 exhibit a very small effective emission coef-
ficient. The halo emission coefficient for the k = 2 excited state can
potentially be comparable or even slightly larger than the emission
coefficient of the k = 1 first energy component; however, in the sim-
ulations performed in this work, the neutral densities of the k = 2
excited states were found to be two to three orders of magnitude
smaller than the corresponding k = 1 populations. Neglecting these
small terms in Eq. (3) simplifies it to the following form, where only
the first two neutral excited states are considered for the full and half
energy components:

ϵLOS ≈ ∫ nZ(nk=1, fullεk=1, full + nk=1,half εk=1,half )dl. (4)

The process used to calculate the effective emission coefficients
typically involves an integration over the relative collision velocities
between beam neutrals and the impurities. Here, we note that the
beam velocity is much larger than the thermal velocity of the ions
such that we can treat the distribution as a delta function centered at
the beam velocity. This allows one to pull the emission coefficients
outside of the integral since it approximately does not depend on the
local plasma parameters,

ϵLOS ≈ εk=1, f ull ∫ nZnk=1, fulldl + εk=1,half ∫ nZnk=1,half dl. (5)

Simplifying the model in this way allows one to go from considering
a total of six emission coefficients at each point along the line of sight
down to just two emission coefficients, which are assumed constant
along the line of sight.

B. Determination of effective emission coefficients
To determine the emission coefficients for the two energy lev-

els relevant to our measurements of iron, a strategy similar to that
described in Ref. 21 is utilized.

Assuming that the energy level balance for a particular impu-
rity ion is in a steady state, the balance between its populating and
depopulating mechanisms can be written as

dnz,k

dt
= 0 ≈ −nz,k∑

i<k
Ak→i +∑

i>k
nz,iAi→k + nz+1,gr⟨σz+1,gr→kvrel⟩n0,

(6)



where k denotes an energy level of interest, A represents the Einstein
coefficients for transition between one energy level and another, and
nz,x represents the number density of an ion with charge z in energy
level x. σz+1,gr→k is the cross-section for charge exchange electron
capture between a ground state ion with charge z + 1 and a neutral,
which leaves the recombined ion in energy level k. vrel is the relative
velocity of the impurity ion, and the neutral and the angle brackets
represent an integration over the velocity distribution. Finally, n0 is
the number density of the ground state neutral density for the main
plasma species. The terms on the right-hand side of Eq. (6) corre-
spond to (from left to right) depopulation via spontaneous decay to
lower energy levels, population via spontaneous decay from upper
energy levels, and population via charge exchange between a ground
state impurity ion and a fuel neutral. Note that we neglect several
terms in this energy level balance, including collisional excitation
and de-excitation as well as three body recombinations, which are
very small for high-n states. We also drop terms that would include
contributions from radiative and dielectric recombination, which
are small for the electron temperatures considered here. Addition-
ally, collisional ionization is not considered as it takes place on time
scales much longer than those considered here for highly ionized
impurities.

Since each of the energy level populations is coupled via Eq. (6),
one can write out a matrix equation that describes the steady state
balance of each energy level. The effective emission coefficients that
appear in Eq. (5) for the transition between states q→ p are then
ε = nz,qAq→p/nz+1,grn0. This term can be evaluated by dividing
Eq. (6) by nz+1,grn0 and inverting the matrix.

To solve Eq. (6), n and l resolved Einstein A coefficients have
been calculated using the Autostructure code,22 which solves the
wave-function using a Slater approach. Moreover, n-resolved cross
sections for charge exchange into the various energy levels consid-
ered in Eq. (6) can be determined from a universal cross-section
scaling similar to what is performed in Ref. 21. It is then assumed
that following charge exchange into the relevant n-level, collisional
redistribution populates each unique n, l state according to their
statistical weights. Benchmarking results showing the comparison
of effective emission coefficients calculated using this method and
those available on OPEN ADAS are given in Fig. 3(b) for a range
of beam energies representative of the energy ranges used in most
experiments. The values found on the ADAS database are given
by the hollow squares, while those calculated using our presented
method are shown by the lines with overlayed error bars. Note
that the energy dependence for each transition matches the ADAS
datasets well, while a scaling factor must be introduced to match the
magnitude. This scaling factor, along with labels indicating the tran-
sition energy levels, is annotated next to the corresponding plotted
data. However, this scaling factor does not enter into the inferences
performed in Sec. IV since, for this work, we will be fitting our model
to relatively calibrated charge exchange signals. Since we are assum-
ing that the effective emission coefficients are approximately only
a function of beam energy, the total emission seen by each line of
sight will be a linear combination of the effective emission coeffi-
cients for the full and half energy components multiplied times the
local full and half beam densities. Therefore, in order to accurately
capture the relative intensity between lines of sight, only knowl-
edge of the ratio between the full and half energy effective emission
coefficients is necessary. Plotted ADAS adf12 data are taken from

FIG. 3. Calculated charge exchange effective emission coefficients for (a) Ne10+,
(b) Ar17+, and (c) Ar18+ plotted as a function of beam energy with error bars
indicating fitting uncertainty. Each set of calculated data must be multiplied by a
scaling factor (annotated next to each set of data) to match the coefficients from
the corresponding ADAS ADF12 datasets (shown in hollow squares).

the following files: qef93No. h_ne10.dat, qef07No. h_arf#ar17.dat,
qef07No. h_arf#ar18.dat.

The calculated effective emission coefficients used in the mod-
eling of the Fe XXII and Fe XXIV signals are then given in Fig. 4
as a function of the beam energy. Additionally, a single ADAS cal-
culation was acquired for the Fe XXIV transition (file: qef07No.
h_arf#fe24.dat), which is additionally plotted next to the newly
calculated emission coefficients. Again, the calculated datasets are
scaled up to easily compare the energy dependence to the existing
data.

IV. BAYESIAN FRAMEWORK
Bayesian inference can be utilized in a manner similar to least

squares optimization methods to determine the most likely set of
parameters that describe a given set of observations. Here we com-
pare the evolution and relative intensity of the measured high-n
Rydberg emission with forward modeled results within a Bayesian
framework that aims at identifying D and V profiles. To fully define
the Bayesian framework used, first a set of prior constraints must
be described. Both the impurity diffusion and the peaking ratio
rV/D are parameterized with piece-wise cubic-Hermite interpola-
tion polynomials. Two knot points are located near the core and the
edge, with a third free to vary in position between the two. The core



FIG. 4. Effective emission coefficients calculated for Fe22+ and Fe24+ for the tran-
sitions observed in Fig. 1. The data shown in hollow squares have been calculated
previously using the ADAS code suite for Fe24+.

and edge knot points for the diffusion and peaking ratio profiles are
slightly offset from one another to encourage the model to decouple
the two contributions to the transport. The magnitude of the dif-
fusion then is allowed to vary between 0.01 and 100 m2

/s, which
roughly corresponds to the extreme cases of diffusion levels set by
the classical and Bohm diffusion models, respectively. The prior for
the peaking ratio is then bound between −100 and 100, which allows
for the model to explore both peaked and hollow impurity profiles
over a wide range. Additionally, the transport in the edge is set to the
ad-hoc values of D = 0.5 m2

/s and V = 0 m/s. This choice simplifies
the simulation dynamics in the SOL since, following introduction
via the source term, the number of impurities that reach the confined
region will be governed by how fast they influx toward the LCFS due
to diffusion and the rate at which they are lost to the divertor. To
allow for enough flexibility to match the simulation to the diagnos-
tic signals, this loss rate is included as an additional free parameter
in the inference scheme and can vary between 100 and 108 s−1. We
also apply Jefferys prior to sampling the impurity diffusion as well
as the edge loss rate. This enforces uniform sampling in log space,
allowing for the unbiased exploration over several orders of magni-
tude. Next, the likelihoods are assumed to be Gaussian with widths
given by their experimental uncertainties and are combined using
the independent likelihood pooling method.23

Model uncertainties are also considered in the Bayesian frame-
work. In practice, this can be accomplished by allowing the relevant
inputs to the forward model to vary according to their levels of
uncertainty and including them as so-called “nuisance” parameters
in the inference. The background electron temperature has the
strongest effect on the impurity ionization/recombination rates and,
therefore, the Te profile is allowed to vary within the error bars
depicted in Fig. 5. For each sampled temperature profile, the impu-
rity ionization and recombination rates are determined from ADAS
tabulated values. Additionally, the beam attenuation and, there-
fore, the density of neutrals along the sight-lines depend strongly
on the electron density profile. To include the effect of the uncer-
tainty in ne, the beam attenuation is evaluated using pyFIDASIM
for the case of an ne profile scaled either up or down based on
the error bars shown in Fig. 5. This gives two extremes for the
possible beam attenuation. The Bayesian inference scheme then

FIG. 5. Measured kinetic profiles for the analyzed W7-X discharge during the
duration of the LBO injection.

chooses a sample beam attenuation profile that is between these
two bounds. Once a set of kinetic profiles is sampled and the
ADAS rate coefficients for ionization, recombination, and radi-
ated power are determined, an additional uncertainty of 15% in
the rates themselves is considered based on previously reported
estimates of their expected error.24 The uncertainty in the rate coef-
ficients is assumed to be independent for each process (i.e., ACD,
SCD, CCD, PLT, PRB, and PRC coefficients, which correspond
to, in order, the effective recombination, ionization, and charge
exchange coefficients, as well as the radiated power cooling rate
coefficients for line emissions, recombination+Bremsstrahlung, and
charge exchange). Finally, the inference parameters are sampled
using the Markov chain Monte Carlo method to determine the
structure of the posterior distribution.25

V. INFERENCE RESULTS
A representative NBI heated W7-X plasma in which LBO injec-

tions have been carried out is chosen for analysis (discharge No.
20230314.26). The plasma conditions are generated via 2.3 MW of
electron cyclotron resonance heating (ECRH) and 2 MW of NBI
heating in the “high-mirror” configuration.26 Kinetic profiles mea-
sured at the time of the impurity injection are given in Fig. 5 and are
determined via a combination of Thomson scattering27 and CXRS
measurements of intrinsic carbon.28 In addition, shown in Fig. 5, is
a neutral density profile that has been calculated via the pyFIDASIM
code similar to the method described in 9. 22.5 s into the discharge,
an LBO injection of ∼1017 particles is performed, following which
impurity radiation is observed.

Measured and fitted CXRS signals are shown in Fig. 6, with
the corresponding fitted transport profiles shown in Fig. 8. The fit
is performed for the case where the line emissions seen by each line



FIG. 6. Fitted CXRS emission from Fe XXII (a) and Fe XXIV (b) for all ten available lines of sight. Measurement uncertainty based on photon statistics is given in shaded red,
while the fitting uncertainty is given in shaded gray. Shown here are the results from the inference case where only the relatively calibrated CXRS signals are fitted.

of sight are normalized to a maximum intensity of 1 as well as the
case where the intensity calibration is applied to compare the rela-
tive intensity of each line of sight (as is shown in Fig. 6). The fitted
transport profiles along with the two sigma error bands are given in
Fig. 8(a). The fitted signals agree very well with measurements, with
the exception of the time characteristic of the Fe XXII signal seen
along sight-line 3. This could be explained by a brief reduction in
the overall electron temperature immediately following the impurity
injection, which is seen to recover after ∼15 ms. This affects the outer
lines of sight most severely since the Fe21+ ionization rate decreases
dramatically below ∼500 eV.

Here, we can see that by including the information from the
relative intensity of the CXRS signals, the error bars on the inferred
transport parameters are reduced significantly, particularly in the
impurity peaking ratio. Additionally, it is apparent that the uncer-
tainty increases significantly in the edge region, outside of where
reliable Fe XXII and Fe XXIV emission is seen.

Despite the significant improvement by considering the relative
intensities of the CXRS signals, these data alone cannot constrain the
impurity peaking ratio well enough to distinguish between positive
and negative peaking, especially in the edge. However, by combining
the CXRS data with additional impurity measurements, it is pos-
sible to constrain the inferred peaking ratio more than would be
possible with either of the two diagnostics when considering them
independently. Here, we choose to combine the CXRS data with
total radiated power measurements captured by a metal foil bolom-
etry system29 since the total radiated power provides a constraint on
the total modeled impurity content, which is strongly affected by the
transport near the edge.

The volume-integrated radiated power can be determined from
the tomographic inversion of the individual bolometer lines of sight
and can provide constraints on the total number of injected impu-
rities that reach the confined region. These tomographic inversions

of both the total radiated power inside of the LCFS as well as radia-
tion fractions inside of r/a = 0.85 and 0.5 are available. The former is
collected at a frame rate of 600 Hz, with the latter collected at 15 Hz.
To simulate the radiation from the impurity species, ADAS cooling
rate coefficients30 are utilized alongside the pySTRAHL calculated
impurity densities,

P(t) =∭ ∑
Z

nZ(
r
a

, t)(ne(
r
a
)(PLT + PRB)

+ ⟨n0⟩(
r
a
)PRC)dV. (7)

FIG. 7. Radiated power measured inside the LCFS shown with orange Xs with
measurement uncertainty shown in shaded orange. Radiation fraction measure-
ments are shown with the error bars. The fitted total radiated power is shown in
black with a shaded gray depicting the fitting uncertainty. Fitted radiation fractions
are shown in the colored circles. Shown here are the results from the inference
case where both the bolometer and the CXRS signals are fitted.



FIG. 8. Inferred impurity diffusion and convection profiles with the median profile sample are shown by the dashed line, and the two-sigma error bars are shown in a shaded
color. (a) Depicts the comparison between the inference considering each CXRS signal normalized to 1 and the case where the relative intensity between lines of sight is
considered. (b) shows the inferred transport profiles for the case of considering the bolometer measurements by themselves and when included along with the relatively
calibrated CXRS signals. Additionally shown is the inference result considering relatively calibrated CXRS signals to depict the improvement in uncertainty.

Again, PLT, PRB, and PRC indicate the effective radiated
power coefficients for impact excitation, recombination, and charge
exchange contributions, respectively. ⟨n0⟩ represents the flux sur-
face averaged neutral density. nZ represents the impurity density for
charge state Z, which is calculated via the pySTRAHL code. Note that
since the modeled signals only consider radiation from the injected
iron, the background plasma radiation levels are subtracted from the
experimental signals to isolate the response from the injection.

Figure 7 shows the fitted radiated power measurements along
with the fitted radiation fractions when included in the inference
with the CXRS signals. The fitted transport profiles and two-sigma
error bands for the case of fitting only the bolometer measurements
as well as the bolometer+CXRS measurements are given in Fig. 8(b).
Note the change in the y-axis bounds for the peaking ratio compared
to Fig. 8(a). Here one can see that the inclusion of the bolometer
measurements in the framework provides a much stronger con-
straint on the peaking ratio compared to the CXRS signals alone.
This is because, while the relatively calibrated CXRS measurements
provide strong constraints on the density profile for Fe22+ and Fe24+,
they do not strongly constrain the total impurity density profile in
the way that the bolometer radiation fraction measurements do.

VI. CONCLUSION
In this work, we have shown the value of utilizing high-n

Rydberg transitions for diagnosing impurity species in fusion plas-
mas since they are free of passive emission, present over a wide
wavelength range, and insensitive to the specific impurity element.
Several of these transitions have already been observed in experi-
ments, and the strategies for identifying them throughout the visible
spectrum have been discussed. Hundreds of these visible wave-
length transitions are predicted to exist for a wide range of charge

states, and future experiments could investigate these for a variety of
impurity emission-based experiments.

To model the emissions of these Rydberg transitions, a tech-
nique has been described for solving the steady state energy level
population balance of the impurity ions that undergo charge
exchange. This allows for the calculation of the effective emission
coefficients necessary to quantify the signal intensity from the dif-
ferent beam energy components. This technique was then applied to
calculate effective emission coefficients for experimentally observed
transitions for which data were previously unavailable. While the
energy dependence of the calculated emission coefficients repro-
duces those found on the OPEN-ADAS database, they can then only
be trusted as well as the previous datasets. Experimental validation of
the energy dependence could be performed by taking measurements
with differing beam energies.

The Bayesian approach has been applied here to consider the
effect of kinetic profile and atomic rate uncertainties while still
allowing for statistically significant determination of impurity trans-
port profiles. Additionally, the self-consistent inclusion of radiated
power measurements is shown to provide strong constraints on the
impurity peaking ratio and, when paired with the CXRS signals,
give an inference of the impurity transport with error bars smaller
than those determined when considering either of the diagnostics
independently.
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