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Zusammenfassung 

Diese Dissertation stellt den ersten wissenschaftlichen Ansatz dar, der eine Verbindung 

zwischen mechanistischer und strukturbasierter Modellierung für die Prozessentwicklung 

der multimodalen Chromatographie (MMC) herstellt. MMC ist eine Aufreingungsmethode, 

welche eine Kombination mehrerer Oberflächenchemien nutzt, um die Qualität und Effizi-

enz der Molekülauftrennung zu verbessern. Die hier vorgestellten Ergebnisse könnten er-

heblich zu dem routinierten Einsatz von MMC in der biopharmazeutischen Industrie bei-

tragen und die Verwendung von Proteinstrukturwissen in diesem Bereich fördern. 

Monoklonale Antikörper (mAbs), gelten als eine der bedeutendsten Produktklassen von 

Medikamenten biologischen Ursprungs. Sie haben die Krankheitsbehandlung in therapeu-

tischen Bereichen wie Onkologie und Immunologie revolutioniert. Ein erheblicher Kosten-

faktor bei der Herstellung von Antikörpermedikamenten ist die Produktaufreinigung. Da-

her wurde innerhalb der Entwicklung von biopharmazeutischen Aufreinigungsprozessen 

(engl. “Downstream Processing“, DSP) bereits bedeutsame Arbeit geleistet, um deren Pro-

duktivität zu steigern. Dabei wurden fortgeschrittene Reinigungstechniken wie MMC in 

den DSP-Methodensatz aufgenommen. Die verbesserte Aufreinigungsleistung von MMC ist 

besonders von Vorteil für neu entwickelte Antikörperformate, welche spezifische Protein-

eigenschaften und Verunreinigunsprofile aufzeigen und daher etablierte Techniken und 

Prozeszabläufe überlasten können. Die erhöhte Komplexität von MMC erfordert jedoch 

eine produktspezifische Entwicklung dieser Aufreinigungsstufe. Oft müssen zahlreiche Pro-

zessbedingungen untersucht werden, um die Anwendbarkeit von MMC für unterschied-

lichste mAb Produkte festzustellen. Dies kann zu einer erheblichen Verlängerung der Ent-

wicklungszeiten und Erhöhung des Ressourcenaufwands führen, was die Implementierung 

dieser vielversprechenden Technik in die mAb-Aufreinigung verzögert. 

Üblicherweise sind für die Entwicklung von MMC-Prozessen kostspielige sowie zeitinten-

sive Vorversuche notwendig, die größere Mengen an Probenmaterial erfordern. Jedoch sind 

vor allem in den frühen Phasen der Prozessentwicklung sowohl das Probenmaterial als 

auch die verfügbare Entwicklungszeit stark eingeschränkt. Der wirtschaftliche Erfolg zu-

künftiger Arzneimittel kann durch eine weitere Reduktion dieser Entwicklungszeiten be-

günstigt werden. Hieraus folgt ein erklärtes Ziel der biopharmazeutischen DSP, arbeitsin-

tensive Laborexperimente durch den Einsatz von vornherein bekannten Strukturwissen zu 

ersetzen. Diese Methodik ist unter a priori Prozessentwicklung bekannt. Da das Prozess-

verhalten durch Oberflächenwechselwirkungen zwischen Antikörpern und deren Aufreini-

gungsmethoden beinflusst wird, könnte die gezielte Nutzung von Strukturinformationen, 

Entwicklungszeiten erheblich verkürzen. Frühere Bemühungen, Strukturinformationen mit 

Hilfe physikalischer Modelle für die MMC-Entwicklung nutzbar zu machen, trafen 
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aufgrund des zugrundeliegenden komplexen Interaktionsmechanismus auf Widerstand. 

Empirische Modellierungsansätze waren wiederum durch die Menge der verfügbaren Ka-

librierungsdaten begrenzt. Die Multiskalenmodellierung könnte ein vielversprechender An-

satz sein, um eine a priori Prozessentwicklung zu verwirklichen, indem molekulare sowie 

makroskopische Effekte der Adsorptionschromatographie berücksichtigt werden. Der hier 

gezeigte Ansatz der Multiskalenmodellierung ist eine Zusammenführung von statistischer 

und mechanistischer Modellierung. Dabei werden mit Hilfe von statistischen Modellen pro-

teinspezifische Adsorptionsparameter aus molekularen Proteineigenschaften vorhergesagt. 

Diese Adsorptionsparameter werden dann in mechanistischen Chromatographiemodellen 

genutzt, um makroskopische Chromatographievorhersagen zu ermöglichen. 

Diese kumulative Dissertation umfasst drei für sich selbst stehende Publikationen. Sie be-

schreiben die aufeinander aufbauende Entwicklung eines Multiskalenmodells zur Vorher-

sage von MMC-Interaktionen. Die Vorhersagen sollten dabei ausschließlich anhand der 

Aminosäuresequenzen von Antikörper ermöglicht werden. Diese Form der Multiskalenmo-

dellierung ist ein datengetriebener Ansatz, der eine erhebliche Menge an Kalibrierungsmo-

lekülen benötigt, von denen physikochemische Informationen berechnet sowie mechanisti-

sche Chromatographiemodelle erstellt werden können. Aus diesem Grund lag der initiale 

Fokus auf der effizienten Bereitstellung von molekülspezifischen Adsorptionsparametern 

durch die Generierung von mechanistischen Chromatographiemodellen. 

Die erste Veröffentlichung (Kapitel 3) stellt einen standardisierten Arbeitsablauf vor, der 

die mechanistische Modellierung von MMC für die industrielle Antikörperaufreinigung er-

möglicht. Mechanistische Modellierung dient der Simulation von chromatographischen 

Trennungen als Funktion variierender Prozessparameter. Aufgrund des komplexen Ad-

sorptionsmechanismus der Protein-Liganden-Interaktion stellt die MMC-Modellierung eine 

anspruchsvolle Aufgabe dar. Bestehende mechanistische Modelle wurden als unpraktikabel 

erachtet, ob ihrer großen Anzahl an Modellparametern, die vor der Modellanwendung be-

stimmt werden mussten. Darüber hinaus erhöhte eine ungenaue Parameterkalibrierung, 

auf Grundlage von wenig-informativen und nicht standardisierten experimentellen Arbeits-

abläufen das Risiko unzuverlässiger Modellvorhersagen. Innerhalb von Kapitel 3 wurde die 

Komplexität eines bestehenden Adsorptionsmodells erheblich reduziert, während die Ge-

nauigkeit der Simulation gängiger Prozessbedingungen in einem linearen Adsorptionsbe-

reich beibehalten werden konnte. Darüber hinaus wurde ein standardisierter labor- und 

computergestützter Arbeitsablauf etabliert, um eine effiziente Kalibrierung und Validie-

rung der thermodynamischen Modellparameter zu ermöglichen. Diese Methodik stellt einen 

erheblichen Beitrag im Umfeld des DSP dar, indem ein vereinfachter Zugang zu einer 

modellgestützten MMC-Entwicklung unter niedrigen Beladungsdichten ermöglicht wurde. 

Darüber hinaus ist der vorgestellte Arbeitsablauf eine Voraussetzung für die effiziente Er-

fassung von proteinspezifischen Adsorptionsparametern hinsichtlich des finalen Multis-

kalenmodells. 

In der zweiten Veröffentlichung (Kapitel 4) wird eine Methode zur Vorhersage von Anti-

körperinteraktionen während linearer pH-Gradienten in MMC vorgestellt. Die Feststellung 

des pH-Retentionspunktes gilt als informatives Vorexperiment für die MMC-
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Prozessentwicklung. Hieraus kann ein optimaler pH-Bereich bei konstanter Salzkonzentra-

tion für darauffolgende Aufreinigungsprozesse abgeleitet werden. Die zugrunde liegende 

Modellklasse wird als quantitative Struktur-Eigenschafts-Beziehung (engl. quantitative 

structure-property relationship, QSPR) bezeichnet. Dabei handelt es sich um einen mehr-

stufigen Prozess, bei dem physikochemische Moleküleigenschaften mit experimentellen Be-

obachtungen mittels multivariater Regressionsalgorithmen korreliert werden. Im Rahmen 

von Kapitel 4 wurde die Strukturvorhersage von Antikörpern und die Berechnung phy-

sikochemischer Eigenschaften automatisiert, ebenso wie ein experimentelles Hochdurch-

satzverfahren und ein fortschrittlicher QSPR-Arbeitsablauf etabliert. Dieser Ansatz ermög-

lichte die Vorhersage der pH-Retention für verschiedene Antikörper und Antikörperfor-

mate anhand ihrer Aminosäuresequenz. Der unmittelbare Nutzen dieses Modells besteht 

in der strukturbasierten Vorhersage von Prozessbedingungen ohne die Notwendigkeit von 

vorausgehenden Laborexperimenten. Darüber hinaus könnte das kalibrierte QSPR-Modell 

als computergestützte Methode verwendet werden, um potenzielle Antikörperkandidaten 

anhand ihrer Prozesssierbarkeit zu identifizieren, was im Englischen als “Manufacturability 

Assessment“ bezeichnet wird. Im Hinblick auf das übergeordnete Ziel, eine a priori Pro-

zessentwicklung für MMC zu realisieren, war das Ergebnis dieser Veröffentlichung von 

zweifachem Nutzen. Erstens wurde eine adaptive Vorlage für die Realisierung von QSPR-

Modellen erstellt, die später auf das endgültige Multiskalenmodell übertragen werden 

konnte. Dies beinhaltet eine automatisierte Strukturvorhersage, Berechnung physikoche-

mischer Eigenschaften, Etablierung von Hochdurchsatzexperimenten sowie eine Modellka-

librierungs- und Validierungsroutine. Zweitens kann der vorhergesagte Prozess-pH Wert 

als Ausgangspunkt für das endgültige Multiskalenmodell verwendet werden, um eine rele-

vante Prozessvorhersage zu gewährleisten. 

Nachdem alle notwendigen Voraussetzungen für die Generierung ausreichender Kalibrie-

rungsdaten erfüllt waren, stellt die dritte und abschließende Veröffentlichung (Kapitel 5) 

ein Multiskalenmodell zur Vorhersage der Antikörperinteraktion in MMC vor. Im Rahmen 

dieser Veröffentlichung wurden mechanistische Chromatographie- und statistische QSPR-

Modellierung kombiniert. Hierzu wurde ein großer Satz an Antikörperstrukturen und -

formaten untersucht. Dieser umfasst 59 volllängen mAbs, fünf unterschiedliche Formate 

wie IgG1, IgG4 sowie drei voneinander abweichende bi- und tri-spezifische Konstrukte. 

Von jedem dieser Moleküle wurden antikörperspezifische Eigenschaften berechnet und me-

chanistische Chromatographiemodelle in verschiedenen pH-Umgebungen kalibriert. Dabei 

wurden Adsorptionparamter mit Hilfe des neuentwickelte MMC-Modellierungsansatzes aus 

Kapitel 3 bestimmt. Daraufhin wurden diese Daten verwendet, um ein QSPR-Model, ab-

geleitet aus Kapitel 4, zu kalibrieren, was die Vorhersage von Adsorptionsparametern aus 

Antikörperstrukturen ermöglichte. Abschließend wurde die Genauigkeit des Multiskalen-

ansatzes durch die Simulation von MMC-Chromatographie für mehrere Antikörper, For-

mate und pH-Werte unter niedrigen Beladungsdichten validiert. Dieses Multiskalenmodell 

ermöglicht die computergestützte Identifizierung von potenziellen MMC-Prozessbedingun-

gen für verschiedenste Antikörperkandidaten. Die gezeigten Ergebnisse veranschaulichen 

das Potenzial einer a priori Prozessentwicklung in der Antikörperaufreinigung durch die 

Vorhersage chromatographischen Verhaltens auf Grundlage der Proteinstruktur. Darüber 
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hinaus wurde durch die Untersuchung der strukturellen Antikörpereigenschaften, im Zuge 

der QSPR-Modellierung, ein Einblick in den multimodalen Adsorptionsprozess gewonnen. 

Perspektivisch könnten die gewonnen Informationen zur Weiterentwicklung mechanisti-

scher MMC-Modelle führen. 

Zusammenfassend leistet diese Dissertation einen erheblichen Beitrag zur beschleunigten 

Entwicklung von MMC in der biopharmazeutischen Antikörperaufreinigung. Ein standar-

disierter Arbeitsablauf für die mechanistische MMC-Modellierung wurde eingeführt, um 

eine modellgestützte Prozessentwicklung zu ermöglichen. Ein QSPR-Modell zur Vorhersage 

des optimalen Prozess-pH Wertes auf der Grundlage der Aminosäuresequenz wurde etab-

liert. Diese Methode beschleunigt die Prozessidentifikation und könnte die Auswahl von 

Antikörperkandidaten durch Berücksichtigung ihrer “Manufacturability“ leiten. Die etab-

lierten Arbeitsabläufe wurden in einem Multiskalenmodell zur Vorhersage des MMC-Ver-

haltens von Antikörpern kombiniert. Dies ermöglicht ein rein strukturbasiertes und com-

putergestütztes Prozessdesign. Während diese Ergebnisse bereits das Potenzial für eine a 

priori Prozessentwicklung aufzeigen, könnten die aufgedeckten strukturellen Erkenntnisse 

zur Weiterentwicklung von Adsorptionsmodellen in der MMC führen. Angesichts der er-

höhten Komplexität der MMC-Interaktion im Vergleich zu anderen DSP-Verfahrensschrit-

ten könnte diese Dissertation als Vorlage für weitere a priori Prozessmodelle sowie des 

mechanistischen Verständnisgewinns in verschiedensten Aufreinigungsmethoden dienen. 
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Abstract 

This dissertation depicts the first study to establish a link between mechanistic and struc-

ture-based modeling for the development of multimodal chromatography (MMC) processes. 

MMC combines different surface chemistries to enhance the quality and efficiency of mol-

ecule purification. The research presented herein contributes significantly to the adoption 

of MMC in the biopharmaceutical industry and promotes the use of structural knowledge 

in this domain.  

Monoclonal antibodies (mAbs), a primary product class of biologically derived medicines, 

have revolutionized disease treatment in therapeutic areas such as oncology and immunol-

ogy. A significant cost contributor to antibody products is their purification development, 

known as downstream processing (DSP). Consequently, extensive research has been con-

ducted to enhance the productivity of biopharmaceutical purification. In this context, ad-

vanced purification techniques like MMC have been introduced to the DSP toolbox. The 

improved purification performance of MMC is especially advantageous for novel antibody 

formats exhibiting specific impurity profiles, which can challenge established purification 

techniques and processing routines. However, the increased complexity of MMC necessi-

tates a product-specific development for this unit operation. Often, a variety of process 

conditions need to be explored, to assess the applicability of MMC for a diverse range of 

mAb products. This can inflate development timelines and resource expenditure, limiting 

the implementation of this promising technique into mAb purification. 

Typically, the development of MMC processes involves costly and time intensive screening 

experiments requiring substantial amounts of sample material. Particularly in the early 

stages of process development, sample material as well as development time is scarce. The 

economic success of launched drug products can be facilitated by further reducing devel-

opment timelines. Therefore, it has been a long-standing goal of the biopharmaceutical 

DSP to replace labor-intensive wet lab experimentation by harnessing prior knowledge of 

molecule structure. This methodology is often referred to as a priori process development. 

As surface-surface interactions between molecules and purification methods largely affect 

their process behavior, utilizing structural information could significantly accelerate devel-

opment timelines. Previous attempts in harnessing structural information for MMC devel-

opment have struggled to capture the complex mechanism using physics-informed models. 

Conversely, empirical modeling approaches were limited by the amount of available train-

ing data. Multiscale modeling could be a promising path towards achieving a priori process 

development by considering molecular as well as macroscopic effects of adsorption chro-

matography. The multiscale modeling approach employed in this thesis merges statistical 

and mechanistic modeling. Hereto, protein-specific adsorption parameters are predicted 
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from the molecular properties of proteins. These adsorption parameters are then incorpo-

rated into mechanistic chromatography models to enable macroscopic chromatography 

predictions. 

This publication-based thesis comprises three independent research articles. These articles 

detail the sequential development of a multiscale model for predicting MMC interaction 

based solely on antibody sequence information. This kind of multiscale model is a data-

driven approach and requires a substantial amount of training molecules from which phys-

icochemical information can be calculated and mechanistic chromatography models be gen-

erated. Accordingly, the initial focus of this thesis was the efficient acquisition of molecule 

specific adsorption parameters by generation of mechanistic chromatography models. 

The first publication (Chapter 3) presents a standardized workflow for mechanistic mod-

eling of MMC in antibody purification at industrially relevant process conditions. Mecha-

nistic modeling enables the simulation of chromatographic operations as a function of var-

ying process parameters. MMC modeling is considered challenging due to the complex 

adsorption mechanism that needs to be simulated during the multimodal protein-ligand 

interaction. Previous thermodynamic models were deemed impractical due to the large 

number of model parameters that needed to be determined prior to model application. 

Moreover, inaccurate parameter calibration, resulting from uninformative and non-stand-

ardized experimental routines, increased the risk of unreliable model predictions. Within 

Chapter 3, the complexity of an existing adsorption model was substantially reduced while 

maintaining its accuracy for simulating common process conditions in a linear adsorption 

regime. Furthermore, a standardized wet lab and in silico workflow was established to 

enable efficient calibration and validation of the thermodynamic model parameters. This 

methodology alone represents a substantial contribution in the field of DSP by facilitating 

straightforward access to model assisted MMC development at low loading density condi-

tions. Additionally, the presented workflow serves as a prerequisite for the final multiscale 

model to enable the efficient acquisition of protein-specific adsorption parameters. 

In the second publication (Chapter 4), a method for predicting antibody retention during 

linear pH gradients in MMC is introduced. Determining retention pH is considered an 

informative screening experiment for MMC process development. It can lead to a reliable 

indication of an optimal range for process pH at a given salt concentration. The underlying 

model was based on quantitative structure-property relationship (QSPR), which is a mul-

tistage process in which physicochemical molecule characteristics are correlated to experi-

mental properties using multivariate regression algorithms. Within Chapter 4, antibody 

structure prediction and calculation of physicochemical characteristic were automated, 

alongside the establishment of an experimental high-throughput setup and an elaborate 

QSPR workflow. This approach enabled the prediction of pH retention for various anti-

bodies and antibody formats using only their amino acid sequence. The immediate benefit 

of this model includes the structure-based prediction of process conditions without the need 

for performing wet lab experimentation. Additionally, the calibrated QSPR model could 

be utilized as an in silico screening tool for identifying antibody candidates suitable for 

purification at selected process pH. This is often referred to as manufacturability 
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assessment. Regarding the overarching goal of realizing a priori process development in 

MMC, the outcome of this publication was two-fold. First, an adaptive template for devel-

oping QSPR models was established that could later be transferred to the final multiscale 

model. This includes automated structure prediction, physicochemical characteristic calcu-

lation, high-throughput experimentation, as well as a model training and testing routine. 

Second, the predicted process pH can be utilized as a starting point for the final multiscale 

model to assure relevant process prediction. 

After meeting the necessary prerequisites for gathering sufficient training data, the third 

and final publication (Chapter 5) introduces a multiscale model for predicting antibody 

interaction in MMC. Here, mechanistic chromatography and statistical QSPR modeling 

were combined, and a large quantity of antibody structures and formats investigated. The 

molecules comprise 59 full-length mAbs, five different formats, including IgG1s, IgG4s, and 

three different kinds of bi- and trispecific constructs. From each molecule antibody-specific 

characteristics were calculated and mechanistic chromatography models at various pH en-

vironments calibrated. Accordingly, adsorption parameters were determined using the 

newly developed MMC modeling workflow introduced in Chapter 3. The data was than 

utilized to train a QSPR model, modified from Chapter 4, to enable the prediction of 

adsorption parameters from antibody structure. The accuracy of this approach was vali-

dated by simulating MMC chromatography for multiple antibodies, formats, and pH values 

at low loading density conditions. This multiscale model allows in silico screening of po-

tential MMC operating conditions targeting the initial process development of antibody 

candidates. The results demonstrate the potential of a priori process development in anti-

body purification by predicting chromatographic behavior based on protein structure. Fur-

thermore, insights into the multimodal adsorption process through investigation of struc-

tural contributions of the QSPR parameter models were gained. These insights could yield 

further developments of mechanistic MMC models. 

In conclusion, this dissertation provides a substantial contribution to the accelerated de-

velopment of MMC in the biopharmaceutical antibody purification across multiple areas. 

A standardized workflow for mechanistic MMC modeling was introduced to enable a 

model-assisted process development. A QSPR model for predicting optimal process pH 

based on the amino acid sequence was established. This tool accelerates process identifica-

tion and could guide antibody candidate selection by accounting for manufacturability 

profiles. The established workflows were combined in a multiscale model for predicting 

antibody behavior in MMC. The model predictions enable an in silico process design re-

quiring only amino acid sequence information. While these results alone demonstrate the 

potential for a priori process development, the structural correlations could lead to further 

developments of advanced adsorption models for MMC. Given the exceptional complexity 

of the MMC interaction compared to other DSP operations, this dissertation could serve 

as a blueprint for enabling a priori process development and increasing mechanistic under-

standing throughout different unit operations. 
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1 Introduction 

The biopharmaceutical industry has seen remarkable growth in recent years, becoming a 

vital sector in the field of medicine. This industry focuses on producing recombinant pro-

teins, also known as biologics, which are used to treat a wide range of conditions and 

diseases. Unlike small molecules like aspirin, biologics are more complex and are produced 

using living cells rather than chemical synthesis [1]. By 2021, monoclonal antibodies 

(mAbs) made up more than 80% of the biopharmaceutical market to enable a targeted 

treatment for various therapeutic needs such as oncology, hematology, and inflammatory 

diseases [2,3]. The success of mAbs can be attributed to their increased specificity, potency, 

and half-life compared to other therapeutic modalities, as they lean on the efficacious 

pathways derived from the natural immune system [4]. 

While mAb products display clear therapeutic benefits, their structural complexity pre-

sents significant manufacturing challenges. These challenges are tackled by the Chemistry, 

Manufacturing, and Controls (CMC) activities to guarantee product safety while operating 

under physiological process conditions as required by the regulatory agencies [5]. Instead 

of using consistent chemical processes as implemented for small molecules, biologics are 

produced by genetically modified cells in a bioreactor, a process known as upstream pro-

cessing (USP). Following cell expression, the mixture containing product and impurities is 

separated from cells or cell debris and purified during downstream processing (DSP) [6]. 

Purification is essential to isolate the desired product from potentially harmful contami-

nants, ensuring the safety of intravenous application to patients [7]. Contaminants include 

DNA and other host cell proteins (HCP) termed process related impurities as well as 

product related impurities like misfolded mAbs, aggregates, fragments, and post-transla-

tional modifications [8]. 

The structural similarities of mAb products enables a platformed purification process to 

reduce development and production expenditures, relying on a well-defined sequence of 

unit operations [9]. Preparative liquid chromatography is particularly important for mAb 

purification due to its high selectivity towards molecular properties like size, charge, or 

hydrophobicity, and its mild operating conditions. During chromatographic purification, 

product-impurity separation is realized by selectively binding target molecules to a solid 

stationary phase, while non-target molecules remain in a liquid mobile phase, vice versa. 

In recent years, the success rate for regulatory approval of mAb candidates during clinical 

trials has decreased due to a saturated market environment, resulting in higher capital 

requirements for mAb products [10,11]. Accordingly, the exploration of innovative path-

ways in treating various diseases has been driven forward, which led to substantial 
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increases in the structural diversity of mAb therapeutics [12,13]. While minor adjustments 

to platformed purification processes are required for standard formats, non-standard mAbs 

challenge existing development workflows and can necessitate a resourceful process rede-

sign and characterization. This particularly affects small and medium-sized pharmaceutical 

companies, leading to increased competition and forced consolidation [14]. To succeed in 

this competitive market, development timelines and production costs must be significantly 

reduced through technical innovation [15]. 

Current research in mAb purification focuses on reducing manufacturing costs and increas-

ing the efficiency of process development, particularly for chromatographic unit operations 

[16]. To reduce material consumption and improve equipment utilization during mAb pro-

duction, single-use technologies as well as continuous processing has been implemented by 

replacing stainless steel with disposable materials or connecting multiple unit operations 

[17,18]. More importantly, the performance of chromatography purification has progressed 

by utilizing advanced material and surface chemistries to improve stability, capacity, and 

impurity depletion [19]. Meanwhile, chromatography development was accelerated by using 

automated high-throughput systems, harnessing structural information of mAb candidates, 

as well as using statistical and mechanistic process models [20–23]. Additionally, advanced 

process analytics benefit both manufacturing and development by improving process mon-

itoring [24]. These developments were also facilitated by the regulatory agencies to further 

improve product safety through increased process understanding as introduced by the qual-

ity by design (QbD) initiative [25,26]. 

One promising approach for cutting manufacturing costs is the use of multimodal chroma-

tography (MMC), which combines multiple modes of interaction, such as ion exchange, 

hydrophobic interaction, and affinity, in a single chromatographic step [27]. This technique 

can provide enhanced selectivity and resolution, leading to improved purification perfor-

mance and potentially reducing the number of required chromatographic unit operations 

[28]. However, its process development is complex and lacks fundamental understanding of 

multimodal protein-ligand interaction. Lacking process understanding is especially disad-

vantageous as current process development relies on empirical knowledge and has to per-

form extensive screening experimentation [29,30]. 

The following sections will establish a theoretical foundation for facilitating the adoption 

of MMC by utilization of protein structure information. Current approaches in antibody 

purification are presented, emphasizing the physicochemical characteristics of this product 

class and MMC. Thereafter, a brief introduction in mechanistic chromatography modeling 

is given, explaining practices of simulating macroscopic process behavior. Lastly, funda-

mentals of molecule modeling and physicochemical description as well as statistical analysis 

of structure-function relationships are addressed. 
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1.1 Purification of Therapeutic Antibodies 

The process of purifying therapeutic antibodies must adhere to the highest regulatory 

standards to ensure product safety and efficacy. The biological origin and structural com-

plexity of these products necessitate physiological process conditions for their purification 

unlike chemical compounds. The purification strategy is defined by the physicochemical 

properties of the product, which must be thoroughly characterized. In the subsequent sec-

tions, the structural characteristics of mAbs will be discussed, current downstream pro-

cessing approaches presented, and the principles of MMC explored. 

 

1.1.1 Monoclonal Antibodies 

MAbs have become a powerful tool in modern medicine. They can treat a wide range of 

diseases due to their unique ability to mimic or augment the body's natural immune re-

sponse. This has led to a revolution in the field of immunotherapy, opening new avenues 

for disease treatment and prevention. Antibodies, also known as immunoglobulins (Ig), are 

Y-shaped proteins naturally found on the B cell membrane. They play a vital role in the 

adaptive immune system, defending against pathogens. Antibodies are involved in a key 

process called opsonization. In this process, antibodies bind selectively to multiple surface 

characteristics of pathogens, known as antigens. This leads to coagulation and marks the 

pathogens for destruction by immune cells. The term “monoclonal” refers to an antigen-

specific antibody that is isolated from a single B cell clone for therapeutic or research 

applications [31]. 

Antibodies naturally occur in five main isotypes: IgA, IgD, IgE, IgG, and IgM. Each class 

has a unique structure and function within the immune response, helping the body fight a 

variety of pathogens. The IgG class of antibodies is further divided into four subclasses: 

IgG1, IgG2, IgG3, and IgG4. These subclasses have structural differences that result in 

different immune responses and catabolic half-lives [32]. The IgG1 subclass, illustrated in 

Fig. 1.1, is the most prevalent in human serum and is highly effective against viruses and 

bacteria. Due to its beneficial pharmaceutical properties, IgG1 is the most common format 

for antibody therapeutics, followed by the IgG4 and IgG2 subclasses [4,12]. 
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Fig. 1.1: Structure of IgG1 antibody (PDB entry 1IGY).(a) Surface representation of 

IgG1, colored according to antibody functional domains. (b) Ribbon representation indi-

cating secondary structures, glycosylation and CDRs in brighter colors. Figure adapted 

from Absolute Antibody [33]. 

 

The IgG1 monomer weighs approximately 150 kDa and consists of four polypeptide chains, 

as depicted in Fig. 1.1. The four amino acid chains include two identical heavy chains (HC) 

and two identical light chains (LC). They fold into three equal-sized globular portions, 

stabilized by disulfide bonds and connected by a flexible stretch of polypeptide chain known 

as hinge region. The number of interchain disulfide bonds and the length of the hinge 

region differentiate the IgG molecules into their subclasses. The globular regions form a Y-

shaped conformation with the two arms termed fragment antigen-binding (Fab) and the 

trunk known as fragment crystallizable (Fc). The antibody's quaternary structure (read 

Section 1.3.1) is divided functionally into a variable and a constant region, based on their 

sequence variability. The constant region is highly conserved within one antibody subclass 

and includes the Fc domain and the proximal half of each Fab domain, interacting with a 

limited number of effector molecules and cells [34]. The distal half of the Fab domains, 

which enables selective binding to varying antigen motives, is classified as the variable 

region (VR). 

The secondary building blocks of these regions are further divided into 110 amino acid long 

β-barrel domains. Each domain has a molecular weight of approximately 12 kDa and is 

stabilized by an intrachain disulfide bond. The variable and constant regions are numbered 

in ascending order in segments of β-barrel domains. Each heavy chain comprises one 

variable domain (VH) and three constant domains (CH1, CH2, and CH3). Each light chain 

consists of one variable domain (VL) and one constant domain (CL). An oligosaccharide 

chain is embedded between the CH2 domains of the Fc region. The composition and precise 

binding location of the oligosaccharide is cell-line dependent and is referred to as glycosyl-

ation [35]. The glycosylation pattern of an antibody is critical for its pharmacokinetic and 

pharmacodynamic characteristics. 

   

   

   

  

  

      

        

     
         

      

  

   

         

      

      

      



Introduction 

 5   

 

 

Fig. 1.2: Schematic of therapeutic antibody formats investigated in this thesis.The struc-

ture of immunoglobulin isotype G (IgG), IgG appended by a single-chain fragment varia-

bles (IgG-scFv), Knob-in-Hole bispecific (KiH), and KiH appended by a scFv (KiH-scFv) 

are shown from left to right. Variable regions are colored in blue, yellow, and green whereas 

the constant region is colored in grey. Furthermore, the glycosylation is colored in orange. 

The antibody hinge region and linkers are indicated by solid black lines. 

 

The variable domains of the heavy and light chains together form the antigen-binding site, 

known as the paratope. The antigen-binding site comprises six hypervariable loops, which 

structurally adapt to complement the epitopes of the antigen. These loops are often called 

the complementarity-determining region (CDR) and include three heavy chain CDRs (H1, 

H2, H3) and three light chain CDRs (L1, L2, L3), with H3 being the most structurally 

variable. The framework-regions (FR) account for the intrachain sequences between the 

CDR loops of the heavy chain (HFR1, HFR2, HFR3, HFR4) and the light chain (LFR1, 

LFR2, LFR3, LFR4). The binding affinity of an antibody to an antigen reflects the likeli-

hood of paratope-epitope association, which depends on steric restrictions and the release 

of free energy upon binding [36]. As the IgG subclass has two antigen-binding sites, its 

interaction is bivalent, and the accumulated binding strength is termed avidity. 

There have been significant advancements in the field of therapeutic antibodies. Antibodies 

are now engineered into various formats to enhance their overall therapeutic potential. 

This is achieved by increasing specificity, improving efficacy, and reducing adverse effects 

[37]. Developments include antibody fragments, multispecific antibodies, antibody-drug 

conjugates, and antibody fusion proteins [38]. Each offers unique advantages in disease 

treatment. Multispecific antibodies are particularly popular in cancer treatment as they 

combine multiple paratopes on a single monomer, tackling complex signaling pathways 

[39]. Fig. 1.2 depicts various antibody therapeutics investigated in this study, including 

monoclonal IgGs, as well as bi- and tri-specific modalities. Bispecific interaction is achieved 

either through a Knob-in-Hole (KiH) construct or by appending single-chain fragment 

variables (scFv) to the Fc portion of the antibody [40,41]. KiH formats contain comple-

mentary mutations within the CH3 region to decrease the likelihood of mispairing, while 

scFv domains are constructed by fusing two Fv fragments using a flexible stretch of 
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synthetic peptide termed linker. A trispecific modality can be constructed by combining 

both techniques. 

 

1.1.2 Preparative Chromatography 

Preparative chromatography is a crucial component of biopharmaceutical DSP. It stands 

out for its selectivity, reversibility of association, and physiological processing conditions 

when compared to other separation methods [42]. Adsorption chromatography is typically 

used in preparative applications due to its superior loading capacity compared to other 

modes, such as size-exclusion chromatography (SEC). Impurity depletion is achieved 

through differential surface energies between the target molecules or impurities and the 

functionalized chromatographic resin [43,44]. In liquid-solid chromatography, a heteroge-

neous feed stream containing the target protein, impurities, and other solutes is loaded 

onto the adsorber matrix. The matrix usually consists of rigid but porous, and spherical 

adsorber particles packed tightly into a chromatographic bed within a cylindrical housing. 

This process is known as liquid column chromatography. The liquid feed stream is referred 

to as the mobile phase, while the solid adsorber particles are known as the stationary 

phase. The migration of solutes through the column matrix is influenced by fluid and 

thermodynamic effects, which will be discussed in the subsequent modeling Section 1.2. 

Chromatographic purification steps are classified based on their adsorption mechanism and 

mode of operation. The utilization of different chromatographic modes provides an orthog-

onal separation utility within DSP [45]. The differential partitioning between the solutes 

in the mobile phase and the adsorbate in the stationary phase is controlled by the solution 

conditions of the mobile phase. Chromatographic purification typically follows a six-stage 

process. The stages are distinguished by their mobile phase conditions, which are regulated 

using parameters such as pH, conductivity, or buffer excipient concentration. The stages 

include equilibration of the resin matrix, column loading, washing to remove non-specifi-

cally bound product or contaminants, column elution to desorb specifically bound product 

or impurities, column regeneration to release strongly adsorbed contaminants, and finally, 

sanitization using a cleaning-in-place (CIP) step. The loading and elution steps differenti-

ate the chromatographic operation modes. In bind-and-elute chromatography, the target 

molecule is strongly adsorbed to the resin and is desorbed either by a continuous eluent 

modification (gradient elution) or rapid exchange in eluent composition (step elution). If 

the column is loaded and eluted at isocratic conditions, meaning a constant buffer envi-

ronment, the mode is termed flow through (FT) or weak partitioning (WP) operation. In 

these modes, the target product either flows freely through the column or exhibits a slight 

adhesion to the resin matrix. 

Three to five chromatographic unit operations are typically connected within the antibody 

purification platform [9]. These are linked via multiple adjustment and filtration steps. 

Affinity chromatography (AC) serves as the primary capture step of the purification plat-

form, removing the majority of process-related impurities as HCPs, DNA, endotoxins, and 
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cell culture media through a bind-and-elute operation [6]. AC is a highly selective separa-

tion method that interacts with specific motifs on the target protein surface during a mul-

tipoint adsorption process. In the case of mAb purification, a targeted adsorption to the 

Fc region can be achieved by using a Protein A ligand. The mAb desorption is then initi-

ated by a reducing the mobile phase pH, which induces dissociation of the target protein 

from the Protein A ligand. Following the capture step, the crude drug substance is further 

purified using two to three chromatographic unit operations, known as polishing chroma-

tography. During polishing chromatography, product-related impurities like size and 

charge variants of the main product, as well as remaining process-related impurities, are 

removed. In general ion-exchange and hydrophobic interactions are utilized as primary 

adsorption mechanism. Anion-exchange chromatography (AEX) operates by adsorbing 

negatively charged surfaces to a positive ligand group. AEX is often employed in FT mode 

and excels in the removal of negatively charged impurities like DNA. Conversely, cation-

exchange chromatography (CEX) adsorbs positively charged surfaces and is mainly oper-

ated in bind-and-elute mode. A gradient or step elution then enables the separation of 

charge variants of the main product by increasing the ionic strength of the eluent. Hydro-

phobic interaction chromatography (HIC) adsorbs hydrophobic surfaces to aliphatic or 

aromatic ligand groups and is invaluable for removing size variants. HIC is mainly operated 

in bind-and-elute mode by decreasing the concentration of chaotropic modifiers, thereby 

reducing the strength of hydrophobic attraction. Additionally, multimodal chromatog-

raphy has been introduced to the mAb purification platform. MMC combines orthogonal 

forms of physicochemical interaction, often linking electrostatic and hydrophobic groups 

within one multimodal ligand. This increases the selectivity compared to unimodal polish-

ing methods and has the potential to integrate two or more polishing steps into a single 

unit operation [46]. MMC will be discussed further in Section 1.1.3. 

The development of chromatographic unit operations involves identifying optimal purifi-

cation conditions to maximize product purity and process economics, while satisfying strict 

regulatory requirements for product safety and efficacy. These requirements are enforced 

by government institutes such as the U.S. Food and Drug Administration (FDA) and the 

European Medicines Agency (EMA). Critical quality attributes (CQAs) of the drug sub-

stance are defined and must be met with minimal variability through the identification of 

critical process parameters (CPPs) [47,48]. Early process development involves selecting 

chromatographic resins, buffer conditions, and the protein load on the column to improve 

product purity, process yield, and robustness. Most of the development and regulatory 

efforts in DSP are dedicated to polishing chromatography. Process development, optimi-

zation, and characterization are primarily performed empirically using small-scale and 

high-throughput methods. Meanwhile, regulatory bodies are advocating for increased pro-

cess understanding, as outlined in the QbD initiative [49]. QbD represents a shift towards 

science- and risk-based process development, in contrast to pure empiricism [50]. Mecha-

nistic chromatography and structure-based modeling can support the QbD initiative and 

have the potential to supplement or replace wet lab experimentation. These topics will be 

introduced in Sections 1.2 and 1.3, respectively. 
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1.1.3 Multimodal Chromatography 

Multimodal chromatography, also known as mixed-mode chromatography, is a versatile 

and selective purification technique. It involves multiple types of interactions between the 

stationary phase and solute, presenting both challenges and opportunities for process de-

sign and optimization [28,46]. Multimodal functionality can be achieved by connecting 

different functional groups or ligand moieties within a single chemical scaffold to form the 

multimodal ligand. Alternatively, unimodal ligands can be attached to one resin particle, 

or distinct resins can be mixed in one chromatographic bed [51]. This thesis will focus 

exclusively on multimodal ligands that are offering differing functionality in close proxim-

ity, as shown in Fig. 1.3. 

Various forms of multimodal ligands exist, while novel modalities are constantly being 

developed [27,52]. Affinity chromatography, for instance, can be considered one form of 

multimodal functionality, often exhibiting a complex and highly specific ligand design. 

Hydroxyapatite (HT) is a natural adsorbent with mixed-mode functionality, achieved 

through positively charged calcium ions (C-site) and negatively charged phosphate groups 

(P-sites). The most common form of multimodal ligands combines hydrophobic and elec-

trostatic functionality. Such a ligand attaches an aliphatic or aromatic moiety to its reac-

tive side, serving the electrostatic functionality, and connects to the resin matrix via a 

spacer arm, as displayed in Fig. 1.3 (a). Often, an additional hydrogen-bonding group is 

attached to these ligands to increase binding strength, though it is considered secondary 

for selectivity purposes [27]. Either anionic or cationic functionality is achieved through 

strong (quaternary ammonium, sulfonic group) or weak (secondary amines, carboxylic 

groups) ion exchange moieties. Due to the multimodal binding behavior, the ligands can 

be operated in a HIC or an IEX predominant mode dependent on buffer pH and conduc-

tivity [53]. HIC mode is observed in an electrostatic repulsive regime with ligand and target 

protein exhibiting similar net charge or elevated conductivity levels, whereas as IEX mode 

is requiring oppositely charged binding partners and decreased buffer conductivity. A tran-

sition zone exists, in which both forms of interaction are strongly pronounced. This behav-

ior is often referred to as “U-shaped binding curve” because of the complex pH and con-

ductivity dependency of hydrophobic-electrostatic ligands [54]. A special case of multi-

modal functionality is presented by heterocyclic ring structures as pyridine or imidazole, 

which combine hydrophobic and ionic characteristic in a single group. Furthermore, their 

weak ion exchange characteristic and pKa values at physiological pH range enables the 

mechanism of hydrophobic charge induction chromatography (HCIC). In HCIC, binding 

occurs at a neutral pH through hydrophobic attraction with ion-exchange groups being 

uncharged. Elution is initiated by shifting pH, inducing similar charge of the ligand and 

the molecule surface leading to electrostatic repulsion. 

MMC was initially introduced to mAb purification as a cost-effective alternative to Protein 

A capture. Multimodal cation exchange resins are particularly promising for this applica-

tion, offering similar purification performance at a significantly lower cost than Protein A 

resins [55,56]. Additionally, they can operate under milder pH conditions, are chemically 

more stable showing no ligand leakage, display an improved capacity and provide broader 
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selectivity toward different classes of antibody-like structures [57]. However, MMC devel-

opment is considered more complex and often necessitates resource intensive high through-

put screening (HTS) and design of experiment (DoE) studies for identifying robust set 

point conditions [51,56,58]. By now, substantial improvements in Protein A ligand chem-

istry have relativized most of MMCs advantages for replacing this established technique 

except for their price difference. Nevertheless, the ability of MMC resins in engaging with 

multiple binding domains on the molecule surfaces still facilitates their utilization for the 

capture of nonstandard mAb formats [57,59]. 

There has been increasing interest in using MMC in polishing applications [60–66]. Its 

benefits include salt-tolerant adsorption capacity over classical ion-exchange chromatog-

raphy (IEX) resins and improved impurity clearance within a single chromatographic pro-

cessing step. Salt tolerant adsorption refers to the ability of binding molecules at elevated 

conductivity values based on complimentary hydrophobic effects, which enables more flex-

ibility in DSP design [67]. Especially, anionic MMC showed synergistic effects to estab-

lished mAb purification platforms to replace one or more unit operations within a single 

chromatography step. Classical AEX resins can be enhanced through multimodal function-

ality to assist the clearance of product related impurities and HCPs.  

Arguably, one of the most widely adopted resins, is the multimodal strong anion exchanger 

Capto™ adhere [68], shown in Fig. 1.3. The N-benzyl-N-methylethanolamine ligand Capto 

adhere, combines a positively charged quaternary amine with an aromatic phenyl ring and 

a hydroxyl group. 

 

Fig. 1.3: Capto adhere ligand [68].(a) Structural formula of N-benzyl-N-methylethanola-

mine ligand Capto adhere. The positively charged quaternary amine colored in blue, ena-

bles anion exchange functionality, whereas the aromatic phenyl ring colored in green suf-

fices hydrophobic interaction. The additional hydroxyl group, colored in purple assists the 

solute adsorption through hydrogen bonding. A spacer arm connects the functional groups 

to the resin matrix. The colored spheres surrounding the different modalities, symbolize 

the length scale of each interaction. (b) Schematic representation of Capto adhere adsorp-

tion to a significant binding domain on a protein surface. Green surface colors indicate 

hydrophobic interaction while blue and red colors display positive or negative electrostatic 

surface potentials. 

 

(a) (b)

N+
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Capto adhere has shown superior purification performance compared to established polish-

ing resins and is predominantly employed in FT or WP operation [60–65]. It allows the 

simultaneous clearance of aggregates and fragments, HCPs, DNA, viruses, and leached 

Protein A and will be further investigated throughout this thesis. 

Despite the apparent benefits of using MMC in DSP applications, its process development 

still hinders its widespread adoption. The complex and multimodal functionality can induce 

significant binding domains or hot spots on the protein surface as visualized in Fig. 1.3 

(b). Accordingly, substantial research has been conducted in investigating multimodal in-

teractions by using molecular dynamics (MD) simulations, fragmentation and labeling 

techniques, or quantitative structure-property relationship (QSPR) methods [69–72]. How-

ever, MMC development remains challenging and further research is needed to fully realize 

it’s potential. 

 

1.2 Modeling of Liquid Chromatography 

Liquid chromatography modeling plays a crucial role in various applications such as in 

silico process optimization, scale-up, root-cause investigation, and robustness analysis 

[44,73]. These aspects can be valuable for product safety and process economics. The com-

plexity of modeling chromatographic processes lies in its multiscale nature, encompassing 

various physical effects at different length scales. These include fluid dynamics, mass trans-

fer phenomena, and adsorption thermodynamics. In the subsequent section, transport phe-

nomena from a macroscopic to microscopic level will be presented. This exploration aims 

to simulate the mass transfer within the chromatographic column and its resin particles. 

Following this, the thermodynamics of chromatographic adsorption will be introduced, 

which describes the interaction between the molecule surface and the adsorber matrix at a 

molecular level. 

 

1.2.1 Transport Models 

Liquid column chromatography involves various transport phenomena, as depicted in Fig. 

1.4. The chromatographic system, introduced in Section 1.1.2, is generally divided into a 

liquid mobile phase and a solid stationary phase. 



Introduction 

 11   

 

 

Fig. 1.4: Illustration of mass transfer phenomena in liquid column chromatography.(a) 

Introduction of load material into the chromatographic column with superficial velocity 𝑢. 

(b) Depiction of convective and dispersive effects within the resin bed's void volume, with 

axial dispersion causing band broadening effects along the longitudinal 𝑥 axis. This trans-

forms a rectangular residence time distribution into a Gaussian peak shape. (c) Represen-

tation of external and internal mass transfer phenomena in a resin particle, based on the 

linear driving force (LDF) model. The film mass transfer and pore diffusion establish a 

distinct concentration profile 𝑐(𝑟) for solute molecules, shown beneath the resin particle. 

The interstitial concentration 𝑐b approaches the pore concentration 𝑐p along the radial 𝑟 

axis. Figure adapted from Schmidt Traub [44]. 

 

In adsorption chromatography, a homogeneous mixture containing solute component 𝑖 ∈

[1, 𝑛] is applied to the column with length 𝐿c. This mixture is pushed through the system 

in axial direction 𝑥 ∈ [0, 𝐿c], as depicted in Fig. 1.4 (a). The fluid enters the column at a 

superficial velocity 𝑢 and is dispersed between the stationary resin particles of radius 𝑟p. 

This dispersion increases the fluid's flow to an interstitial velocity 𝑢int. Prior adsorption, 

the fluid penetrates the particles radially 𝑟 ∈ [0, 𝑟p], following a concentration gradient. 

The interparticle phase is referred to as the void or interstitial volume, whereas the intra-

particle phase includes the liquid pore volume and the impermeable skeleton volume. The 

mobile phase acts as a solvent, dissolving and transporting the components with concen-

trations 𝑐b,𝑖 and 𝑐p,𝑖 in the interstitial and pore volumes, respectively. The phase distribu-

tion, distinguished by solute accessibility, is defined by interstitial porosity 𝜀b, particle 

porosity 𝜀p, and total column porosity 𝜀t. Mass transfer resistances and adsorption to the 

chromatographic resin selectively separate different components by altering their migration 

velocity through the column. 
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Convective transport refers to the average velocity of the bulk fluid through the chroma-

tographic column. Fluid dynamics effects and mass transfer phenomena distort ideal plug-

flow conditions, resulting in a Gaussian-like peak shape, as displayed in Fig. 1.4 (b). Band 

broadening of the idealized rectangular residence time distribution results from axial dis-

persion and external and internal mass transfer phenomena. Axial dispersion occurs in the 

void volume and results from turbulent eddy diffusion between the resin particles, molec-

ular diffusion in the longitudinal direction, and uneven flow distribution caused by packing 

non-idealities and wall effects. These effects are influenced by column geometry, packing 

characteristics, interstitial velocity, and the viscosity of the mobile phase. External and 

internal mass transfer phenomena occur in the particle boundary layer and pore system, 

as shown in Fig. 1.4 (c). Upon entering the particle phase, the phenomena reduce to linear 

mass transfer and diffusive resistances, as they are excluded from convective transport. 

These are often described by the linear driving force (LDF) model. According to the LDF 

model, a stagnant film or laminar boundary layer surrounds the particles. Film mass trans-

fer is induced by a linear concentration gradient from the bulk phase to the entrance of 

the particle pore system. Pore diffusion then transports the solutes through the tortuous 

pore system to the particle core in a radial direction. Pore diffusion is often considered the 

rate-limiting step of adsorption chromatography. 

In liquid column chromatography, the system is generally considered axially and radially 

homogeneous. This implies that the chromatographic bed and its porosities are constant 

throughout the column. The resin particles are assumed to be of uniform size and experi-

ence no convective transport in the pore system. The column is generally considered iso-

thermal, as the volumetric heat capacity of the fluid is large compared to the energy in-

duced by drag effects or adsorption reactions. This assumption has important implications 

for the adsorption models presented in Section 1.2.2. It also leads to a homogeneous mobile 

phase of constant viscosity. The mobile phase is considered incompressible, inert, and hav-

ing a constant linear velocity. All chromatographic mass transfer phenomena can thus be 

described in relation to time t and location x within the dynamic system. 

To quantify the mass transfer phenomena, a differential mass balance equation of an in-

finitesimal volume segment in the axial direction is defined. For numerical calculation, the 

column is temporally and spatially discretized along the longitudinal axis and in the radial 

direction of the resin particle. Various modeling approaches exist, as detailed in the text-

books of Guiochon [43] and Schmidt Traub [44]. These approaches can be broadly catego-

rized by their complexity or the number of band broadening effects they account for. This 

thesis will focus on a selection of common modeling frameworks, presented in the subse-

quent sections in order of decreasing model complexity. 

 

1.2.1.1 General Rate Models 

The General Rate Models (GRMs), which account for at least three band broadening ef-

fects, are the most comprehensive models for describing liquid column chromatography. 

These models consider not only dispersion but also both external and internal mass transfer 
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phenomena occurring within the void volume and the particle phase. Consequently, a con-

tinuity equation is necessary for each phase. Eq. (1.1) illustrates the continuous mass bal-

ance equation specifically for the column's void volume. 

The local temporal change of the component concentration in the void volume is affected 

by convective transport, axial dispersion, and film mass transfer through the stagnant 

boundary layer. Dispersive affects are lumped into the axial dispersion coefficient 𝐷ax, 

which is independent from the type or concentration of the solute. The diffusivity through 

the stagnant film is determined by the film mass transfer coefficient, 𝑘𝑓𝑖𝑙𝑚,𝑖, as per Fick's 

law of diffusion. Here, 𝑐p,𝑖(𝑟p) represents the concentration at the particle surface. Both 

the axial dispersion coefficient and the film mass transfer coefficient are influenced by the 

velocity of the interstitial fluid between the resin particles. To complement the transport 

equation, Danckwerts’ closed boundary condition is used for dispersive systems, as shown 

in Eq. (1.2) at the column inlet, along with the zero-gradient condition at the column 

outlet, as shown in Eq. (1.3). 

 
𝜕𝑐b,𝑖
𝜕𝑥

(𝑥 = 𝐿c, 𝑡) = 0 (1.3) 

The component concentration at the column inlet is denoted as 𝑐in,𝑖. As per the studies 

conducted by Gu et al. [74,75], the radial mass transport within an idealized spherical 

particle can be explained with a differential mass balance. This balance is applicable for 

both the pore system and the stationary phase, as illustrated in Eq. (1.4). 

The mobile phase within the pore system is assumed to be stagnant and the internal mass 

transport is governed by Fickian diffusion.  

The pore diffusion coefficient of the 𝑖-th component 𝐷pore,𝑖, induces a concentration distri-

bution along the particle radius. The local temporal change of the adsorbed component 

concentration 𝑞𝑖 is then defined via adsorption models that will be introduced in Section 

1.2.2. Analogous to the void phase, boundary conditions are required for applying the 

 

𝜕𝑐b,𝑖
𝜕𝑡

(𝑥, 𝑡) = −𝑢int
𝜕𝑐b,𝑖
𝜕𝑥

(𝑥, 𝑡) + 𝐷𝑎𝑥

𝜕2𝑐b,𝑖
𝜕𝑥2

(𝑥, 𝑡)

−
1 − 𝜀b
𝜀b

3

𝑟p
𝑘film,𝑖 (𝑐b,𝑖(𝑥, 𝑡) − 𝑐p,𝑖(𝑥, 𝑟p, 𝑡)) 

(1.1) 

 
𝜕𝑐b,𝑖
𝜕𝑥

(𝑥 = 0, 𝑡) =
𝑢int(𝑡)

𝐷ax
(𝑐b,𝑖(𝑥 = 0, 𝑡) − 𝑐in,𝑖(𝑡)) (1.2) 

 
𝜕𝑐p,𝑖

𝜕𝑡
(𝑥, 𝑟, 𝑡) =

1

𝑟2
𝜕

𝜕𝑟
(𝑟2𝐷pore,𝑖

𝜕𝑐p,𝑖

𝜕𝑟
(𝑥, 𝑟, 𝑡)) −

1 − 𝜀p

𝜀p

𝜕𝑞i
𝜕𝑡

(𝑥, 𝑟, 𝑡) (1.4) 
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GRM. Given the symmetry of the particle, it can be assumed that the loading gradient at 

the particle's center disappears, as expressed in Equation (1.5). 

For connecting the continuity equations around the void volume and the pore phase the 

boundary condition is defined at the particle surface through Eq. (1.6). 

 

1.2.1.2 Transport Dispersive Model 

The Transport Dispersive Model (TDM) is primarily characterized by two rate-limiting 

parameters. This model simplifies the chromatography process by neglecting the concen-

tration distributions within the particle phase, which is generally adequate for most prac-

tical applications. In the context of adsorption chromatography, rate limitation is predom-

inantly due to pore diffusion. This allows for the effective combination of external and 

internal mass transfer. As a result, the rate limitation is modeled to exist within the liquid 

boundary layer surrounding the chromatographic particles, assuming infinite pore diffusion 

(𝐷pore,𝑖 → ∞). The mass balance equation for the void volume can then be represented by 

Eq. (1.7). 

The effective mass transfer coefficient of the 𝑖-th component 𝑘eff,𝑖 is introduced, replacing 

𝑘film,𝑖 in Eq. (1.1). This coefficient is influenced by the velocity of the interstitial fluid. The 

continuity equation around the particle pore system is reduced to Eq. (1.8) according to 

the LDF model. 

 

1.2.1.3 Ideal Column Model 

The ideal or equilibrium column model, introduced by Wicke [73] and DeVault [74], is a 

simple transport model that primarily accounts for convective transport and adsorption 

 
𝜕𝑐p,𝑖

𝜕𝑟
(𝑥, 𝑟 = 0, 𝑡) = 0 (1.5) 

 
𝜕𝑐p,𝑖

𝜕𝑟
(𝑥, 𝑟 = 𝑟p, 𝑡) =

𝑘film,𝑖

𝜀p𝐷pore,𝑖
(𝑐b,𝑖(𝑥, 𝑡) − 𝑐p,𝑖(𝑥, 𝑟 = 𝑟p, 𝑡)) (1.6) 

 

𝜕𝑐b,𝑖
𝜕𝑡

(𝑥, 𝑡) = −𝑢int
𝜕𝑐b,𝑖
𝜕𝑥

(𝑥, 𝑡) + 𝐷ax

𝜕2𝑐b,𝑖
𝜕𝑥2

(𝑥, 𝑡)

−
1 − 𝜀b
𝜀b

3

𝑟p
𝑘eff,𝑖 (𝑐b,𝑖(𝑥, 𝑡) − 𝑐p,𝑖(𝑥, 𝑡)) 

(1.7) 

 
𝜕𝑐p,𝑖

𝜕𝑡
(𝑥, 𝑡) =

3

𝑟p

𝑘eff,𝑖
𝜀p

(𝑐b,𝑖(𝑥, 𝑡) − 𝑐p,𝑖(𝑥, 𝑡)) −
1 − 𝜀p

𝜀p

𝜕𝑞𝑖
𝜕𝑡

(𝑥, 𝑡) (1.8) 
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thermodynamics. This model assumes a constant equilibrium between the mobile and sta-

tionary phases. It disregards axial dispersion (𝐷ax → 0), as well as external (𝐷film,𝑖 → ∞) 

and internal (𝐷pore,𝑖 → ∞) mass transfer resistances. As a result, the mass balance equa-

tions for the void and pore volumes are combined. This is achieved by introducing the 

total column porosity 𝜀t = 𝜀b + (1 − 𝜀b)𝜀p, and the superficial velocity 𝑢 = 𝑢int𝜀b, leading 

to Eq. (1.9). 

The local temporal change of the mobile phase concentration of the 𝑖-th component 𝑐𝑖 is 

defined. In this model, deviations of component migration are primarily attributed to var-

iations in the adsorption rate. The straightforward nature of this approach facilitates the 

exploration of fundamental phenomena in chromatography. For instance, by rearranging 

Eq. (1.9), an expression for the migration of concentration fronts through chromatographic 

columns can be derived in Eq. (1.10). 

The velocity of propagation, 𝑤p, for any given component concentration, represented as 

𝑐𝑖
+, is dependent on its local isotherm slope 

𝜕𝑞𝑖

𝜕𝑐𝑖
|
𝑐𝑖=𝑐𝑖

+
. When incorporating the retention 

time 𝑡𝑖
R = 𝐿c 𝑤p(𝑐𝑖

+)⁄  of component 𝑖 and assuming a linear adsorption regime (𝑞𝑖 → 0) 

similar to what is observed in analytical chromatography, Eq. (1.11) is defined. 

Eq. (1.11) is termed the basic equation of chromatography and can serve as powerful 

shortcut for preliminary process design [43,44]. This equation is contingent on the column 

dead time 𝑡0, which is the retention time under unretained conditions. Additionally, it 

introduces the Henry coefficient 𝐾H,𝑖 for the 𝑖-th component, which is equivalent to the 

initial slope of the isotherm in a linear adsorption regime. The application of Eq. (1.11) 

facilitates an accelerated determination of adsorption parameters. This can be achieved 

using peak maximum methods during isocratic or gradient elution, as demonstrated by 

Yamamoto et al. [76]. 

 

 
𝜕𝑐𝑖
𝜕𝑡

(𝑥, 𝑡) = −
𝑢

𝜀t

𝜕𝑐𝑖
𝜕𝑥

(𝑥, 𝑡) −
1 − 𝜀t
𝜀t

𝜕𝑞𝑖
𝜕𝑡

(𝑥, 𝑡) (1.9) 

 𝑤p(𝑐𝑖
+) =

𝑢

𝜀t
(1 +

1 − 𝜀t
𝜀t

𝜕𝑞𝑖
𝜕𝑐𝑖

|
𝑐𝑖=𝑐𝑖

+
)

−1

 (1.10) 

 𝑡𝑖
R = 𝑡0 (1 +

1 − 𝜀t
𝜀t

𝐾H,𝑖) (1.11) 
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1.2.2 Adsorption Models 

The mass accumulation of component 𝑖 ∈ [1, 𝑛] onto the adsorber surface is described via 

adsorption models. Adsorption isotherms depict the functional relationship of the compo-

nent concentrations in liquid chromatography at equilibrium and constant temperature. 

They relate the liquid concentration of the 𝑖-th solute 𝑐𝑖 to adsorbed component concen-

tration per adsorber skeleton volume 𝑞𝑖, as visualized in Fig. 1.5 (a). Adsorption isotherms 

can be vaguely distinguished into convex or concave functional forms. Convex isotherms 

are most common in adsorption chromatography and indicate competitive binding of solute 

components to a finite number of binding partners like the one presented in Fig. 1.5 (a). 

Conversely, concave isotherms can be observed if adsorbed proteins act as binding partners 

for solute components. The curvature of adsorption isotherms strongly affects the chroma-

togram and leads to deviations from an ideal peak shape. Peak-sharpening effects occur 

and include shock fronts and diffuse peak tails given a convex isotherm shape, vice versa. 

The isotherm operates in a linear and nonlinear adsorption regime, which refers to the 

local slope of the isotherm function. The linear part of the isotherm (𝑞𝑖 ≪ 𝑐𝑖) is independent 

of the component concentration and equals its Henry coefficient 𝐾H,𝑖 = lim
𝑞𝑖→0

𝜕𝑞𝑖 𝜕𝑐𝑖⁄ . The 

nonlinear part of the isotherm is most relevant in overloaded conditions, which is often 

observed in preparative chromatography. 

The adsorption models presented in this thesis are based on the thermodynamic framework 

of Mollerup [78,79]. The models assume a reversible association of solute proteins to im-

mobilized ligands given a constant protein conformation. The phase change of a protein 

component from solute to adsorbed state introduces a new component, the protein-ligand 

complex. The association-dissociation process is formulated as a stoichiometric reaction 

equation introduced by Boardman and Partridge [80] and Regnier et al. [81]. The model 

assumes a chemical equilibrium at isothermal and isobaric conditions. The equilibrium is 

defined as the global minimum of Gibbs energy indicating equality of adsorption and de-

sorption rates. The isotherm framework accounts for dissociation reactions of modulators 

or solvents from chromatographic ligands, as depicted in Fig. 1.5 (b). The reaction equation 

can be corrected by asymmetric excess potentials, which are calculable from excess Gibbs 

energy models, or state function‐based models. The saturation capacity of the chromato-

graphic resins is modeled by using a material balance for the ligand availability according 

to the stoichiometric displacement model (SMA) introduced by Brooks and Cramer [77]. 

Empirical pH extensions often complement the final isotherm equations. In the following 

section a common framework for describing MMC adsorption is derived. The MMC iso-

therm is than used as a template for introducing IEX and HIC models through model 

reduction. 
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Fig. 1.5: Protein adsorption to multimodal anion exchanger (PDB entry 1UBQ).(a) Con-

vex adsorption isotherm for solute component i. The isotherm defines the relationship 

between bound and unbound component concentration 𝑞𝑖 and 𝑐𝑖. The initial isotherm slope 

equals the Henry coefficient 𝐾𝐻,𝑖, whereas the saturation capacity of the chromatography 

resin is given by 𝑞𝑖
𝑚𝑎𝑥. (b) Illustration of protein-ligand complex after association of posi-

tive and hydrophobic ligand groups to negative and hydrophobic ligand binding sites on 

the protein surface derived from the SMA model [77]. The protein is dissolved in an aqueous 

solution containing negatively charged counterions 𝑆− and water molecules 𝑊. Unbound 

ligand groups are associated to counterions 𝑆̅−. Some ligand groups are sterically hindered 

due to protein topography and are associated to counterions �̂�− that cannot be displaced 

by other proteins. Figure adapted from Brooks and Cramer [77]. 

 

1.2.2.1 Multimodal Chromatography 

To describe the multimodal adsorption process, Nfor et al. have devised a stoichiometric 

model to account for electrostatic and hydrophobic physicochemical interactions [54]. Ac-

cording to Nfor et al., the multimodal association of reactants is defined as an (informal) 

chemical equilibrium, shown in Eq. (1.12). 

Protein P𝑖 reversibly adsorbs to the ligand binding site L, leading to the formation of a 

protein-ligand complex PL, as depicted in Fig. 1.5 (b). This interaction process involves 

the stoichiometric displacement of counterion S𝑗, 𝑗 ∈ [1,𝑚], from the ligand's charged func-

tional group. The stoichiometric coefficient of this electrostatic interaction 𝜈𝑖,𝑗 = 𝑧p,𝑖 𝑧s,𝑗⁄  

is termed characteristic charge of the 𝑖-th component. Here, 𝑧p,𝑖 and 𝑧s,𝑗, represent the 

effective binding charges of the protein and the counterion, respectively. In addition, the 

ligand's hydrophobic moiety can reversibly associate with non-polar binding sites on the 

            

  

 

 

 

   

 

    

      

 P
𝑖

𝑧p,𝑖 + 𝜈𝑖,𝑗S𝑗
𝑧s,𝑗L𝑧s,𝑗 + 𝑛𝑖L ⇌ P

𝑖

𝑧p,𝑖L𝑧p,𝑖𝑛𝑖 + 𝜈𝑖,𝑗S𝑗
𝑧s,𝑗 (1.12) 
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protein surface. The stoichiometric coefficient of this hydrophobic interaction is represented 

by 𝑛𝑖. Eq. (1.12) can be simplified by assuming that the counterion and the ligand binding 

site are monovalent and uniform. Thus, the solute protein P
𝑖

𝑧p,𝑖 and the adsorbed protein 

ligand complex P
𝑖

𝑧p,𝑖L𝑧p,𝑖𝑛𝑖 are substituted by Psol,𝑖 and Pads,𝑖, as shown in Eq. (1.13). 

Under the principle of the law of mass action, the specific equilibrium constant 𝐾eq,𝑖 for 

the protein and buffer system can be derived. This derivation occurs at the thermodynamic 

equilibrium of the adsorption and desorption reaction. Parameterizing the chemical activ-

ities with their respective molar concentrations and activity coefficients 𝛾, leads to Eq. 

(1.14). 

The equilibrium constant is defined as the ratio of the adsorption rate 𝑘ads,𝑖 to the desorp-

tion rate 𝑘des,𝑖 of the protein species from the ligand binding site. Here, the subscripts s 

and l represent the counterion and the ligand species. It is important to note that the ionic 

strength of the solution may not align with the counterion concentration, especially when 

dealing with a multivalent modulator. In such cases, the ionic strength should be consid-

ered instead. The activity coefficients, which express the excess Gibbs free energy of the 

thermodynamic association, are used to account for deviations from ideal chemical behav-

ior. Furthermore, the molar density of the liquid phase 𝑐𝑣 is influenced by the modulator 

concentration. Assuming unity of all activity coefficients 𝛾Pads,𝑖 = 𝛾S = 𝛾LS = 𝛾L = 1 except 

for the solute protein 𝛾Psol,𝑖, leads to Eq. (1.15). 

The concentration of freely available ligands for the electrostatic and the hydrophobic 

interaction �̂�s and �̂�l can be effectively derived using the SMA formalism [80], as illustrated 

in Eq. (1.16) and (1.17). 

 �̂�l = 𝛬HIC −∑(𝑛𝑖 + 𝑠𝑖)𝑞𝑖

𝑚

𝑖=1

 (1.17) 

 𝑃sol,𝑖 + 𝜈𝑖(𝐿𝑆) + 𝑛𝑖𝐿 ⇌ 𝑃ads,𝑖 + 𝜈𝑖𝑆 (1.13) 

 𝐾eq,𝑖 =
𝑘ads,𝑖
𝑘des,𝑖

= (
𝑞𝑖𝛾Pads,𝑖
𝑐p,𝑖𝛾Psol,𝑖

) (
𝑐s𝛾S
�̂�s𝛾LS

)
𝜈𝑖
(
𝑐𝑣
�̂�l𝛾L

)
𝑛𝑖

 (1.14) 

 𝐾eq,𝑖 = (
𝑞𝑖
𝑐𝑖
) (

𝑐s
�̂�s
)
𝜈𝑖
(
𝑐𝑣
�̂�l
)
𝑛𝑖
(

1

𝛾Psol,𝑖
) (1.15) 

 �̂�s = 𝛬IEX −∑(𝜈𝑖 + 𝜎𝑖)𝑞𝑖

𝑚

𝑖=1

 (1.16) 
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The ionic capacity 𝛬IEX and the hydrophobic ligand density and 𝛬HIC per adsorber skeleton 

volume limit the molar concentration of available ligands. During the adsorption process, 

the concentration of free ligands on the resin surface decreases, corresponding to the 

amount of the bound component 𝑞𝑖. Each protein adheres to the resin in a stoichiometric 

manner, while additional free ligand binding sites are obstructed due to steric hindrance. 

This steric hindrance, affecting both electrostatic and hydrophobic adsorption mechanisms, 

is quantified by the parameters 𝜎𝑖 and 𝑠𝑖, respectively. For convenience, the activity coef-

ficient of the solute protein is normalized to be unity in pure water at infinite dilution 

𝛾Psol,𝑖
∞,𝑤 = lim

𝑐p,𝑖→0
𝛾Psol,𝑖, introducing the asymmetric activity coefficient �̃�Psol,𝑖 = 𝛾Psol,𝑖 𝛾Psol,𝑖

∞,𝑤⁄ . 

Additionally, the asymmetric activity coefficient can be parameterized according to the 

van der Waals equation of state, introducing Eq. (1.18). 

The parameters 𝐾s,𝑖 and 𝐾p,𝑖 play a crucial role in the activity coefficient model. They 

provide a detailed description of the interactions between proteins and modulators, specif-

ically focusing on the salt-protein and protein-protein interactions. The salt-protein inter-

action parameter, 𝐾s,𝑖, is defined as 𝐾s,𝑖 = 2(𝑎12 − 𝑎32) 𝑅𝑇⁄ , following the van der Waals 

parameterization method used by Mollerup [82]. Similarly, the protein-protein interaction 

parameter, 𝐾p,𝑖, is defined as 𝐾p,𝑖 = 2(𝑎12 − 𝑎22) 𝑅𝑇⁄ . Here, the parameter 𝑎 serves as an 

interaction constant, providing a measure of the average attraction caused by the inter-

molecular forces between the components of the system. The subscripts 1, 2, and 3 repre-

sent the aqueous solvent, the protein, and the salt, respectively. Therefore, 𝑎12, 𝑎22, 𝑎32 

represent the interaction constants for water-protein, protein-protein, and salt-protein in-

teractions. The molar gas constant is denoted by 𝑅 and the absolute temperature by 𝑇. 

Rearranging and inserting Eq. (1.16), (1.17), and (1.18) into Eq. (1.15), while changing the 

definition of the equilibrium constant to �̃�eq,𝑖 = 𝐾eq,𝑖𝛾Psol,𝑖
∞,𝑤 , the multicomponent mixed-

mode isotherm at equilibrium condition is derived in Eq. (1.19). 

The equilibrium ratio 𝐾𝑖(𝑐s) denotes the ratio between the adsorbed protein species to the 

solute protein species in the column. At non-equilibrium conditions the mixed-mode reac-

tion can be solved after the rate of change of the adsorbed protein species 𝜕𝑞𝑖 𝜕𝑡⁄ (𝑥, 𝑡), 

which is often utilized in chromatographic simulations and termed kinetic formulation [83]. 

Extensions to this isotherm model exist and include the release of bulk-like water molecules 

during protein adsorption, alternative HIC mechanisms, or empirical pH dependencies for 

the parameters 𝐾eq,𝑖, 𝜈𝑖, and 𝑛𝑖 [84–86]. 

 �̃�Psol,𝑖 = exp(𝐾s,𝑖𝑐s + 𝐾p,𝑖𝑐𝑖) (1.18) 

 

𝐾𝑖(𝑐𝑠) =
𝑞𝑖
𝑐𝑖

= �̃�eq,𝑖 (
𝛬IEX −∑ (𝜈𝑖 + 𝜎𝑖)𝑞𝑖

𝑚
𝑖=1

𝑐s
)

𝜈𝑖

(
𝛬HIC − ∑ (𝑛𝑖 + 𝑠𝑖)𝑞𝑖

𝑚
𝑖=1

𝑐𝑣
)

𝑛𝑖

exp(𝐾s,𝑖𝑐s

+ 𝐾p,𝑖𝑐𝑖) 

(1.19) 
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1.2.2.2 Ion-exchange Chromatography 

The SMA model is often used to describe pure ion-exchange mechanisms. This isotherm is 

based on the principle of stoichiometric displacement and steric hindrance [77]. This model 

can be derived from the multimodal isotherm, as detailed in Eq. (1.19), by neglecting 

hydrophobic interactions (𝑛𝑖 → 0) and thermodynamic excess potentials of the salt-protein 

(𝐾s,𝑖 → 0) and protein-protein (𝐾p,𝑖 → 0) interaction, leading to Eq. (1.20). 

 

1.2.2.3 Hydrophobic Interaction Chromatography 

Analogous to the IEX mechanism, Mollerup has introduced a stoichiometric model for 

describing hydrophobic adsorption [82]. As hydrophobic ligand density cannot be derived 

easily through experimentation, an expression for maximum adsorption capacity 𝑞𝑖
max can 

be utilized, defined in Eq. (1.21). 

Unlike IEX models, thermodynamic excess potentials play a crucial role in HIC modeling. 

The hydrophobic isotherm for multiple components is also derived from the multimodal 

isotherm, shown in Eq. (1.19). Accordingly, electrostatic interactions are neglected (𝜈𝑖 → 0) 

while Eq. (1.21) is inserted into Eq. (1.19), resulting in Eq. (1.22). 

 

1.3 Quantification of Protein Structure-Function Relation 

Proteins can be viewed as molecular building blocks and tools. They exhibit an inherent 

relationship between their structure and function, each defining the other. The premise of 

quantitative structure-activity/-property relationship (QSAR/QSPR) states that similar 

molecular structures exhibit comparable behavior, a concept known as the similarity-prop-

erty principle (SPP) [87]. The differentiation of QSAR and QSPR is based on the type of 

property being modeled, either biological or physicochemical [88]. SPP than enables the 

prediction of molecular property from structural characteristics, or the de novo design of 

molecular structures based on functional requirements [89,90]. These predictions are widely 

used in fields such as material science and medicinal chemistry, particularly for in silico 

 
𝑞𝑖
𝑐𝑖
= �̃�eq,𝑖 (

𝛬IEX − ∑ (𝜈𝑖 + 𝜎𝑖)𝑞𝑖
𝑚
𝑖=1

𝑐s
)

𝜈𝑖

 (1.20) 

 𝑞𝑖
max =

𝛬HIC
𝑛𝑖 + 𝑠𝑖

 (1.21) 

 
𝑞𝑖
𝑐𝑖
= �̃�eq,𝑖 (

𝛬HIC
𝑐𝑣

)
𝑛𝑖

(1 −
∑ 𝑞𝑖
𝑚
𝑖=1

𝑞𝑖
max )

𝑛𝑖

exp(𝐾s,𝑖𝑐s + 𝐾p,𝑖𝑐𝑖) (1.22) 
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screening of novel materials or drug discovery aimed at improving stability, efficacy, or 

toxicity profiles [87,91]. Other applications include predicting developability attributes or 

process conditions from existing compounds for biotherapeutic development [22,92,93]. 

QSPR modeling is a strictly correlative analysis used when underlying structure-function 

relations are not well understood. It is particularly useful for complex interrelations where 

sufficiently large data sets are available but mechanistic models are not. Central to the 

QSPR approach is the identification of a suitable mapping function 𝑦(𝑋) to predict a 

property or dependent variable vector 𝑦 from physicochemical protein characteristics or 

an independent variable matrix 𝑋, which will be discussed in section 1.3.3. The QSPR 

modeling process involves data acquisition, data selection, model selection and calibration, 

and model validation, as shown in Fig. 1.6. During data acquisition, property information 

is gathered and physicochemical characteristics, or descriptors, are extracted from protein 

structures. The data set is then curated to correct for structural and experimental errors. 

Data selection involves partitioning the data set into subsets used for model calibration 

and internal and external model validation. Model selection and calibration is an iterative 

process where different data treatments and model structures are compared to reduce the 

dimensionality of the multivariate descriptor space and improve the model's self-con-

sistency. It involves automated calibration of the mapping functions, a process often re-

ferred to as machine learning [94]. 

 

Fig. 1.6: Generalized QSAR/QSPR modeling workflow. The workflow is a multistep pro-

cess and includes data acquisition, followed by data selection, model selection and calibra-

tion, and lastly the model evaluation. 
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The calibrated empirical model is then evaluated by predicting properties for protein struc-

tures not involved during model training. Furthermore, mechanistic interpretation of the 

correlative model is aspired to increase the understanding of the underlying structure-

function relation [95]. 

Several challenges arise during QSPR modeling, primarily concerning empirical model val-

idation [96,97]. The training and testing process is closely tied to the selection of repre-

sentative training and testing data. This is particularly challenging for small data set sizes 

as each structure can significantly contribute to the structural diversity of the entire data 

set. The goal for validating QSPR models should be the definition of an applicability do-

main (AD), which is a region of model reliability where interpolation is feasible within a 

chemical or structural space [98]. Predictions outside the model's AD are considered unre-

liable as this would require extrapolation of the empirical model. 

Defining the AD becomes demanding when working in a multivariate descriptor space and 

observing nonlinear descriptor interrelations, leading to increased degrees of freedom for 

calibrating the mapping function. Small ADs, restricted to highly homologous structures, 

can result in model overfitting or overdetermination. Simply speaking, overfitting is learn-

ing a mapping function too well. Consequently, phenomenologically unrelated descriptors 

or overestimated sensitivity towards related descriptors might be incorporated into model 

predictions, which would otherwise classify as noise. Therefore, mechanistic interpretation 

of the mapped structure-property relation is crucial in evaluating QSPR models. Con-

versely, large ADs, incorporating highly heterogeneous structures, could lead to disconti-

nuities in the model predictions. This phenomenon, often referred to as activity cliff, is a 

threshold at which small structural variations lead to large deviations in molecule behavior. 

If picturing a structure-property map, a method for representing structural similarity 

against property similarity derived from a model response surface, activity cliffs identify 

as regions where the structure-property relationships break down. This effect can originate 

from inadequate descriptor representation or model structure and indicates missing infor-

mation in deriving the true structure-property relation. Activity cliffs are difficult to iden-

tify as it is often unclear what classifies as an activity cliff or outlier molecule that intro-

duces erroneous bias to the model. Ideally, the entire data set should be included while the 

QSPR approach should provide the capacity to correctly assess prediction confidence. 

These challenges in empirical model validation illustrate why the QSPR approach should 

not be mistaken for being mechanistically grounded despite using structural information. 

QSPR models operate within defined boundaries and are incapable of extrapolation where 

descriptor information is merely a vector symbol to distinguish molecules within its AD 

[99]. As correlation should not be confused with causation, QSPR models can only provide 

evidence for deriving true mechanistic understanding. The subsequent sections will give a 

brief excurse into important prerequisites for developing reliable QSPR models. Initially, 

the acquisition of high-quality structural data is presented in Section 1.3.1. Thereafter, the 

concept of physicochemical descriptors is introduced in Section 1.3.2. Lastly, fundamentals 

of statistical modeling and machine learning are depicted in Section 1.3.3. 
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1.3.1 Protein Structure Acquisition 

The development of reliable QSPR models depends on the availability of high-quality pro-

tein structures. These structures provide the basis for calculating physicochemical charac-

teristics. The aim is to minimize random structural errors and promote more systematic 

deviations. For instance, post-translational modifications in structural preparation might 

be disregarded. This can reduce error propagation and enhance signal-to-noise ratio for 

subsequent statistical modelling. Protein structures can be obtained either through exper-

imental means or predicted using in silico models. However, a comprehensive understand-

ing of protein arrangement and the protein folding process is crucial for evaluating their 

structural characteristics. 

Proteins are made up of amino acids linked by peptide bonds, which fold into specific 

spatial conformations to execute their biological functions. Protein structures can be clas-

sified based on their structural similarity, topological class, or shared evolutionary heritage. 

The three-dimensional arrangement of the polypeptide chain is referred to as a protein 

fold. Protein structures are divided into four distinct levels, the primary, secondary, ter-

tiary, and quaternary structure [100]. The primary structure is the linear sequence of amino 

acids in the polypeptide chain, representing the denatured protein state. Secondary struc-

tures are highly regular local sub-structures of the polypeptide backbone, including α-

helices, β-sheets and β-turns, and loops. The tertiary structure is the three-dimensional 

structure of a single protein molecule, folding in a way that the hydrophilic sides face the 

surrounding environment, and the hydrophobic sides face the protein's core. The quater-

nary structure comprises two or more individual polypeptide chains, forming structures 

like mAbs, as shown in Fig. 1.1. 

Protein folding refers to the process by which a protein chain transforms from an unstable, 

random coil into a three-dimensional structure. It is guided by hydrophobic interactions, 

intramolecular hydrogen bond formation, van der Waals forces, and disulfide bond for-

mation, and is counteracted by conformational entropy. This process can be conceptually 

depicted as an energetic funnel. During folding, a series of meta-stable intermediate struc-

tures are formed, eventually reaching an entropically favorable conformation, the protein's 

native fold. However, the native structure is not static; it populates an ensemble of con-

formational states, a concept known as conformational polymorphism [101]. The prevalence 

of any specific conformation follows a Boltzmann distribution and depends on the protein’s 

current environment. 

Experimental determination of protein structure is primarily achieved through X-ray crys-

tallography, which resolves the structure by measuring the electron density distribution 

derived from X-ray diffraction patterns. These patterns can be captured by irradiating the 

protein in its crystalline state. Other methods include nuclear magnetic resonance (NMR) 

spectroscopy and cryogenic electron microscopy (cryoEM). The resolved structures are 

then deposited in protein structure databases, such as the freely accessible Protein Data 

Bank (PDB). However, experimental structure determination is often expensive, complex, 

and time-consuming. This is due to exhaustive sample preparation, measurement 
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sensitivity, and elaborate data evaluation. This leads to a significant discrepancy between 

the number of proteins with known primary structure and number of proteins with depos-

ited higher order structures. 

Computational techniques offer an alternative to experimental structure determination. 

Various methods have been developed to infer the three-dimensional structure of proteins 

from their amino acid sequence. These methods can be broadly categorized into ground-up 

based approaches, which combine physics simulation with structural statistics, or template-

based techniques [100]. De novo or ab initio protein modeling predicts the three-dimen-

sional protein structure based on physical principles using force field equations. Due to the 

complexity of the protein folding process, which involves assisting proteins like molecular 

chaperones, these tools are limited to predicting secondary structures, amino acid side 

chain conformation, and protein packing. For predicting tertiary and quaternary struc-

tures, template-based approaches are preferred. Methods like threading or comparative 

modeling utilize previously solved structures as a template for sequence alignment. This is 

feasible due to the limited number of tertiary structural motifs but challenging for quater-

nary structure prediction due to the increased number of possible conformational combi-

nations. 

Antibody homology modeling, a special case of quaternary structure prediction using a 

template-based approach, is practical due to the abundance of well-characterized antibody 

structures. The antibody structure is evolutionarily conserved to ensure proper functional-

ity, which limits the number of tolerated mutations. Furthermore, antibody-specific librar-

ies exist for categorizing antibody CDR loops into structural classes. Canonical classes 

distinguish CDR conformations according to their length and key residues. The homology 

workflow involves template selection, template-target sequence alignment, model building 

(which includes CDR and side chain modeling), model optimization, and model validation 

[102]. During the final model validation, structural inconsistencies are inspected, such as 

steric clashes or the likelihood of the predicted backbone and side-chain conformations 

compared to known structures. 

The progress in predicting protein structures is consistently tracked and evaluated through 

competitions like the biannual “Critical Assessment of Techniques for Protein Structure 

Prediction” (CASP) experiment [103]. Recently, AI-based methodologies like AlphaFold 

have made significant advancements in protein structure prediction [104]. Tools like the 

AlphaFold Protein Structure Database help bridge the gap between proteins of known 

sequence and their structure [105]. While current AI-based techniques are limited to ter-

tiary structure prediction, future improvements in the prediction of protein quaternary 

structure are anticipated. 
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1.3.2 Physicochemical Property Description 

Molecular descriptors are quantifiable features that extract and encode the physicochemical 

properties of chemical or biological entities. They simplify and classify molecule character-

istics into scalar values, vectors, or n-dimensional matrices through several levels of ab-

straction. The type of structural information needed varies case by case and requires the 

integration of domain and application knowledge [106]. 

Descriptors are differentiated based on the level of complexity or information content they 

account for, as depicted in Fig. 1.7 [90]. For instance, 0D descriptors can be derived by 

simply adding elements in a list of atoms within a chemical formula. 1D descriptors than 

account for substructures within this molecule like amino acid residues of the protein pri-

mary structure. 2D descriptors consider the connectivity of these elements, such as chem-

ical structural graphs or molecule topology. 3D descriptors are derived from molecule con-

formation and can be extended to 4D descriptors when considering the time dependency 

during quantum- or molecular dynamics (QM/DM) simulations or additional forms of in-

formation [88,91,94]. This classification can become blurred as the dimensionality of input 

formats is often modified. Exemplary, MD time-series data can be averaged to a single 

ensemble structure, or three-dimensional surface characteristics can be projected onto a 

two-dimensional surface plane. 

 

Fig. 1.7: Schematic of descriptor classes for exemplary tripeptide. The chemical graph of 

an aspartic acid-serine-proline (DSP) tripeptide is depicted at the figure top. An increasing 

amount of information can be extracted from the molecule, which is classified into 0D to 

4D descriptors. Figure adapted from Grisoni et al. [88]. 
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The physicochemical properties used to calculate descriptors can either be derived empiri-

cally based on experimental measurements or from first principles models. Empirical de-

scriptors include bioinformatics scales that are assigned to individual residues or are 

mapped onto a molecular surface to account for surface accessibility. For instance, current 

residue hydrophobicity scales are derived from experimental studies of amino acid solubility 

or retention time during analytical HIC or reversed-phase liquid chromatography (RP-LC) 

experiments. Similarly, physics-based descriptors, which include various field equations, 

can be calculated for chemical substructures or entire molecules. 

A notable example of a physics-based descriptor that is used in this study is the three-

dimensional surface charge distribution of biomolecules. It can be calculated by using the 

Poisson-Boltzmann (PB) model [107]. Fig. 1.8 depicts the charge distribution of proteins 

that is attributed to surface exposed amino acids and affected by solvent pH and ion 

composition. Partial surface charges cause an electric field, which leads to the formation 

of a double layer of counterions to maintain electroneutrality. The PB model than assumes 

an implicit solvent that is affected by thermal motion to form a diffuse double layer [108]. 

The three-dimensional distribution of electrostatic potential within this layer can be de-

scribed according to Poisson, shown in Eq. (1.23). 

Using the 3D Laplace operator ∇2, the second order partial-derivative of the electric po-

tential 𝜓 is described in a cartesian coordinate system. It is dependent on the charge 

density 𝜌e as well as the relative permittivity 𝜀r and vacuum permittivity 𝜀0, respectively. 

The spatial distribution of free moving ions within the solution can be accounted for by 

Boltzmann statistics. An expression for the local charge density is derived when only con-

sidering electrostatic interactions and neglecting the finite ion size, as shown in Eq. (1.24). 

According to the Boltzmann expression, the charge density is affected by the electric work 

𝑒𝜓 required for moving ion 𝑖 with charge 𝑧𝑖 within the diffuse double layer. This leads to 

an accumulation of counter-ions and a depletion of co-ions close to the dielectric boundary. 

Furthermore, the expression includes the elementary charge 𝑒, the Avogadro constant 𝑁A, 

the Boltzmann constant 𝑘B, and the absolute temperature 𝑇, as well as the bulk concen-

tration of ions 𝑐∞,𝑖, whereby definition the electrostatic potential vanishes (𝜓 = 0). Insert-

ing Eq. (1.24) into Eq. (1.23) leads to the nonlinear Poisson–Boltzmann equation, shown 

in Eq. (1.25). 

 ∇2𝜓 =
𝜕2𝜓

𝜕𝑥2
+
𝜕2𝜓

𝜕𝑦2
+
𝜕2𝜓

𝜕𝑧2
= −

𝜌e
𝜀r 𝜀0

 (1.23) 

 𝜌𝑒 = 𝑒𝑁A∑𝑧𝑖𝑐∞,𝑖𝑒
−
𝑧𝑖𝑒𝜓
𝑘b𝑇  (1.24) 

 ∇2𝜓 = −
𝑒𝑁A

𝜀r 𝜀0
∑𝑧𝑖𝑐∞,𝑖𝑒

−
𝑧𝑖𝑒𝜓
𝑘b𝑇  (1.25) 
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While for simple geometries analytical solution to the PB equation exist, calculation for 

complex biomolecules requires numerical approximations in a spatially discretized coordi-

nate grid. These can include finite element or finite difference methods as implemented by 

tools like the Adaptive Poisson-Boltzmann Solver (APBS) [109]. 

Protein-specific descriptors extend classical molecule descriptors to account for their in-

creased conformational variability, surface anisotropy, and overall size and shape [106,110]. 

Due to variations in surface charge, hydrophobicity, or topology distribution, visualized in 

Fig. 1.3 (b), not all protein regions experience the same physicochemical interaction with 

the surrounding environment. To quantify this heterogeneity, areas on the surface with 

consistent electrostatic or hydrophobic properties can be defined as surface patches. De-

scriptor sets often include binning or gating strategies, where individual properties are 

segregated according to their size, intensity, or frequency (e.g., the 10th largest percentile 

of positively charged patches). To further refine protein descriptors, a distinction into 

global and local descriptors can be introduced. Global descriptors are calculated from the 

entire protein structure, whereas local descriptors decompose the protein into specific sub-

regions [110]. 

 

Fig. 1.8: Two-dimensional representation of solvated molecule according to PB model. 

The PB model describes the electrochemical potential of a macromolecule within a contin-

uous dielectric solvent. The electric potential is affected from partial charges on the mole-

cule surface and its surrounding ions. The protein surface and dielectric boundary is given 

by overlapping van der Waals (vdW) radii. Alternatively, it can be assessed by rolling a 

spherical probe over these radii to define a solvent excluded surface (SES), solvent acces-

sible surface (SAS), or in case of an ionic probe, ion accessible volume. The solution to the 

PB equation is than numerically approximated at discrete locations within a coordinate 

grid, as indicated in light grey colors. Figure adapted from Grochowski et al. [108]. 

 

         

        

        

         

       

        

         

        

     

                           

     

        

      

    

               

      
       



Introduction 

 28   

 

However, these strategies can introduce biases through arbitrary thresholds in binning or 

structural domain association and can inflate the number of possible descriptors for subse-

quent model building. Therefore, the development of protein descriptor sets is a balance 

between information loss, descriptor bias, and redundancy. Future directions in protein 

descriptor development aim to quantify spatial patch distribution, proximity, or relative 

orientation of polarity-induced moments. This could increase their specificity towards pre-

dicting aggregation propensity or other forms of multimodal interactions [106]. 

 

1.3.3 Statistical Modeling and Machine Learning 

QSPR models are used to link the physicochemical properties of molecules to their observ-

able behavior. These models leverage statistical methods to bridge gaps in mechanistic 

understanding. They utilize probability distributions of calculated descriptors and experi-

mental observations, denoted as independent variable vector 𝑥 and dependent variable 

vector 𝑦, to infer a mapping function 𝑦(𝑥) that describes their relationship. For instance, 

this mapping function could be a linear model with a slope or regression weight 𝑤, as 

shown in Eq. (1.26). 

Statistical models, unlike mechanistic models, include an error term 𝜀, making them non-

deterministic [111]. Machine learning than includes automated data preparation techniques 

as well as training and testing of statistical models [112]. It is utilized in various steps for 

the development of predictive QSPR models, as depicted in Fig. 1.6. 

Machine learning methods can be broadly categorized into supervised, semi-supervised, 

unsupervised, and reinforcement learning [113]. This categorization is based on the struc-

ture of the data and the labeling of independent variables, also known as features in ma-

chine learning. A structured data set denoted as 𝐷 = {𝑦, 𝑋}, includes the labeled feature 

matrix 𝑋 = {𝑥𝑖}𝑖=1
𝑛  with 𝑛 features per observation. Supervised learning uses this labeled 

data to address different types of problems such as classification or regression. The type of 

problem depends on the data type of the feature set and its target variable. Classification 

applies to categorical or discrete variables, while regression requires numerical or continu-

ous variables. In contrast, an unstructured data set consists of unlabeled information. Un-

supervised learning can extract hidden patterns from this data, such as estimating the 

density of protein surface hydrophobicity by clustering for similarity between neighboring 

surface points. Semi-supervised learning combines both labeled and unlabeled data to in-

crease information content, while reinforcement learning uses a reward-based approach to 

train highly flexible algorithms for long term tasks. 

 𝑦(𝑥) = 𝑤𝑥 + 𝜀 (1.26) 
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Data preprocessing is a crucial step before deriving a mapping function. It connects a target 

variable with its corresponding features and involves feature discretization (partition con-

tinuous features into discrete values), feature encoding (transform categorical values into 

numerical features), feature extraction (derive features from unlabeled data), or feature 

imputation (fill sparse feature vectors/matrices). The features can then be transformed 

and centered using various scaling and normalization techniques, often required for multi-

variate regression algorithms. Moreover, automated outlier removal can be incorporated 

during this process. Machine learning can also be utilized to reduce the dimensionality of 

the feature space through feature selection/elimination or agglomeration. Feature selection 

involves identifying predictive variables from the feature set, while feature agglomeration 

reduces the feature space into a latent space by combining variables that are sharing com-

mon information. 

The machine learning algorithms used for QSPR primarily encompass supervised regression 

techniques. The choice of these algorithms is influenced by several factors such as data 

size, linearity, internal correlation, and sparsity, among others [94,112,114]. It is possible 

to combine multiple algorithms into an ensemble model, which can enhance model predict-

ability, albeit at the expense of interpretability. A key distinction between these techniques 

lies in their assumptions about the relationship between the target and the feature, which 

can be either linear or nonlinear. Nonlinear relationships add complexity to the statistical 

models, affecting both training efficiency and difficulty in model validation. However, a 

promising method for developing nonlinear regression models, is Gaussian process regres-

sion (GPR), which is utilized in this thesis. 

Unlike frequentist regression models, GPR is based on Bayesian inference and does not 

consider the training data 𝐷 to be randomly distributed, but rather its model parameters 

[115]. This concept is expressed through Bayes' theorem in Eq. (1.27), which states that a 

prior hypothesis 𝐻 can be updated to a posterior hypothesis as more evidence 𝐸 becomes 

available through measured data. 

The Bayesian approach is an intuitive method for addressing statistical problems as it 

incorporates prior assumptions about the probability of a certain hypothesis, known as the 

prior probability distribution or prior 𝑝(𝐻). As more evidence becomes available, this space 

of possibilities is narrowed down, resulting in the posterior probability distribution or pos-

terior 𝑝(𝐻|𝐸). The likelihood 𝑝(𝐸|𝐻) refers to the conditional probability of the evidence 

supporting the posterior given the hypothesis. The expression is normalized by the total 

probability of observing the evidence, often referred to as the marginal likelihood 𝑝(𝐸), 

ensuring a valid probability density of the posterior between one and zero. 

 𝑝(𝐻|𝐸) =
𝑝(𝐸|𝐻)𝑝(𝐻)

𝑝(𝐸)
;  𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 =

𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 x 𝑝𝑟𝑖𝑜𝑟

𝑚𝑎𝑟𝑔𝑖𝑛𝑎𝑙 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 
 (1.27) 
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By neglecting the marginal likelihood and inserting the linear model introduced in Eq. 

(1.26) into Eq. (1.27), a simple expression of the Bayesian update rule for linear regression 

problems is derived in Eq. (1.28), also termed Bayesian linear regression. 

The main distinction between frequentist and Bayesian inference becomes apparent here 

as 𝑤 is defined as a probability distribution over all possible parameter values constrained 

by measured data, rather than a fixed-point estimate. For 𝑁-dimensional multivariate re-

gression, the prior 𝑝(𝑤|𝑋) is than defined by its mean 𝜇, typically set to zero, and a joint 

covariance matrix Σ, with normally distributed regression coefficients 𝑤~𝒩(𝜇, Σ). The 

symmetric covariance matrix with shape 𝑁x𝑁 defines the variance on the main diagonal 

and the covariance on the off diagonal between the regression coefficients. 

During model training, the mathematical distance between predicted and observed target 

values is minimized using error metrics. This minimization is achieved by conditioning 

model weights or hyperparameters of the underlying covariance matrix. Once the posterior 

has been estimated, it can be used to make predictions for unobserved data points 𝑥′. All 

regression coefficients of the predictive parameter distribution are averaged and weighted 

by their posterior probability [116]. Hence, the predictive distribution 𝑓′ ≜ 𝑓(𝑥′) is deter-

mined by marginalizing the distribution of 𝑝(𝑓′|𝑥′, 𝑤) over the posterior distribution 

𝑝(𝑤|𝑦, 𝑋), as shown in Eq. (1.29). 

To extend this approach to nonlinear problems, the inputs can be projected into a higher 

dimensional space or feature space using a set of basis functions, which is referred to as 

kernelization. These kernels are independent from the regression coefficients and enable 

the use of a linear model in the transformed feature space. Thus, GPR can be viewed as 

kernelized Bayesian linear regression. Analogous to Bayesian linear regression, the GPR is 

defined by its mean function 𝑚(𝑥), and its covariance function or kernel 𝑘(𝑥, 𝑥′), as de-

picted in Eq. (1.30). 

The kernel describes the similarity and smoothness between data points. Its structure al-

lows to introduce prior knowledge of the underlying target-feature relationship to the GPR 

and is problem specific. Multiple kernels can be combined to improve the accuracy of 

prediction and quality of model uncertainty, including an experimental noise estimation. 

 𝑝(𝑤|𝑦, 𝑋) ∝ 𝑝(𝑤|𝑦, 𝑋)𝑝(𝑤|𝑋) (1.28) 

 𝑝(𝑓′|𝑥′, 𝑦, 𝑋) = ∫𝑝(𝑓′|𝑥′, 𝑤)𝑝(𝑤|𝑦, 𝑋)𝑑𝑤 (1.29) 

 𝑓(𝑥)~𝐺𝑃(𝑚(𝑥), 𝑘(𝑥, 𝑥′) ) (1.30) 
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A commonly used kernel in GPR is the radial basis function (RBF) or squared-exponential 

kernel, shown in Eq. (1.31). 

The RBF is a smooth, repeated bell curve and is infinitely mean-square differentiable, 

unlike its generalized form, the Matern kernel that is used in this thesis. It incorporates 

the Euclidean distance between data points ‖𝑥 − 𝑥′‖2 and the length scale 𝑙, characterizing 

the distance in which 𝑦 is expected to vary significantly. 

GPR is a nonparametric model that isn't confined to a single functional form but comprises 

an infinite Gaussian distribution of possible functions, termed function space, as depicted 

in Fig. 1.9. The probability distribution of the function space is limited to kernel functions 

passing through the measured data points, which reduces the posterior uncertainty around 

these observations. To illustrate, an initial RBF prior, shown in Fig. 1.9 (a), has a zero-

mean function and a broad and uniform model uncertainty. After conditioning the prior, 

the posterior distribution fits the underlying relationship and reduces the uncertainty of 

the model respecting the observed data points, as depicted in Fig. 1.9 (b). This example 

illustrates the main benefits of using GPR for supervised regression tasks, namely, the 

ability to define a preference bias for the underlying target-feature relationship and directly 

accessing prediction uncertainty for unseen data points. For further reading, a brief intro-

duction to GPR is provided by Wang [115], while an in-depth derivation can be found in 

the textbook of Rasmussen [116]. 

Next to identifying the mapping function, overfitting or overdetermination is a common 

concern in statistical modeling that needs to be addressed as it can compromise model 

predictiveness. Overfitting is related to the degree of freedom a mapping function has in 

describing the target-feature relationship. It depends on the model structure, the dimen-

sionality of the feature set, and the number of observations. In this context, the concept 

of bias-variance tradeoff describes the balance between model complexity (variance) and 

error on training data (bias). For instance, assuming linearity between target and feature 

values shown in Fig. 1.9 (b) by using a linear kernel, would introduce a bias, which reduces 

the model’s variance in fitting the observational data. Therefore, controlling overfitting 

involves defining the model structure, introducing parameter boundaries, and reducing 

dimensionality through procedures like feature selection. 

 𝑘(𝑥, 𝑥′) = 𝑒𝑥𝑝 (−
‖𝑥 − 𝑥′‖2

2𝑙2
) (1.31) 
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Fig. 1.9: Visualization of GPR using a noise free RBF kernel. (a) Unconditioned prior 

distribution over possible mapping functions showing a uniform 95% confidence interval 

and zero mean function. (b) Conditioned posterior distribution over possible mapping func-

tions after incorporating the evidence provided by three observations. Five sample func-

tions are randomly drawn from the kernel’s prior and it’s posterior to visualize the function 

space. Figure adapted from Rasmussen [116]. 

 

After defining the mapping function, evaluation of QSPR models includes assessing model 

self-consistency and validating it against withheld observations, also known as testing. 

During internal model validation, the model's performance and generalizability are quan-

tified. This is done through repeated model building and testing using different combina-

tions of training subsets, a process known as cross-validation [114]. Additionally, y-scram-

bling can be performed. This involves training and testing a model after randomly assigning 

target variables to feature values to examine the potential for model overdetermination. A 

more recent aspect of QSPR model evaluation is model interpretation. This includes in-

specting conditioned weight coefficients, conducting sensitivity analysis derived from local 

feature perturbation, accessing model responses throughout the feature space during single 

feature variation, or creating decision trees [95]. 
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2 Contribution of this Thesis 

2.1 Research Proposal 

Monoclonal antibodies represent a major product class in the pharmaceutical industry, 

primarily targeting the treatment of chronic diseases such as cancer. Increasing develop-

ment expenditures, regulatory requirements, and industry competition necessitate cost re-

ductions in mAb purification development and production. Technological advancements in 

downstream processing contribute to reducing these costs through increasing process un-

derstanding using computational modeling in line with the implementation of novel sepa-

ration units. Multimodal chromatography has emerged as a promising technique for mAb 

purification, improving product quality and enhancing process economics. This is achieved 

by leveraging orthogonal physicochemical interactions of multimodal chromatographic lig-

ands with the protein surface, which in turn improves mAb-impurity separation and 

streamlines the entire DSP. However, the development of MMC is often considered less 

predictable and more complex than unimodal separation units, such as ion exchange chro-

matography, hindering its widespread industrial adoption. 

Particularly, early stages of process development face difficulties in identifying initial pu-

rification conditions due to the complex nature of the multimodal protein-ligand interac-

tions and limited process understanding. This leads to a vast experimental space of poten-

tial operating conditions that must be explored within a limited timeframe. Additionally, 

the biopharmaceutical industry is transitioning away from standard antibody formats to-

wards engineered and multispecific entities, where experiential knowledge is scarce. Typi-

cally, high-throughput technology and statistical design of experiments are employed to 

screen for optimal purification conditions due to a lack of process understanding, which 

inflates development timelines and resource consumption. To overcome the limitations of 

this empirical process development, it is crucial to understand the relationship between 

protein structure and its chromatographic behavior, which is not only supported by regu-

latory agencies through the quality by design initiative but also essential for achieving a 

competitive advantage in antibody production.  

The primary goal of this research is the development of a multiscale model for MMC to 

increase process understanding and ultimately facilitate its adoption in the purification of 

mAb therapeutics. This model should connect molecular protein characteristics with mac-

roscopic chromatography behavior to predict chromatographic processes. Hereto, the model 

should incorporate the amino acid sequence of the target molecules, which is often referred 

to as a priori process development. Thereby, laborious wet lab experimentation for 
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identification of initial process conditions would be circumvented, assisting the implemen-

tation of MMC into DSP development. The model will be derived by inferring chromatog-

raphy simulation from molecular information within a quantitative structure-property re-

lationship framework, bridging the gap between protein structure and chromatographic 

behavior. Translating molecular information to chromatographic processes is complex and 

involves chromatography and molecular modeling connected through statistical models, 

thus requiring a large quantity of training data. 

The first challenge in this research is the efficient acquisition of isotherm parameters and 

prediction of chromatographic processes by developing a standardized workflow for mod-

eling MMC. Mechanistic chromatography models must be established for a large and di-

verse set of antibodies and antibody formats, which are then used for statistical modeling. 

Although highly parameterized isotherm models were available at the beginning of this 

work, poor parameter identifiability and laborious model calibration prohibited them from 

the given application. By developing a readily applicable isotherm equation and using an 

experimental calibration and validation routine that allows robust identification and test-

ing of adsorption parameters, a valuable tool for modeling MMC in academic and industrial 

applications should be provided. 

The second challenge in this research is the development of a QSPR framework for the 

prediction of initial pH conditions in MMC, which involves the efficient prediction of an-

tibody structures using homology modeling. Typically, chromatography modeling excels in 

extrapolating chromatography mode and buffer conductivity but is limited to a comparably 

small range of pH conditions. This is due to the complex pH-dependence of protein adsorp-

tion. To overcome this limitation, statistical models can be employed to derive process pH 

from protein structure that can later be used as a starting point for in silico process opti-

mization. Furthermore, such a QSPR model alone would have tremendous value in DSP 

development. It could either serve as a digital screening tool for accessing antibody manu-

facturability or accelerate experimental process development through confinement to pH 

setpoint conditions. 

After establishing the necessary models and acquiring sufficient training data, a multiscale 

model should be developed by combining the mechanistic and statistic approaches. Ulti-

mately, this model should enable an a priori prediction of MMC to facilitate the develop-

ment of mAb purification processes. 
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2.2 Manuscript Overview 

This section presents an overview of all publications that form the foundation of this thesis. 

The research focuses on the development of a multiscale model for a priori process devel-

opment of MMC in mAb purification. The thesis is organized into three main chapters. 

Chapter 3 establishes a standardized methodology for mechanistic modeling of MMC, en-

abling efficient acquisition of isotherm parameters and process simulation. Chapter 4 in-

vestigates QSPR methods to predict process pH, a complex parameter that cannot be fully 

described by first-principal models, serving as a starting point for the multiscale model. 

Chapter 5 integrates both mechanistic and statistical approaches to predict MMC behavior 

based solely on amino acid sequence information. All articles have undergone peer review 

and have been published in reputable international scientific journals. They have not been 

used in any other publication-based thesis. 

 

Chapter 3: Standardized method for mechanistic modeling of multimodal 

anion exchange chromatography in flow through operation 

Rudger Hess, Doil Yun, David Saleh, Till Briskot, Jan-Hendrik Grosch, Gang Wang, 

Thomas Schwab, Jürgen Hubbuch 

Journal of Chromatography A (1690), 2023, p. 463789 

 

The research article presents a mechanistic modeling approach to accelerate the develop-

ment of anionic MMC for biopharmaceutical purification. Within the study, an existing 

multimodal isotherm model was modified to enable model calibration using only three 

chromatographic experiments. This model was then used to predict the retention of four 

antibody formats at two pH values. The model reduction improved structural parameter 

identifiability and enabled an analytical isotherm parameter determination, which was 

further refined by incorporating size exclusion effects. The models were successfully vali-

dated by predicting three MMC operation modes at varying ionic strengths for four differ-

ent antibody formats. This standardized modeling approach reduces material consumption, 

experimental and computational burden, and has the potential to accelerate the develop-

ment of complex MMC purification processes in biopharmaceutical DSP. 
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Chapter 4: Antibody sequence-based prediction of pH gradient elution in 

multimodal chromatography 

Rudger Hess, Jan Faessler, Doil Yun, David Saleh, Jan-Hendrik Grosch,  

Thomas Schwab, Jürgen Hubbuch 

Journal of Chromatography A (1711), 2023, p. 464437 

 

The research article introduces a methodology for predicting antibody elution behavior in 

MMC based on amino acid sequences. By analyzing 64 full-length antibodies, the study 

identified six key structural features correlated with elution behavior. The developed model 

effectively predicts pH gradient elution for diverse set of therapeutic antibodies. This model 

can inform process development, reduce trial and error during process optimization, and 

enable in silico manufacturability assessment. The study's QSPR model can replace exper-

imental screening of initial process pH in MMC, advancing early process development. 

Furthermore, identified feature dependencies could improve mechanistic chromatography 

models by considering a molecular-level detail. 

 

Chapter 5: Predicting multimodal chromatography of therapeutic antibod-

ies using multiscale modeling 

Rudger Hess, Jan Faessler, Doil Yun, Ahmed Mama, David Saleh,  

Jan-Hendrik Grosch, Gang Wang, Thomas Schwab, Jürgen Hubbuch 

Journal of Chromatography A (1718), 2024, p. 464706 

 

The research article describes a multiscale modeling approach for predicting the multi-

modal chromatographic behavior of therapeutic antibodies using sequence information. 

QSPR modeling was utilized to correlate isotherm parameters with physicochemical de-

scriptors from 59 full-length antibodies at different pH values. Both the QSPR and the 

mechanistic chromatography models demonstrated high accuracy and identified the signif-

icance of electrostatic interaction, hydrophobicity, and the HFR3 region in antibody bind-

ing to multimodal resin. The multiscale modeling approach can lead to more efficient and 

cost-effective process development in therapeutic antibody purification, benefiting the bi-

opharmaceutical industry, while further improving future isotherm models. 
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Abstract 

Multimodal chromatography offers an increased selectivity compared to unimodal chroma-

tographic methods and is often employed for challenging separation tasks in industrial 

downstream processing (DSP). Unfortunately, the implementation of multimodal polishing 

into a generic downstream platform can be hampered by non-robust platform conditions 

leading to a time and cost intensive process development. Mechanistic modeling can assist 

experimental process development but readily applicable and easy to calibrate multimodal 

chromatography models are lacking. In this work, we present a mechanistic modeling aided 

approach that paves the way for an accelerated development of anionic mixed-mode chro-

matography (MMC) for biopharmaceutical purification. A modified multimodal isotherm 

model was calibrated using only three chromatographic experiments and was employed in 

the retention prediction of four antibody formats including a Fab, a bispecific, as well as 

an IgG1 and IgG4 antibody subtype at pH 5.0 and 6.0. The chromatographic experiments 

were conducted using the anionic mixed-mode resin Capto adhere at industrial relevant 

process conditions to enable flow through purification. An existing multimodal isotherm 

model was reduced to hydrophobic interactions in the linear range of the adsorption iso-

therm and successfully employed in the simulation of six chromatographic experiments per 

molecule in concert with the transport dispersive model (TDM). The model reduction to 

only three parameters did prevent structural parameter non-identifiability and enabled an 

analytical isotherm parameter determination that was further refined by incorporation of 

size exclusion effects of the selected multimodal resin. During the model calibration, three 

linear salt gradient elution experiments were performed for each molecule followed by an 

isotherm parameter uncertainty assessment. Lastly, each model was validated with a set 

of step and isocratic elution experiments. This standardized modeling approach facilitates 

the implementation of multimodal chromatography as a key unit operation for the bio-

pharmaceutical downstream platform, while increasing the mechanistic insight to the mul-

timodal adsorption behavior of complex biologics. 

Keywords: Mixed-mode gradient elution; Therapeutic antibody; Analytical parameter de-

termination; Parameter uncertainty assessment; Model calibration and validation 
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3.1 Introduction 

The biopharmaceutical downstream purification is heavily reliant on chromatographic unit 

operations for the production of monoclonal antibodies (mAbs) [16,117]. Due to the highly 

conserved structure of this product class, the manufacturing process utilizes a generic order 

of consecutive chromatographic unit operations often referred to as a platform process [9]. 

Increasing demands of platform productivity and challenging impurity profiles of novel 

drug candidates led to the introduction of multimodal chromatography to the biopharma-

ceutical platform [28,60]. The structure of multimodal ligands combines two or more pri-

mary physicochemical moieties, which enable a comparably high selectivity compared to 

singular interaction resins [27]. In particular, the combination of hydrophobic and electro-

static interactions has proven beneficial in the primary capture of harvested cell culture 

fluid as well as the removal of product- and process-related impurities during subsequent 

polishing steps [51,58]. Especially, salt-tolerant anionic mixed-mode polishing is deemed to 

be superior to established platform operations as it can replace multiple orthogonal polish-

ing steps while reducing the DNA and viral burden [61,62]. Nevertheless, the widespread 

implementation of MMC processes is lacking behind its potential [118]. The templated 

platform approach struggles to integrate robust MMC unit operations owed to a lack of 

mechanistic understanding [46,66]. 

The simulation of complex multimodal interactions by mechanistic chromatography mod-

eling is considered challenging and requires sophisticated isotherm models coupling hydro-

phobic and electrostatic effects [54,119]. In recent years, the complexity of published MMC 

isotherms has increased further by incorporating a stoichiometric water displacement as 

well as a pH dependency into existing isotherm models [84,120]. On the other hand, over-

simplified models based on the Langmuir isotherm have been employed for describing the 

MMC interaction [121,122]. While the increased parameterization of mechanistic models 

could yield an improved description of physicochemical phenomena there is a demand for 

readily applicable and easy to calibrate models [29,123]. A way of reducing the effort for 

multimodal mechanistic modeling is to focus on the governing form of physicochemical 

interaction under relevant process conditions. A purely electrostatic treatment of the mul-

timodal interaction has been implemented by using the stoichiometric steric mass action 

model (SMA) [65,124–127] for the simulation of bind-and-elute protein adsorption. To 

date, no standardized methodology for the simulation of multimodal processes in an elec-

trostatically repulsive environment, which are common for anionic flow through polishing, 

has been shown. 

In this study, we introduce a standardized calibration and validation workflow for the 

mechanistic MMC modeling under electrostatic repulsive conditions. The model reduction 

of an existing MMC isotherm [54] is shown, which enabled an analytical isotherm param-

eter determination. Hereafter, the analytical parameter set was refined numerically to con-

sider resin specific size exclusion effects. The modified isotherm was calibrated for four 

different antibody formats using linear salt gradients. Additionally, an investigation of the 

isotherm parameter uncertainty, correlation, and the influence of size exclusion effects to 
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the parameter determination was performed. Lastly, the predictive power of the model was 

validated by a comprehensive set of chromatographic experiments. 

 

3.2 Theory and Model Design 

3.2.1  Transport Dispersive Model 

The mass transfer inside the chromatographic column was described by a lumped mass 

transfer model referred to as the transport dispersive model [43,44]. According to the TDM 

the mass balance is of convection diffusion reaction type and describes the macroscopic 

transport and accumulation of component 𝑖 ∈ [1, 𝑛] through the chromatographic column, 

shown in Eq. (3.1). 

The system depicts a chromatographic column with length 𝐿c [m] that is uniformly packed 

with a resin of particle radius 𝑟p [m]. The column volume (CV) is divided into the station-

ary and the mobile phase whereas the mobile phase is further subdivided into the interpar-

ticle and the intraparticle volume. The concentration of the solute within the interparticle 

bulk volume of the resin bed 𝑐b,𝑖 [molm−3] is referred to as the interstitial concentration 

and is dependent of the time 𝑡 [s] and the location 𝑥 ∈ [0, 𝐿c] [m]. The convective transport 

in between the resin beads depends on the interstitial velocity 𝑢𝑖𝑛𝑡 [ms−1]. The kinetic 

peak broadening throughout the column is modeled by the axial dispersion coefficient 

𝐷𝑎𝑥 [m
2s−1] and contains contributions of the Eddy and axial diffusion. The interstitial 

porosity of the column bed is given as 𝜀b [−]. Further, the accumulation term denotes for 

a solid film linear driving force (LDF) model and includes the solute concentration on the 

adsorber surface in the resin pores 𝑐p,𝑖 [molm−3]. Within the model, 𝑐p,𝑖 is assumed to be 

equal to the constant component concentration in the particle pore system. The interfacial 

mass transfer resistance between the mobile and the stationary phase is lumped into the 

effective mass transfer coefficient 𝑘eff,𝑖 [ms−1]. The chromatographic model is comple-

mented by Danckwerts' boundary conditions of dispersive systems at the column inlet and 

outlet [128], defined in Eq. (3.2) and (3.3). 

 

𝜕𝑐b,𝑖
𝜕𝑡

(𝑥, 𝑡) = −𝑢int
𝜕𝑐b,𝑖
𝜕𝑥

(𝑥, 𝑡) + 𝐷ax

𝜕2𝑐b,𝑖
𝜕𝑥2

(𝑥, 𝑡)

−
1 − 𝜀b
𝜀b

3

𝑟p
𝑘eff,𝑖 (𝑐b,𝑖(𝑥, 𝑡) − 𝑐p,𝑖(𝑥, 𝑡)) 

(3.1) 

 
𝜕𝑐p,𝑖

𝜕𝑡
(𝑥 = 0, 𝑡) =

𝑢int(𝑡)

𝐷ax
(𝑐b,𝑖(𝑥 = 0, 𝑡) − 𝑐in,𝑖(𝑡)) (3.2) 
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𝜕𝑐b,𝑖
𝜕𝑥

(𝑥 = 𝐿𝑐 , 𝑡) = 0 (3.3) 

The continuity equation of the TDM inside the adsorber particle is derived in accordance 

with the LDF model as shown in Eq. (3.4). 

 
𝜕𝑐p,𝑖

𝜕𝑡
(𝑥, 𝑡) =

3

𝑟p

𝑘eff,𝑖
𝜀p,𝑖

(𝑐b,𝑖(𝑥, 𝑡) − 𝑐p,𝑖(𝑥, 𝑡)) −
1 − 𝜀p,𝑖

𝜀p,𝑖

𝜕𝑞p,𝑖

𝜕𝑡
(𝑥, 𝑡) (3.4) 

The volume-wise partitioning of the resin bed is defined by the particle porosity that is 

occupied by the protein species 𝜀p,𝑖 [−]. Lastly, the reactive part of the TDM is expressed 

within the adsorbed component concentration per unit of solid volume 𝑞p,𝑖[molm−3]. 

 

3.2.2  Linear Mixed-Mode Isotherm Model 

The isotherm equation employed in this study is based on the mixed-mode adsorption and 

desorption model of Nfor et al. [54] and grounded on the thermodynamic framework of 

Mollerup [79,82]. The initial model does consider electrostatic and hydrophobic physico-

chemical interactions at high load density conditions. In course of this study, the initial 

MMC isotherm model was reduced to a linear representation of the adsorption and desorp-

tion behavior. Different model assumptions were made regarding the multimodal interac-

tion mechanism encountered in an electrostatic repulsive environment. At a process pH far 

below the isoelectric point (pI) of the given molecule species (pH ≪ pI), the electrostatic 

net-attraction of the molecule-ligand interaction approaches zero, as observed by Nfor et 

al. [54]. Accordingly, the association of the reactants during the mixed-mode interaction 

was presumed to be governed by hydrophobic attraction. By assuming the counterion and 

the ligand binding site of the chemical equilibrium to be uniform and monovalent, the 

reaction equation is introduced as depicted in Eq. (3.5). 

 𝑃sol,𝑖 + 𝑛𝑖𝐿 ⇌ 𝑃ads,𝑖 (3.5) 

Within the model, the solute protein species Psol,𝑖 adsorbs to the ligand binding site L and 

forms the protein-ligand complex Pads,𝑖. During the adsorption process, the hydrophobic 

moiety of the ligand entails a reversible association with the non-polar binding sites of the 

protein. The stoichiometric coefficient of the hydrophobic interaction is denoted by 𝑛𝑖 [−]. 

According to the law of mass action, the protein and buffer system specific equilibrium 

constant �̃�eq,𝑖 = 𝑘ads,𝑖 𝑘des,𝑖⁄  [−] can be derived at the thermodynamic equilibrium of the 

mixed-mode adsorption and desorption reaction. The equilibrium constant equals the ratio 

of the adsorption rate 𝑘ads,𝑖 to the desorption rate 𝑘des,𝑖 of the protein species from the 

ligand binding site. The concentration of free ligands available for hydrophobic interaction 

can be treated analogous to the SMA model of Brooks and Cramer [77]. Moreover, the 
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steric hinderance of the free ligand binding sites during the adsorption process can be 

neglected at low load density conditions 𝑞𝑖 ≪ 𝑐p,𝑖 [79,82]. Lastly, the protein-protein inter-

action was recognized to be of minor importance compared to other model parameters by 

multiple authors [54,82,129–131]. The aforementioned theoretical considerations led to the 

linear mixed-mode adsorption model at equilibrium conditions, presented in Eq. (3.6). 

 𝐾𝑖(𝑐p,s) = �̃�eq,𝑖 (
𝛬HIC
𝑐p,𝑣

)

𝑛𝑖

exp(𝐾s,𝑖𝑐p,s) (3.6) 

The isotherm equals the equilibrium ratio 𝐾𝑖(𝑐p,s) as the ratio between the adsorbed pro-

tein species to the solute protein species in the column with the subscript s denoting for 

the counterion species. The molar concentration of the available ligands of the adsorption 

process is determined by the hydrophobic ligand density 𝛬HIC [molm−3] per adsorber skel-

eton volume. Additionally, the molar density of the solution in the pore volume 

𝑐p,𝑣  [molm−3] is introduced that is dependent on modulator concentration. Lastly, the salt-

protein interaction parameter 𝐾s,𝑖 [mol−1m3] describes the protein and modulator depend-

ent interaction. Assuming 𝑐p,𝑣 to be constant [132] allowed to modify the definition of the 

equilibrium constant to 𝐾eq,𝑖
′ ≈ �̃�eq,𝑖(𝛬HIC 𝑐p,𝑣⁄ )

𝑛𝑖  [−] as has previously been demonstrated 

by Andris et al. [131]. The parameter modification led to the final equilibrium equation of 

the linear mixed-mode isotherm model, given in Eq. (3.7). 

 𝐾𝑖(𝑐p,s) = �̃�eq,𝑖
′ exp(𝐾s,𝑖𝑐p,s) (3.7) 

For a dynamic location and time dependent numerical solution of the adsorption and de-

sorption process, the kinetic material balance [83] of Eq. (3.7) is introduced in Eq. (3.8). 

 𝑘kin,𝑖
𝜕𝑞𝑖
𝜕𝑡

(𝑥, 𝑡) = �̃�eq,𝑖
′ exp(𝐾s,𝑖𝑐p,s) 𝑐p,𝑖(𝑥, 𝑡) − 𝑞𝑖(𝑥, 𝑡) (3.8) 

Consistent with Hahn et al. [128], the kinetic coefficient is defined as 𝑘kin,𝑖 =

𝑘des,𝑖
−1  [s(molm−3)ni]. 

 

3.2.3  Isotherm Parameter Determination 

The parameter estimation of the modified MMC isotherm model is based on the theoretical 

foundation of Yamamoto et al. [76,133] and often referred to as the Yamamoto method 

[134,135]. The estimation method relies on linear modulator gradients and has been mainly 

used in cation exchange chromatography (CEX) modeling. In this study, negative salt 

linear gradient elution (LGE) experiments have been incorporated to estimate the linear 

MMC isotherm parameters shown in Eq. (3.7). In course of the calibration methodology 

the gradient slope 𝑔 = 𝑐s
F − 𝑐s

I 𝑉G⁄ [molm−6] is introduced and depicts the change of the 

modulator concentration per linear gradient volume 𝑉G [m
3], as defined in Eq. (3.9). 
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 𝐺 = 𝑔𝜀b𝑉col =
𝑐s
F − 𝑐s

I

𝑉G
𝜀b𝑉col (3.9) 

The initial and the final salt concentration at the start and the end of the gradient are 

given as 𝑐s
I and 𝑐s

F. Further, the method uses a classical phase ratio 𝐻 [−] definition, shown 

in Eq. (3.10), in which the adsorbed phase refers to the solid column volume according to 

Guiochon et al. [43]. 

 𝐻 =
1 − 𝜀b
𝜀b

 (3.10) 

When multiplying Eq. (3.9) with Eq. (3.10) the normalized gradient slope 𝐺𝐻 [molm−3] is 

introduced in Eq. (3.11). 

 𝐺𝐻 = 𝑔(1 −  𝜀b)𝑉col (3.11) 

Finally, the salt LGEs are combined with an equilibrium model, which considers the zone 

movement of the components through the eluting column. When solving the equilibrium 

model after the rate of change of the components, Eq. (3.12) can be derived [133]. 

 𝐺𝐻 = ∫
𝑑𝑐s

𝐾𝑖(𝑐s) + 𝐾sec,𝑖 − 𝐾sec,s

𝑐s,𝑖
R

𝑐s
I

 (3.12) 

The denominator of the integral contains the salt dependent isotherm of the protein species 

𝐾𝑖(𝑐s). The upper limit of the integral 𝑐s,𝑖
R  depicts the salt concentration at the peak max-

imum of the eluting molecule species whereas the lower limit is defined as the initial gra-

dient concentration 𝑐s
I. Further, the distribution coefficients 𝐾sec,𝑖 = 𝜀p,i [−] and 𝐾sec,s =

𝜀p,s [−] denote for the fraction of the pore volume accessible to the protein and the salt 

component at non-interacting conditions, comparable to the environment found during size 

exclusion chromatography (SEC). The SEC distribution coefficients equal the protein spe-

cies pore porosity 𝜀p,𝑖 [−] and the pore porosity of the pore penetrating salt tracer compo-

nent 𝜀p,𝑠 [−]. Inserting Eq. (3.7) into Eq. (3.12) yields Eq. (3.13). 

 𝐺𝐻 = ∫
𝑑𝑐s

�̃�eq,𝑖
′ exp(𝐾s,𝑖𝑐s) + 𝐾sec,𝑖 − 𝐾sec,s

𝑐s,𝑖
R

𝑐s
I

 (3.13) 

If the distribution coefficient of the protein species is assumed to be equal to the distribu-

tion coefficient of the salt component 𝐾sec,𝑖 ≈ 𝐾sec,s and the protein is strongly retained at 

the start of the gradient, hence neglecting the lower limit of the integral, an analytical 

solution can be derived, shown in Eq. (3.14) [133,136]: 

 log(−𝐺𝐻) = log(−
1

�̃�eq,𝑖
′ 𝐾s,𝑖

) − 𝐾s,𝑖𝑐s,𝑖
R  (3.14) 
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The given linearization enables the analytical determination of the isotherm parameters 

�̃�eq,𝑖
′  and 𝐾s,𝑖 from a semi-logarithmic plot of the negative normalized gradient slope against 

the ionic strength of the gradient eluant referred to as a Yamamoto plot. The intercept of 

the linear equation is defined as 𝑦0,𝑖 = log(−1 �̃�eq,𝑖
′ 𝐾s,𝑖⁄ ) whereas the slope is defined as 

𝑚𝑖 = −𝐾s,𝑖. If size exclusion effects of the protein species do appear 𝐾sec,𝑖 ≠ 𝐾sec,s and the 

lower limit of the integral is not neglected, the isotherm parameters have to be numerically 

estimated by Eq. (3.15). 

 

𝑐s,𝑖
R

= −log(
�̃�eq,𝑖
′ (− exp(𝐾s,𝑖𝐺𝐻𝐾Δ,𝑖s)) + �̃�eq,𝑖

′ + 𝐾Δ,𝑖s exp (𝐾s,𝑖(𝐺𝐻𝐾Δ,𝑖s − 𝑐s
I))

𝐾Δ,𝑖s
)

1

𝐾s,𝑖
 

(3.15) 

Within the numerical solution the isotherm parameters are estimated by iteratively mini-

mizing the error of the predicted peak salt concentration. Additionally, the parameter 

𝐾𝛥,𝑖s [−] is introduced as the difference between the salt distribution coefficient 𝐾sec,s and 

the protein specific distribution coefficient 𝐾sec,𝑖, as defined in Eq. (3.16). 

 𝐾𝛥,𝑖s = 𝐾sec,s − 𝐾sec,𝑖 = 𝜀p,s (1 −
𝜀p,𝑖

𝜀p,s
) (3.16) 

 

3.3 Materials and Methods 

3.3.1  Resin, Buffers, and Molecules 

The multimodal strong anion exchanger Capto adhere (Cytiva, Marlborough, USA) was 

used in this study. The model calibration and validation were conducted with a prepacked 

HiScreen column (Cytiva) having a bed height of 10 cm, and column volume of 4.7 mL. 

The spherical resin beads are comprised of a rigid and highly cross-linked agarose matrix 

with a median particle size of 75 μm. The N-Benzyl-N-methyl ethanol amine ligand exhibits 

multimodal functionality through ionic interaction, hydrogen bonding, and hydrophobic 

interaction [68]. 

All substances employed in this study were purchased from Sigma-Aldrich Co LLC (Saint 

Louis, USA). Ultrapure water was filtered with the Milli-Q Advantage A10 (Merck Milli-

pore, Burlington, USA) water purification system and used for buffer preparation. There-

after, the buffer pH was adjusted with 1 M hydrochloric acid as well as 1 M sodium hy-

droxide. A multicomponent buffer system at pH 5.0 and 6.0 was utilized for equilibration, 

elution, and buffer exchange during all chromatographic experiments. The buffer system 

was comprised of 9.1 mM 1,2-ethanediamine, 6.4 mM 1-methylpiperazine, 13.7 mM 1,4-

dimethylpiperazine, 5.8 mM bis-tris, and 7.7 mM hydroxylamine with the addition of 60 

mM hydrochloric acid, adapted from Kröner and Hubbuch [137]. The buffer system offered 
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a broad buffer capacity in the range of pH 4.0 to 9.0 while avoiding the introduction of 

anionic counterions. Further, 1.5 M sodium chloride was supplemented to the multicom-

ponent buffer that was used for equilibration (at inlet B), adding up to a total of 1.56 M 

chloride counterions. The adapted buffering capability was validated by titration with 

sodium hydroxide (data not shown). 

Four different human immunoglobulin-based molecules (Boehringer Ingelheim Pharma 

GmbH & Co. KG, Biberach, Germany) were used as model proteins in this study. A Fab, 

a bispecific (IgG(H)-scFv) [39], an IgG4, and IgG1 antibody were investigated, which did 

show a broad variability of physicochemical parameters, as listed in Table 3.1. The anti-

body formats were expressed using a stably transfected Chinese hamster ovary cell line 

and captured by Protein A affinity chromatography. After neutralization to pH 5.5 and 

0.2 µm sterile filtration the protein solutions were frozen at −70°C. After thawing, the final 

load material was buffer exchanged with a 5 mL HiTrap Desalting column (Cytiva) and 

adjusted to a concentration of 5 g/L using the equilibration buffer. 

 

Table 3.1: Overview of the model proteins physicochemical parameters.The hydrody-

namic radii of the molecules were taken from literature values. 

Molecule Molecular weight 
[𝐤𝐃𝐚] 

Hydrodynamic radius 
[𝐧𝐦] 

Isoelectric point 
[𝐩𝐇] 

Fab 48 4.1 [138] 8.6 

Bispecific 202 6.3 [139] 9.3 

IgG4 144 4.5 [140] 7.2 

IgG1 146 4.5 [140] 8.3 

 

3.3.2  Instruments and Software 

All chromatographic experiments were performed on an ÄKTA Avant 25 (Cytiva) prepar-

ative chromatography system using a 0.6 mL mixing chamber. The outlet UV signal was 

monitored at a wavelength of 280 nm through a flow cell with 0.2 cm pathlength. The 

system was operated with the Unicorn 7.5 (Cytiva) control software. The offline protein 

concentration was measured using a NanoDrop 2000c (Thermo Fisher Scientific, Waltham, 

USA) spectrophotometer. In silico workloads were executed on a P620 ThinkStation® 

(Lenovo, Morrisville, USA) workstation pc equipped with a Ryzen Threadripper PRO 

3995WX (AMD, Santa Clara, USA) processor. The software ChromX (Cytiva) [141] was 

used to perform the numerical simulations of the TDM chromatography models. For all 
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simulations, a fractional time-stepping scheme with an initial step size of 1 s was used. 

Further, the chromatographic column was spatially discretized into 60 equidistant axial 

cells using the linear Streamline-Upwind Petrov–Galerkin method. To account for the mix-

ing chamber, a continuous stirred-tank reactor (CSTR) model was included upfront the 

chromatographic column. Lastly, the open-source programming language Python 3.8.8 was 

used as a general environment for the parameter estimation, uncertainty assessment and 

result visualization. 

 

3.3.3  System and Column Characterization 

The extra-column effects and column specific parameters were characterized in terms of 

sensor dead volumes, column porosities, and ionic capacity. All experiments were per-

formed in triplicate at the set point flow rate. All parameters except the ionic capacity 

were determined using pulse injections with a pulse volume of 1% of the column volume. 

The sensor dead volumes and total column porosity were determined using a pore-pene-

trating, non-adsorbing tracer composed of 1 M sodium chloride and 1% (V/V) acetone. A 

distinction was made between an isocratic and non-isocratic system characterization to 

account for mixing effects throughout the system. The isocratic characterizing considered 

dead volumes starting from the injection valve of the system whereas non-isocratic exper-

iments did require additional consideration of the buffer flow path. The column bed poros-

ity was calculated from the interstitial column volume using 2000 kDA dextran as a non-

pore penetrating, non-interacting tracer. The accessible bead porosity was determined by 

applying salt and protein pulses under non-binding conditions to the chromatographic col-

umn, according to methods by Hunt et al. [142]. Non-binding conditions were achieved 

using a 50 mM acidic acid buffer at pH 3.5. The non-binding behavior was validated by 

repeating the experiments with a 40 kDA dextran tracer using 50 mM acidic acid buffer 

at pH 3.5 as well as a buffer at experimental set point conditions (data not shown). Lastly, 

the ionic capacity of the column was determined by acid-base titration as published by 

Huuk et al. [143]. In contrast to the published protocol, a 10 mM hydrochloric acid solution 

was used as the titrant for the anionic acid-base titration. According to Nfor et al. [54], 

the hydrophobic capacity was set to be equal to the electrostatic capacity as the Capto 

adhere ligand presents the same number of electrostatic and hydrophobic functional 

groups. 

 

3.3.4  Column Experiments 

The chromatographic experiments consisted of bind-and-elute as well as isocratic experi-

ments with a residence time of 5 min as listed in Table 3.2. The column experiments were 

conducted at pH 5.0 for the bispecific and IgG4 and at pH 6.0 for the Fab, and IgG1 

antibody. All chromatographic experiments were initialized through a 3 CV equilibration 

phase using the high salt multicomponent buffer, except the isocratic experiments that 



Standardized Mechanistic Modeling of Multimodal Chromatography 

 47   

 

utilized a mixture of the high and low salt buffer instead. After the equilibration, 1.25 mL 

buffer exchanged load material was applied during the loading phase followed by a 0.5 mL 

post loading step using the equilibration buffer. The loading density was set to 1.0 g/L. 

Three LGE experiments were conducted for model calibration. During the gradient elution, 

the counterion concentration was linearly decreased from 1560 to 60 mM over a gradient 

length of 10, 20, and 30 CV. The model validation included two step elution (SE) experi-

ments with a step length of 10 CV starting from a counterion concentration of 1560 mM 

to a final concentration of 100 and 300 mM, respectively. Further, a 10 CV isocratic elution 

(IE) experiment was conducted with a constant counterion concentration of 200 mM during 

the column equilibration, loading and elution phase. The elution phase was followed by 4 

CV of column regeneration with 1M acetic acid and a 5 CV cleaning in place step using 1 

M sodium hydroxide. Lastly, the column was stored with a 20% ethanol solution over 4 

CV. 

 

Table 3.2: Summary of all chromatographic calibration and validation experiments. 

Molecule pH Load 

density 

[g/L] 

Objective Elution 

mode 

Elution 

length 

[CV] 

Salt concentration 

gradient end [mM] 

Fab 6.0 0.5 - 1.0 Calibration LGE 10, 20, 30 75 

Validation SE / IE  10 100, 200, 300 

Bispecific 5.0 0.5 - 1.0 Calibration LGE 10, 20, 30 75 

Validation SE / IE 10 100, 200, 300 

IgG4 5.0 0.5 - 1.0 Calibration LGE 10, 20, 30 75 

Validation SE / IE 10 100, 200, 300 

IgG1 6.0 0.5 - 1.0 Calibration LGE 10, 20, 30 75 

Validation SE / IE 10 100, 200, 300 

 

3.3.5  Model parameter and Uncertainty Estimation 

The mechanistic model variables consisted of mass transfer coefficients and thermodynamic 

isotherm parameters. Prior to the estimation of the thermodynamic parameters, the axial 

dispersion coefficient and the effective mass transfer coefficient were determined under 

consideration of the molecule hydrodynamic radii. The coefficients were determined by 
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using empirical correlations of Chung and Wen [144] as well as the penetration theory [43]. 

According to Rischawy et al. [145], the mass transfer of the non-interacting salt component 

was set to unity by defining 𝑘eff,s ≅ 𝑟p 3⁄ . The derivations of all mass transfer coefficients 

are listed in Table A1 in the Appendix A. 

Subsequently, the three thermodynamic parameters �̃�eq,𝑖
′ , 𝐾s,𝑖, and 𝑘kin,𝑖 were determined 

from the salt LGE calibration experiments, as depicted in Fig. 3.1. After the salt concen-

trations at the peak maximum of each molecule species 𝑐s,𝑖
R  were gathered, the Yamamoto 

method was employed, as introduced in Section 3.2.3. According to the Yamamoto method, 

the initial isotherm parameters �̃�eq,𝑖,0
′  and 𝐾s,𝑖,0 were determined using the linearization 

given in Eq. (3.14). Thereafter, the refined isotherm parameters �̃�eq,𝑖
′  and 𝐾s,𝑖 were numer-

ically estimated using Eq. (3.15) to incorporate resin specific size exclusion effects, as rec-

ognized by Creasy et al. [146]. Starting with �̃�eq,𝑖,0
′  and 𝐾s,𝑖,0 as initial values of the uncon-

strained numerical estimation, the residual sum of squares between the calculated and the 

experimental peak salt concentration was minimized using the Levenberg-Marquardt gra-

dient descent algorithm [147] as implemented in the python package SciPy 1.7 [148]. The 

isotherm parameter uncertainty was derived from the numerical estimation, according to 

published protocols of Rischawy et al. [145]. 

 

Fig. 3.1: Thermodynamic parameter estimation and uncertainty assessment routine.A 

four-step workflow for the estimation of the equilibrium constant K̃eq,i
′ , the salt-protein 

interaction parameter Ks,i, and the kinetic coefficient kkin,i is shown. Starting from linear 

salt gradient elution experiments (I), the salt concentrations at the peak maxima are used 

for the determination of the parameters K̃eq,i
′  and Ks,i via the Yamamoto method. The 

initial equilibrium constant K̃eq,i,0
′  and the initial salt-protein interaction parameter Ks,i,0 

are determined through linearization (II) and further numerically refined under considera-

tion of the molecule pore accessibility (III). Additionally, the uncertainty of the refined 

parameters K̃eq,i
′  and Ks,i is estimated from the numerical parameter estimation. Refined 

parameters are employed for chromatographic simulation to adjust the simulated peak 

shape by fitting of parameter kkin,i (IV). 
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The covariance matrix of the parameter estimation was given as a Jacobian approximation 

to the Hessian of the least squares objective function. From the covariance matrix a two-

dimensional 95% confidence ellipse was constructed based on the method of Schöneberger 

et al. [149]. After, the refined isotherm parameters �̃�eq,𝑖
′  and 𝐾s,𝑖 were determined, they 

were employed for chromatographic simulation using the TDM as introduced in Section 

3.2.1. Lastly, the kinetic parameter 𝑘kin,𝑖 was estimated by simultaneously curve fitting 

the three LGE calibration experiments for each molecule, as described by Hahn et al. [83]. 

 

3.4 Results 

3.4.1 System and Column Characterization 

The characterization of the chromatographic system was performed without a column in-

stalled to account for the mixing effects throughout the buffer flow path. All chromato-

graphic experiments were based on the system characterization and were corrected by their 

corresponding dead volume. The column characterization did include the specification of 

the interstitial and the component specific accessible porosity [150] as well as the determi-

nation of the ligand density according to published protocols of Huuk et al. [143]. Tracer 

experiments were conducted with the column connected to the system using dextran, so-

dium chloride, and the four antibody molecules under non-binding conditions. All system 

and column specific parameters including their derivation are listed in Table 3.3 and Table 

3.4. 

 

3.4.2 Model Calibration 

The chromatographic model calibration required the determination of the component spe-

cific mass transfer and thermodynamic model parameters. Additionally, a 0.2 mL CSTR 

was included upstream the column model to account for the mixing chamber of the ÄKTA 

system. The mass-transfer phenomena of the system were determined based on empirical 

correlations. The axial dispersion coefficient was calculated as 𝐷ax = 0.125 mm2s−1 assum-

ing a dynamic buffer viscosity of 0.001 kgm−1s−1 as determined by Guichon [43]. The 

effective mass transfer of the salt component was assumed to be not limiting, and its 

coefficient was set to 0.0125 mms−1. The molecule specific effective mass transfer coeffi-

cients did depend on the hydrodynamic radii of the proteins, listed in Table 3.1. Coupling 

the Mackie and Meares correlation with the penetration theory correlation [43,44] enabled 

the calculation of the protein effective mass transfer coefficients to be 0.0028, 0.0021, and 

0.0019 mms−1 for the Fab, the bispecific, and the IgG4, and IgG1 antibodies, respectively. 

The final model parameters and their derivation are listed in Table 3.4 and Table A1 in 

the Appendix A. 
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Table 3.3: Parameters of the system and column characterization. 

Parameter Symbol Value Unit Derivation 

Length 𝐿c 100 mm Manufacturer 

Diameter 𝑑c 7.7 mm Manufacturer 

Column volume 𝑉c 4.657 mL 
𝑉c = 𝜋 

𝑑c
2

4
 𝐿c 

Bead radius 𝑟p 37.5 μm Manufacturer 

System dead volume 𝑉0 0.321 1.972 mL Tracer, no column installed 

Interstitial porosity 𝜀b 0.364 − 𝑉b
𝑉c

 

Total porosity 𝜀t 0.872 − 𝑉t
𝑉c

 

Particle porosity 𝜀p 0.799 − 𝑉t − 𝑉b
𝑉c − 𝑉b

 

Ionic capacity 𝛬 1.007 molm−3 
𝛬 =  

𝑐Cl−𝑉Cl−
𝑉col(1 − 𝜀t)

 

Superficial velocity 𝑢 0.333 mms−1 Experimental setup 

 

The thermodynamic model parameters �̃�eq,𝑖
′  and 𝐾s,𝑖 were determined at pH 5.0 and 6.0 

for the different model proteins. For each molecule, three linear gradient elution experi-

ments with an altering negative slope of the chloride ion concentration were conducted, as 

shown in Fig. 3.4. Afterwards, the chromatographic experiments were mechanistically mod-

eled and the counterion concentration at the monomer peak retention extracted from the 

simulated salt signal. The parameter set was derived by analytical and numerical param-

eter estimation as depicted in Fig. 3.1 and Section 3.3.5. Fig. 3.2 displays the Yamamoto 

plot as the semi-logarithmic negative normalized gradient slope log(−𝐺𝐻) against the chlo-

ride counterion concentration at the peak retention 𝑐s,𝑖
R  for each protein. The analytical 

linearization and the numerical nonlinear solution of the parameter estimation are indi-

cated for the Fab, the bispecific, the IgG4, and the IgG1 antibody. For all molecules, a 

negative correlation was observed with differences in the slope and the ordinate of the 

proteins in a range of 0.152 M to 0.705 M chloride counterion concentration at peak reten-

tion. Furthermore, the linear as well as the nonlinear solution of the parameter estimation 

diverged at increased and decreased gradient slopes compared to the gradient slopes of the 

model calibration experiments. 
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Fig. 3.2: Analytical and numerical isotherm parameter estimation shown for four different 

antibody formats at pH 5.0 and 6.0.Eq. (3.14) and (3.15) were employed for the analytical 

and numerical estimation of the isotherm parameters �̃�eq,𝑖
′  and 𝐾s,𝑖. The markers indicate 

the salt concentrations at the peak maximum of each molecule species 𝑐s,𝑖
R  to which the 

linear and numerical model were fitted. The length of the calibration LGEs was set to 10, 

20, and 30 CV starting with a chloride ion concentration of 1560 mM to 60 mM at the end 

of each gradient. Larger log(−𝐺𝐻) values indicate steeper gradients vice versa. 

 

The negative slope of the linear fit enabled the initial estimation of the salt-protein inter-

action parameter 𝐾s,𝑖,0 using Eq. (3.14). Further, the y-axis intercept allowed the calcula-

tion of the initial equilibrium constant �̃�eq,𝑖,0
′  for each protein. Afterwards, the initial pa-

rameter pair was refined based on the identical calibration data using Eq. (3.15). The 

refined isotherm parameters �̃�eq,𝑖
′  and 𝐾s,𝑖 considered the molecule specific size exclusion 

effect of the resin given by the parameter 𝐾𝛥,𝑖s to compensate for the nonlinear behavior 

of the Yamamoto plot becoming visible at increased and decreased gradient slopes. Addi-

tionally, the lower boundary of the multivariate parameter uncertainty was estimated via 

numerical optimization. In Table 3.4. all protein specific mass transfer and thermodynamic 

model parameters are listed including the 95% confidence interval of the lumped equilib-

rium constant CI�̃�eq,𝑖
′ [−] and the salt-protein interaction parameter CI𝐾s,𝑖

[mol−1m3]. 
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Table 3.4: Protein specific mass transfer and thermodynamic model parameters. The ini-

tial thermodynamic parameters were calculated by neglecting the pore accessibility of the 

resin using the linearization given in Eq. (3.14). Subsequently, the refined thermodynamic 

parameters were calculated by minimizing the error given in Eq. (3.15) to consider the 

accessibility of the resin pore system. 

 Parameter Fab Bispecific IgG4 IgG1 

Mass-

transfer 

Delta distribution coeff.a 𝐾𝛥,𝑖s [−] 0.767 0.797 0.795 0.795 

Eff. mass transfer coeff.b 𝑘eff,𝑖 [μms−1] 2.836 1.882 2.143 2.143 

Thermo-

dynamic 

Kinetic coeff.c 𝑘kin,𝑖 [s] 7.124 34.9 33.018 34.705 

Initial equilibrium constant 𝐾eq,𝑖,0
′  [−] 0.304 0.006 2.516 0.363 

Refined equilibrium constant 𝐾eq,𝑖
′  [−] 0.566 0.072 3.229 0.569 

CI equilibrium constant CI𝐾eq,𝑖
′  [−] 0.454 – 

0.677 

0.070 – 

0.074 

2.985 – 

3.477 

0.533 – 

0.605 

Initial salt-protein interaction  

parameter 𝐾s,𝑖,0 [M] 

8.612 27.560 2.486 4.279 

Refined salt-protein interaction  

parameter 𝐾s,𝑖 [M] 

7.312 17.822 2.149 3.817 

CI salt-protein interaction  

parameter CI𝐾s,𝑖 [M] 

6.752 – 

7.871 

17.701 – 

17.943 

2.051 – 

2.245 

3.739 – 

3.895 

a Derived from isocratic pulse experiments, compare Section 3.3.3. 

b Calculated from empirical correlations listed in the Appendix A, Table A1. 

c Fitted to peak shape of calibration experiments, compare Section 3.3.5. 

 

The protein specific size exclusion effect 𝐾𝛥,𝑖s was calculated as the difference between the 

salt distribution coefficient and the protein distribution coefficient using Eq. (3.16). In 

general, a large deviation of the apparent pore penetration for the salt component and the 

proteins was observed. Among the four model proteins the difference between the size 

exclusion effect of the Fab (𝐾𝛥,𝑖s = 0.767) and the bispecific antibody (𝐾𝛥,𝑖s = 0.797) was 

especially pronounced. Similarly, the difference in molecular weight between the Fab and 

the bispecific antibody of 48 kDa against 202 kDa and more importantly the difference in 

hydrodynamic radius of 4.1 nm against 6.3 nm was largest between the two model proteins, 

as listed in Table 3.1. When comparing the initial isotherm parameter pairs �̃�eq,𝑖,0
′  and 
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𝐾s,𝑖,0 with the refined parameter pairs �̃�eq,𝑖
′  and 𝐾s,𝑖, an increase of the equilibrium constant 

and decrease of the salt-protein interaction parameter was indicated. A significant devia-

tion between the initial and the refined isotherm parameters was observed for all model 

proteins, as the initial parameters laid outside the 95% confidence interval of the refined 

isotherm parameter estimation. 

To investigate the multivariate parameter uncertainty and parameter correlation further, 

two-dimensional confidence ellipses of the numerically estimated isotherm parameters were 

calculated, as depicted in Fig. 3.3. The normalized parameters �̃�eq,𝑖
′  and 𝐾s,𝑖 are centered 

around their refined values with their confidence region being scaled accordingly. The rel-

ative size of the 95% confidence region increased in the following order: Bispecific < IgG1 

< IgG4 < Fab. The smallest confidence region was observed for the bispecific antibody 

with a maximum deviation of 0.7% for the 𝐾s,𝑖 and 2.8% for the �̃�eq,𝑖
′  parameter. Meanwhile 

the largest confidence region was observed for the Fab antibody with a maximum deviation 

of 7.7% for the 𝐾s,𝑖 and 19.7% for the �̃�eq,𝑖
′  parameter. Overall proteins, the confidence in 

the 𝐾s,𝑖 estimation was approximately four times greater compared to confidence in the 

�̃�eq,𝑖
′  estimation. The strength of the correlation between each of the isotherm parameter 

pairs is described by the slope of the multivariate confidence regions. As an uncorrelated 

parameter pair would show a horizontal confidence ellipse, parameter correlation was ob-

served for all parameter pairs. 

 

Fig. 3.3: 95% confidence ellipse of the isotherm parameters for four different antibody 

formats.The relative parameter uncertainty and correlation is estimated from the Fisher 

information of the numerical parameter estimation. Larger parameter uncertainty regions 

lead to inaccuracies in model predictions, while steeper slopes of the ellipses indicate in-

creased parameter correlation. 
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Thereafter, the initial isotherm parameters �̃�eq,𝑖,0
′  and 𝐾s,𝑖,0 as well as the refined parame-

ters �̃�eq,𝑖
′  and 𝐾s,𝑖 were employed in simulating the experimental calibration set. Addition-

ally, the kinetic coefficient 𝑘kin,𝑖 listed Table 3.4, was fitted to the calibration data. Fig. 

3.4 compares the simulated and experimental results of the LGE calibration set, showing 

a single monomer peak for each molecule. Per row the negative salt LGEs of one of the 

four proteins are displayed starting with the Fab followed by the bispecific, the IgG4, and 

the IgG1 antibody. The simulated UV signals were derived according to the Lambert-Beer 

law using the protein specific theoretical extinction coefficients and their simulated con-

centration. In general, the retention was shifted to higher ionic strength with increasing 

gradient slope, also indicated by the Yamamoto plots shown in Fig. 3.2. 

 

Fig. 3.4: Experimental and simulated chromatograms of the calibration experiments for 

four different antibody formats at low loading density.The 10, 20, and 30 CV LGE cali-

bration experiments are shown for the Fab (a) to (c), the bispecific (d) to (f), the IgG4 (g) 

to (i), and the IgG1 (j) to (l) antibody. Two simulated UV signals are depicted per chro-

matogram using the initial linearized and the numerically refined isotherm parameter pairs. 

Note, that the upper limits of the left y-axes differ among the experiments. 

 

(c) (a) (b) 

(f) (d) (e) 

(i) (g) (h) 

(l) (j) (k) 
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When examining the simulated and experimental chromatograms closely, an improved fit 

of the simulated UV signals was observed when using the refined model parameters. Espe-

cially, the prediction of the peak retention showed an improved accuracy. Larger deviations 

between the simulated and experimental data were visible in the elongated peak tail and 

peak height of the measurement data even when using the refined model parameters. An 

exception to the experimental peak tailing behavior was visible for the results of the Fab 

molecule in row one, which showed experimental peak fronting instead. 

 

3.4.3 Model Validation 

To validate the calibrated models, three additional experiments were performed per protein 

beyond the chromatographic conditions that were applied during the LGE calibration. For 

each molecule, two bind-and-elute step elution and one isocratic flow through experiment 

were conducted while keeping the processing pH and loading density constant. Fig. 3.5 

depicts the validation of the mechanistic model of all proteins by comparing the initial and 

refined model simulations with the experimental results. In every row a low salt SE is 

shown on the left side followed by the IE experiment in the middle and a high salt SE on 

the right side. Per row the chromatograms of one of the four proteins are displayed starting 

with the Fab followed by the bispecific, the IgG4, and the IgG1 antibody. The elution of 

the bispecific mAb during the high salt SE shown in Fig. 3.5 (f) did not reach baseline 

level as the protein binding was increased compared to the other antibodies. 

Overall, the peak retention and peak shape were predicted accurately by the TDM. The 

retention of the molecules increased with elevated salt concentration. The incorporation of 

the molecule and column specific size exclusion effect using the refined model parameters 

led to improved model accuracy especially at the increased and decreased gradient slopes 

that were encountered during step and isocratic elution experiments. In particularly, the 

prediction of the peak retention and shape of the IE experiments, shown in Fig. 3.5 (b), 

(e), (h), and (k) was enhanced when using the refined isotherm parameters. The biggest 

improvement using the refined isotherm parameters was observed for the high salt SE of 

the bispecific molecule shown in Fig. 3.5 (f). On the other hand, the largest difference 

between the experimental and simulated elution profile was seen for the high salt SE of 

the Fab molecule shown in Fig. 3.5 (c) while still being reduced by using the refined model 

parameters. 
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Fig. 3.5: Experimental and simulated chromatograms of the validation experiments for 

four different antibody formats at low loading density.The low salt SE, IE, and high salt 

SE experiments are shown for the Fab (a) to (c), the bispecific (d) to (f), the IgG4 (g) to 

(i), and the IgG1 (j) to (l) antibody. Two simulated UV signals are depicted per chroma-

togram using the initial linearized and the numerically refined isotherm parameter pairs. 

Note, that the upper limits of the left and right y-axes differ among the experiments while 

the initial ionic strengths for low- and high salt SE are identical. 

 

3.5 Discussion 

3.5.1 Model Development and Calibration 

In this study the mechanistic model development and calibration for four antibodies in 

anionic mixed-mode chromatography is shown. The model calibration required the deter-

mination of the mass transfer and the thermodynamic parameters, of a physicochemical 

varying set of proteins, listed in Table 3.1. Initial modeling efforts indicated difficulties in 

calibrating the 11 model parameters of the highly parameterized MMC isotherm developed 

by Nfor et al. [54]. The difficulties in the model calibration were traced back to structural 

(c) (a) (b) 

(f) (d) (e) 

(i) (g) (h) 

(l) (j) (k) 
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and practical parameter non-identifiability [151] of the isotherm model. No global param-

eter optimum could be identified when curve fitting to the experimental UV signals as the 

parameter set appeared to be partially correlated and the optimization problem had too 

many degrees of freedom for a limited amount of data. A similar observation has already 

been made for the SMA isotherm leading to model overfitting due to parameter correlation 

[145,152,153] and was overcome by an initial analytical parameter determination [135]. To 

resolve the difficulties in the MMC isotherm calibration, a systematic model reduction was 

performed employing multiple principles reviewed by Rischawy et al. [145]. The principles 

target the reduction of model complexity and include the removal, lumping, and fixation 

of model parameters that were conducted in Section 3.2.2. Accordingly, the complexity of 

the MMC isotherm model was reduced to only three parameters while still being able to 

describe the experimental observations depicted in Fig. 3.4. Furthermore, the model re-

duction allowed an initial analytical parameter determination of the modified MMC iso-

therm in accordance with the SMA parameter estimation, hence increasing the identifia-

bility of adsorption isotherm parameters. Lastly, the gradient based experimental design 

enabled a standardized workflow, which substantially reduced the MMC modeling effort. 

To validate the standardized MMC modeling workflow, four multimodal chromatographic 

models were calibrated at two pH environments. The linear relationship of the Yamamoto 

plots shown in Fig. 3.2 demonstrates the applicability of the Yamamoto method for the 

MMC isotherm parameter determination and is a clear indication of a protein ligand in-

teraction governed by hydrophobic attraction as has been found by Xiao et al. [136]. As 

the column characterization experiments revealed size exclusion effects of the Capto adhere 

resin towards all investigated antibody formats, the final isotherm parameters were refined 

numerically to incorporate column specific effects as proposed by Creasy et al. [146]. Re-

cently, similar observations had been made by Voitl et al. [61] and Roberts et al. [154] 

when investigating mass transfer phenomena of multimodal resins. The refined isotherm 

parameters of the four model proteins listed in Table 3.4 were in good agreement with 

published results of the Capto adhere resin by Nfor et al. [54]. Interestingly, there was no 

clear correlation between the molecule size or conformational flexibility in regard to the 

strength of the hydrophobic interaction as was suggested by Brian et al. [129]. Indeed, the 

salt-protein interaction parameter 𝐾s,𝑖 was highest for the comparably large and flexible 

bispecific antibody format. On the other hand, the 𝐾s,𝑖 parameter of the smaller and less 

flexible Fab was at least two times greater than the 𝐾s,𝑖 parameter of the IgG1 or IgG4 

antibody indicating a complex binding mechanism driven by molecule specific surface char-

acteristics. The model uncertainty was acceptable, when investigating the 95% confidence 

ellipses of the four model parameter pairs shown in Fig. 3.3, with the exception of the 

equilibrium constant �̃�eq,𝑖
′  of the Fab molecule showing a significantly increased uncertainty 

compared to the other molecule parameters. The high linearity of the Yamamoto plot 

paired with the comparably small isotherm parameter uncertainty and correlation indicates 

that three LGE experiments were sufficient for the parameter determination. One the other 

hand, the visible deviations from linearity at increased and decreased gradient slopes un-

derline the necessity of incorporating size exclusion effects through numerical estimation. 

It appears that the parameter determination via linearization is experimentally restricted. 
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Further increasing the gradient slope of the calibration experiments, which is required for 

predicting SE experiments leads to inaccuracies in determining the salt concentration at 

peak retention. Vice versa the slope of the calibration experiments would have to converge 

towards zero to reliable predict IE experiments. 

Finally, the initial and the refined model parameters were employed in the simulation of 

the chromatographic experiments as shown in Fig. 3.4. The similarity between the cali-

brated model and the experimental data underlined the ability of the modified isotherm to 

describe the elution behavior in MMC at the investigated process conditions. For all model 

proteins and gradient slopes an improved accuracy of the predicted peak retention and 

shape was observed when using the refined model parameters, although not as distinct as 

when using the refined parameters in the validation experiments. The improved model 

accuracy demonstrates that column specific effects need to be incorporated in the Yama-

moto method when modeling chromatographic systems showing size exclusion behavior. 

 

3.5.2 Model Validation and Application 

A reliable way of proving model accuracy is by external validation of uninvolved data. 

Mechanistic models are able to capture fundamental phenomena, which should allow a 

prediction beyond the experimental conditions applied for model calibration. In this study 

the predictive capabilities of a modified MMC isotherm model were validated by simulta-

neously varying the MMC operation mode and ionic strength. Furthermore, a comparison 

between the model predictions was made when using initial as well as refined model pa-

rameters. The model validation was successful for a broad variety of commercially relevant 

product classes when predicting different process conditions including flow through purifi-

cation, as shown in Fig. 3.5. In general, the peak retention as well as the peak shape were 

predicted accurately considering the simplicity of the applied mechanistic model. The in-

corporation of size exclusion effects through refined model parameters did yield improved 

model predictions of the validation experiments. One exception to the model performance 

was visible in the high-salt step elution experiment of the Fab molecule shown in Fig. 3.5 

(c), which could only be resolved in part by using the refined parameter set. As the uncer-

tainty of the Fab isotherm parameter was largest, it is likely that ill-defined parameter 

values are the reason for the deviating model validation. Furthermore, similar effects, 

which led to an experimental fronting in the model calibration could be the cause of devi-

ating results in the model validation. These effects could include but are not limited to 

neglected contributions of product specific impurities, molecule unfolding due to hydro-

phobic interaction [155], or multiple molecule binding orientations. 

Nevertheless, the main focus of this study was the implementation of a standardized mod-

eling workflow for predicting anionic MMC-mAb interaction at commercially relevant pro-

cess conditions. The generic experimental setup, little material consumption of less than 

30 mg per mAb, the efficient model calibration, and accurate chromatographic predictions, 

enable a model-guided process design during the early stages of process development. 
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Furthermore, our model could be applied to multicomponent systems to address complex 

development tasks, including the optimization of impurity removal or robustness analysis. 

Overall, our model-guided development approach could yield the widespread deployment 

of multimodal purification in DSP leading to significant savings in development time and 

resource consumption. Finally, the large similarity between the implemented MMC model 

and existing hydrophobic interaction chromatography (HIC) isotherms suggests that the 

standardized modeling workflow could be transferred to HIC processes. 

 

3.6 Conclusion 

In this study, the chromatographic behavior of four therapeutic antibody formats in anionic 

mixed-mode chromatography has been mechanistically modeled. Initially a systematic 

model reduction of an existing MMC isotherm was accomplished using fundamental 

knowledge of preparative chromatography. A comprehensive data set revealed a protein 

adsorption mediated by hydrophobic effects within the investigated pH range, which led 

to a reduction of the model complexity while increasing the identifiability of the isotherm 

parameters. The relative simplicity of the modified isotherm model enabled an analytical 

parameter determination and provided meaningful mechanistic insight into the multimodal 

adsorption process. The incorporation of size exclusion effects required a numerical param-

eter estimation that led to a refined model performance. The comparably small parameter 

uncertainty and correlation of the refined model emphasized the validity of the model 

reduction and the selected calibration experiments while underlining the necessity of in-

corporating molecule specific size exclusion effects for model calibration. Lastly, the cali-

brated mechanistic models were successfully validated by predicting different MMC oper-

ation modes at varying ionic strengths for all therapeutic antibody formats. 

Our mechanistic modeling approach offers a standardized workflow for predicting the elu-

tion profiles of therapeutic antibodies in anionic MMC. The workflow excels in a reduction 

of material consumption, as well as experimental and computational burden. Further, the 

straightforward experimental design has the potential to accelerate the development of 

complex MMC purification processes in the biopharmaceutical DSP development. 

 

Acknowledgements 

The authors would like to thank Simon Kluters, Joey Studts, Federico Rischawy, and the 

rest of the BI modeling team for the constant support as well as the long and fruitful 

discussions. 

 





Sequence-Based Prediction of pH Gradient Elution 

 61   

 

4 Antibody Sequence-Based Prediction of 

pH Gradient Elution in Multimodal 

Chromatography 

Rudger Hess1, 2, Jan Faessler2, Doil Yun2, David Saleh 2, Jan-Hendrik Grosch2, 

Thomas Schwab2, Jürgen Hubbuch1,* 
 

1 Karlsruhe Institute of Technology (KIT), Institute of Engineering in Life Sciences,  

Section IV: Biomolecular Separation Engineering, Karlsruhe, Germany 

2 DSP Development, Boehringer Ingelheim Pharma GmbH & Co. KG, Biberach,  

Germany 

* Corresponding author: Jürgen Hubbuch, +49 721 608 47526, juergen.hubbuch@kit.edu 

 

 

 

 

 

 

 

 

 

 

 

Journal of Chromatography A (1711), 2023, p. 464437 

DOI: 10.1016/j.chroma.2023.464437 

  

https://doi.org/10.1016/j.chroma.2023.464437


Sequence-Based Prediction of pH Gradient Elution 

 62   

 

Abstract 

Multimodal chromatography has emerged as a promising technique for antibody purifica-

tion, owing to its capacity to selectively capture and separate target molecules. However, 

the optimization of chromatography parameters remains a challenge due to the intricate 

nature of protein-ligand interactions. To tackle this issue, efficient predictive tools are 

essential for the development and optimization of multimodal chromatography processes. 

In this study, we introduce a methodology that predicts the elution behavior of antibodies 

in multimodal chromatography based on their amino acid sequences. We analyzed a total 

of 64 full-length antibodies, including IgG1, IgG4, and IgG-like multispecific formats, which 

were eluted using linear pH gradients from pH 9.0 to 4.0 on the anionic mixed-mode resin 

Capto adhere. Homology models were constructed, and 1312 antibody-specific physico-

chemical descriptors were calculated for each molecule. Our analysis identified six key 

structural features of the multimodal antibody interaction, which were correlated with the 

elution behavior, emphasizing the antibody variable region. The results show that our 

methodology can predict pH gradient elution for a diverse range of antibodies and antibody 

formats, with a test set R² of 0.898. The developed model can inform process development 

by predicting initial conditions for multimodal elution, thereby reducing trial and error 

during process optimization. Furthermore, the model holds the potential to enable an in 

silico manufacturability assessment by screening target antibodies that adhere to stand-

ardized purification conditions. In conclusion, this study highlights the feasibility of using 

structure-based prediction to enhance antibody purification in the biopharmaceutical in-

dustry. This approach can lead to more efficient and cost-effective process development 

while increasing process understanding. 

Keywords: Multispecific monoclonal antibody (mAb) formats; Structure-function analy-

sis; Quantitative structure-activity/property relationship (QSAR/QSPR); In silico process 

development; Downstream manufacturability assessment 
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4.1 Introduction 

At present, the monoclonal antibody (mAb) production relies on chromatographic purifi-

cation, which is integrated into a templated platform process [9]. Multimodal chromatog-

raphy has emerged as a highly selective separation method compared to using single-mode 

interaction resins [28,61]. Specifically, the application of multimodal chromatography in 

the primary capture from harvested cell culture fluid and subsequent polishing steps has 

demonstrated its effectiveness in separating process and product-related impurities 

[51,156,157]. The enhanced selectivity of multimodal resins stems from orthogonal physi-

cochemical interactions with the molecule surface [16,27]. In this context, ligands function-

alized with electrostatic, hydrophobic, aromatic, and/or hydrogen bonding groups are com-

monly used, as illustrated by the Capto adhere ligand in Fig. 4.1 (c) [68]. 

Owing to the intricate multimodal interaction, a broad range of operating conditions must 

be assessed, as the purification is constraint to a narrow, molecule-specific parameter win-

dow of buffer conductivity, pH, modulator concentration, and temperature compared to 

unimodal chromatography, which can restrict molecule manufacturability [62,66]. To sup-

port process development, extensive research has been conducted to enhance process un-

derstanding by examining multimodal protein-ligand interaction alongside efficient screen-

ing methodologies. Macroscopic effects have been explored through batch and dynamic-

binding experiments, which were described using thermodynamic models [54,84,158]. To 

improve the resolution of macroscopic observations, domain contributions of multimeric 

proteins and the impact of amino acid substitutions in homologous protein libraries were 

investigated [70,159–161]. For a molecular level of detail, spectroscopic evaluation of pro-

tein-ligand pairs combined with protein labeling techniques such as atomic force micros-

copy, nuclear magnetic resonance spectroscopy, or mass spectrometry have been employed 

[64,162–164]. Additionally, molecular dynamics simulations and the calculation of theoret-

ical physicochemical properties shed light on the complex protein-ligand interactions 

[69,165–167]. To bridge the gap between the molecular-level of detail and macroscopic 

observations, quantitative structure-property relationship (QSPR) models were developed, 

restricted by the amount of available data [57,71,159,168–172]. Conversely, automated 

screening setups using liquid-handling stations or controlled pH-gradients have been uti-

lized to support process development or assess molecule manufacturability profiles [58,173]. 

Despite recent advancements in increasing the process understanding of multimodal mAb 

purification, the complexity and sensitivity of multidomain proteins towards multimodal 

interactions limits their widespread application in biopharmaceutical development [23,29]. 

Predictive tools to facilitate the integration of multimodal chromatography into the mAb 

purification platform and assess molecule manufacturability remain scarce, while demon-

strating significant success in other areas of the development cycle, such as candidate 

screening or the prediction of agglomeration propensity during formulation development 

[174,175]. 
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In this study, we developed a QSPR model to predict mAb retention in multimodal chro-

matography during linear pH gradient elution, as depicted in Fig. 4.1. Initially, a compre-

hensive dataset was acquired comprising antibody-specific descriptors calculated from ho-

mology models and chromatographic pH retention for 64 full-length mAbs, including mul-

tiple IgG-like derivatives. Subsequently, an empirical model was developed using Gaussian 

process regression (GPR) and thoroughly validated. 

 

Fig. 4.1: QSPR modeling workflow.A three-step process is shown that includes a) the data 

acquisition for model training and testing, b) the statistical modeling using Gaussian pro-

cess regression, and c) the model interpretation by evaluation of the identified descriptor-

output correlations. The antibody structure depicts a modification of the PDB entry 1HZH 

[176]. 
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Finally, the GPR model was interpreted, providing insights into the multimodal interaction 

mechanism. The validated model can be employed to support process development and 

enable a candidate manufacturability assessment based solely on sequence information. 

Moreover, the mechanistic insights can contribute to the development of advanced adsorp-

tion models, transitioning from a macroscopic process understanding to the molecular level. 

 

4.2 Material and Methods 

4.2.1  Chromatography Resin, Buffers, and Molecules 

In this study, the multimodal strong anion exchanger Capto adhere (Cytiva, Marlborough, 

USA) was utilized during the chromatographic experiments. A prepacked Capto adhere 

HiScreen column (7.7x100 mm, Cytiva) with a column volume (CV) of 4.7 mL was em-

ployed, as detailed in Section 4.2.2. The resin surface is functionalized with the N-Benzyl-

N-methyl ethanol amine ligand, as depicted in Fig. 4.1 (c). This ligand exhibits multimodal 

functionality due to its capacity for ionic interaction, hydrogen bond formation, and hy-

drophobic interactions [68]. 

All buffer substances were purchased from Sigma-Aldrich Co LLC (Saint Louis, USA), 

while ultrapure water was filtered with the Milli-Q Advantage A10 (Merck Millipore, Bur-

lington, USA) water purification system. The linear pH gradients necessitated a multicom-

ponent buffer system compatible with anion exchange chromatography. Consequently, an 

anionic multicomponent buffer was selected to avoid the introduction of unspecified coun-

terions while providing a broad buffer capacity within the pH range of 9.0 to 4.0 [177]. The 

buffer system was adapted from Kröner and Hubbuch [137] and consists of 9.1 mM 1,2-

ethanediamine, 6.4 mM 1-methylpiperazine, 13.7 mM 1,4-dimethylpiperazine, 5.8 mM bis-

tris, and 7.7 mM hydroxylamine. In addition, 125 mM sodium chloride and 75 mM hydro-

chloric acid were incorporated, resulting in a total of 200 mM chloride counterions and a 

conductivity of 20 mS/cm. The addition of sodium chloride was required to achieve mixed-

mode behavior and increase protein solubility [178]. Furthermore, the increased conductiv-

ity values enabled the augmentation of cation exchange elution pool as load material, which 

is regularly employed prior to the salt tolerant Capto adhere resin within the antibody 

purification process [42]. Thereafter, the equilibration and the elution buffer were titrated 

to pH 9.0 and 4.0 using 1 M sodium hydroxide. Other buffers used in the chromatographic 

experiments included 1 M acetic acid for column regeneration, 1 M sodium hydroxide for 

column cleaning, and 20% ethanol for column storage. 

The study involved 64 full-length IgG derivatives (Boehringer Ingelheim Pharma GmbH 

& Co. KG, Biberach, Germany), comprising 62 human-origin and 2 humanized murine-

origin antibodies. These antibodies displayed an extensive range of physicochemical pa-

rameters, as evidenced by their widely distributed elution behavior, shown in Fig. 2a. The 

antibody set included 33 IgG1s, 20 IgG bispecifics with two single-chain fragment variables 
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(scFv) appended to each heavy chain C-terminus (IgG(H)-scFv), 8 IgG4s, 2 Knob-in-Hole 

bispecifics (KiH), and 1 KiH trispecific with a single scFv attached to the C-terminus of 

the Hole chain (KiH-scFv). The antibody expression was achieved using a stably trans-

fected Chinese hamster ovary cell line, followed by capture through Protein A affinity 

chromatography. After neutralizing to pH 5.5 and sterile filtration using a 0.2 µm filter, 

the protein solutions were frozen at -70°C. Upon thawing, the final load material was 

adjusted to a concentration of 5 g/L, as determined by a NanoDrop 2000c spectrophotom-

eter (Thermo Fisher Scientific, Waltham, USA). Prior to sample application, the load 

material underwent buffer exchange into the equilibration buffer using a 5 mL HiTrap 

Desalting column (Cytiva) according to the manufacturer's instructions. 

 

4.2.2  Linear pH Gradient Elution 

In this study, all 64 antibodies were eluted by a linear pH gradient using the multicompo-

nent buffer system described in Section 4.2.1. The chromatographic experiments were con-

ducted with an ÄKTA Avant 25 (Cytiva) preparative chromatography system, controlled 

by the Unicorn 7.5 (Cytiva) control software, and maintained at a residence time of 5 min. 

Initially, the column was equilibrated for 3 CV with the pH 9.0 buffer. The equilibration 

was followed by column loading with the antibody solution up to a loading density of 1.0 

g/L. Subsequently, the antibodies were eluted by linearly decreasing the pH from 9.0 to 

4.0 within 10 CV using the elution buffer, while maintaining a constant conductivity of 20 

mS/cm, as illustrated in Fig. 4.1 (a). The retention times of the molecules were determined 

by measuring the first moments of the elution peaks through the UV trace at a wavelength 

of 280 nm. Subsequently, the corresponding pH values at peak retention were determined 

by correcting the online pH trace of the chromatography system with the offline pH meas-

urement of the equilibration and elution buffer, as well as accounting for the pH sensor 

dead volume. Following column elution, a 4 CV column regeneration step, a 5 CV cleaning 

in place procedure, and 4 CV column storage step were appended. 

 

4.2.3  Antibody Homology Modeling 

The prediction of the antibody structures was achieved through homology modeling, which 

was required for the subsequent calculation of physicochemical descriptors, as previously 

described by our group [179]. Hereto, the molecular modeling and visualization environ-

ment Maestro Bioluminate 4.9 (Schrödinger Inc., New York, USA) was employed for struc-

ture prediction, evaluation, and model refinement.  

The initial homology modeling workflow was adapted from Zhu et al. [180] and comprises 

an automated five-stage process, which includes: (1) framework and complementary-deter-

mining region (CDR) template selection; (2) variable region model grafting; (3) CDR loop 

modeling and sidechain prediction; (4) full-length antibody modeling; (5) energy 
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minimization. Within the workflow, the antibody numbering scheme Enhanced Chothia 

[181] was utilized. The modified crystal structure of a human IgG1, 1HZH [176], shown in 

the Fig. 4.1 (a/c), served as a full-length template for all molecules except for the IgG4 

subtypes, which employed the human IgG4 crystal structure 5DK3 [182] instead. For struc-

tural prediction of the complex bi- and trispecific formats, intra- and intermolecular linkers 

were grafted using homology modeling and ab initio prediction to append the inde-

pendently modeled scFv domains to the full-length mAb structures [183]. Hereafter, the 

initial homology models were further refined according to the protocol of Sastry et al. [184]. 

In brief, the protocol includes preprocessing steps to modify and validate the hydrogen 

network, bond order assignment, as well as atom naming and numbering. The prepro-

cessing is followed by energetic optimization of terminal hydrogen atoms from the amino 

acid side chains and the assignment of protonation states of ionizable groups using 

PROPKA3 [185]. Lastly an all-atom energy minimization is conducted using the OPLS4 

forcefield with nonhydrogen atoms being constrained to a root-mean-square deviation of 

0.3 Å [186]. 

 

4.2.4  Antibody-Specific Descriptor Calculation 

Following the antibody homology modeling, physicochemical descriptors were calculated 

from the protein structures using the molecular modeling and visualization environment 

Bioluminate 4.9 (Schrödinger Inc., New York, USA). The utilized descriptor set comprises 

165 unique features derived from first principal models, as well as parameterized empirical 

models [110]. Moreover, the descriptor set can be subdivided into sequence-based de-

scriptors (n=69) devised from bioinformatic scales, structural descriptors (n=59) encoding 

for geometric and electrostatic properties of the molecule, and patch-specific descriptors 

(n=37) calculated from the hydrophobic and electrostatic energy of the protein surface. 

Herein, the surface hydrophobicity is calculated by employing the atomistic Wildman and 

Crippen logP parameters [187], whereas the electrostatic surface potential is calculated 

from partial charges based on the OPLS4 [186] forcefield as described by Sankar et al. 

[188]. Furthermore, proximal hydrophobic and electrostatic surface characteristics are com-

bined into aggregation propensity descriptors. The final patch descriptors are derived by 

binning the calculated surface properties into quantifiable features based on their interac-

tion type (positive, negative, hydrophobic), size, intensity, and number. 

To increase the resolution of the descriptor set further, a region-specific subset (n*=31) of 

the initial descriptor set is selected and calculated for 37 subdomains of the antibody 

structure. The antibody-specific subdomains comprise the light and heavy chain variable 

regions (VL, VL_Fv, VH, VH_Fv), emphasizing the complementarity-determining regions 

(CDR, CDRL, CDRH) and framework regions (FR, FRL, FRH), which consist of individ-

ual loops (L1, L2, L3, H1, H2, H3), and frameworks (LFR1, LFR2, LFR3, LFR4, HFR1, 

HFR2, HFR3, HFR4). On top of the variable region, the antibody constant regions (CL, 

CH1, CH2, CH3) and the hinge region (Hinge) are considered. Furthermore, the regional 
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descriptors are extended by seven custom regions to account for the fragment variable 

(Fv), the fragment antigen binding (Fab), the fragment crystallizable (Fc), as well as the 

sum of the constant regions (CR). Additionally, the single-chain fragment variable regions 

(scFv, VLscFv, VLscFv) of the bi- and trispecific formats are considered. The final de-

scriptor set comprises 1312 features per molecule including the initial 165 global descriptors 

(All) and 1147 local descriptors, providing detailed information about the physicochemical 

topology of the IgG-like structures. Given the large quantity of the descriptors, the de-

scriptor naming scheme combines the descriptor location, interaction type, and binning 

strategy, as exhibited in Section 4.3.2. 

 

4.2.5  QSPR Model Development and Evaluation 

A multivariate regression model was established to predict the linear pH gradient retention 

from the antibody-specific descriptor set. Due to the high dimensionality of the regression 

problem, with 𝑁 = 1312 features per antibody, paired with the comparably small data set 

size of 𝑀 = 64 observations, descriptor preprocessing, dimensionality reduction, and model 

evaluation were required. The QSPR workflow was developed with and evaluated by Py-

thon 3.9.12 in conjunction with the machine learning package scikit-learn 1.0.2 [189]. GPR 

was utilized to predict nonlinear relationships between the target vector 𝑦 = {𝑦(𝑚)}
𝑚=1

𝑀
 

and the feature matrix 𝑋 = {𝑋(𝑛)}
𝑛=1

𝑁
, while providing a heteroscedastic uncertainty esti-

mation [116,190]. GPR is based on Bayesian inference and involves prior assumptions re-

garding the underlying target function 𝑦(𝑥) that can later be updated in course of the 

Bayesian update rule, shown in Eq. (4.1). 

 𝑃(𝑦(𝑥)|𝒟) ∝ 𝑃(𝑦|𝑦(𝑥), 𝑋)𝑃(𝑦(𝑥)) (4.1) 

Within the Bayesian framework, the model predictions are derived as the posterior 

𝑃(𝑦(𝑥)|𝒟), which is a gaussian distribution of functions conditioned to fit the training data 

𝒟 = {𝑦, 𝑋}, as depicted in Fig. 4.1 (b). During model training, the prior 𝑃(𝑦(𝑥)) that de-

fines the similarity and the smoothness between the observations is conditioned by max-

imizing the likelihood 𝑃(𝑦|𝑦(𝑥), 𝑋) of the mean and the variance from the posterior distri-

bution to reflect all training data. In this study, the prior is derived as a mixed covariance 

function by multiplying a linear kernel with a Matérn class kernel and subsequent addition 

of a white noise kernel [116,189,191]. The addition of a noise kernel is necessary to avoid 

model overfitting by specifying the uncertainty of the measured data as visualized by the 

amplitude of the posterior distribution depicted in Fig. 4.1 (b). Subsequently, the model is 

conditioned by minimizing the log(marginal likelihood) (LML) of the posterior distribution 

using the L-BFGS-B algorithm [192]. 

The QSPR workflow is initiated by data preprocessing, where empty, positional, non-in-

formative, and redundant descriptors are discarded. Additionally, several operations are 
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performed on the descriptors to account for the structural diversity of the IgG-like mole-

cules. The regional antibody descriptors are multiplied by the frequency of the given region 

within the multimer protein, sparse antibody regions imputed as zero, and the descriptor 

regions calculated for both KiH knob and hole chains, averaged based on the analysis of 

Parasnavis et al. [70]. The data set is then randomly split into 80% training data and 20% 

test data. Lastly, the descriptors are scaled by their standard deviation (SD) and centered 

based on the training data. 

After data preprocessing, dimensionality reduction is performed by removing invariant 

descriptors, which decreases the risk of model overfitting and increases model interpreta-

bility [193]. Low variance (𝑐𝑜𝑣(𝑥, 𝑥) ≤ 0.01) features are discarded, and the remaining 

descriptors are sorted based on the results of a F-test from a univariate linear regression 

model with the target variable. Hereafter, collinear features are removed based on Pearson 

correlation (𝜌 ≥ 0.80), and ten highest scoring features are selected following the F statis-

tics. Lastly, recursive feature elimination (RFE) is conducted by iteratively removing the 

lowest-ranked features according to feature permutation importance [194]. Permutation 

importance is defined as the average increase in model deviation when accessing the model 

performance after shuffling a single feature one hundred times while keeping the remaining 

features constant. At each iteration of the RFE procedure, the LML of the current model 

and the mean absolute error (MAE) of leave-one-out cross-validation are calculated to 

identify the overall best model. 

The last step of the QSPR workflow comprises model evaluation to increase the under-

standing of the underlying adsorption mechanisms of antibodies in multimodal chromatog-

raphy, as visualized in (4.1) (c). The model evaluation includes an assessment of the overall 

model reliability and performance. On top of that, an investigation of the feature interde-

pendence, sensitivity, and their contribution to the model predictions is conducted, to 

enable mechanistic interpretability of the model [96]. The model performance is assessed 

through inspection of goodness of fit to the training data and goodness of prediction of the 

test data, including an estimation of the model 95% confidence interval per observation. 

Furthermore, fivefold cross-validation with ten repetitions is employed for internal valida-

tion of the training data. On the other hand, model reliability is analyzed by y-scrambling 

the full data set one hundred times with subsequent calculation of the MAE from leave-

one-out cross-validation [195]. Feature interdependence is evaluated by investigating the 

pairwise relationships between model features, as well as the target variable. Finally, the 

feature sensitivity and contribution are assessed by means of feature permutation im-

portance and partial dependence towards the model prediction [111,194,196]. 
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4.3 Results and Discussion 

4.3.1  Elution Behavior of Antibody Formats 

In the course of this study, a large and structurally diverse set of IgG-like molecules was 

examined. All 64 full-length IgGs could be eluted from the anionic mixed-mode resin Capto 

adhere during linear pH gradients from pH 9.0 to 4.0 at a constant conductivity of 20 

mS/cm. Fig. 4.2 depicts the first moments of the elution peaks from each molecule. Upon 

inspecting the elution distribution, a bimodal trend is apparent separating the molecules 

in two groups of antibodies. The first group elutes at a lower pH range (pH 4.00-4.99, 

m=20) compared to the second group that elutes at a higher pH range (pH 5.71-6.81, 

m=43). In contrast to the overall distribution mean of pH 5.72, the lower and the higher 

elution groups are centered around pH 4.59 and 6.26, with a single IgG1 laying in-between 

both groups at a pH of 5.33. 

To investigate the elution behavior further, Fig. 4.2 (a) compares the retention of different 

antibody subclasses and formats that were analyzed in this study, as detailed in Section 

4.2.1. The IgG1 subclass depicts the most abundant format within the data set and exhibits 

the broadest retention distribution across both pH groups. Interestingly, the distribution 

of the structurally homologue IgG1 antibodies follows the same trend as the full data set, 

being centered in the higher pH group and skewed towards lower pH values. This obser-

vation emphasizes that multimodal elution is not necessarily dependent on the overall size 

or shape of the molecule but physicochemical properties that are distributed within a 

structural homologue set of proteins, as observed in multiple studies [159,160,171]. The 

IgG-scFv formats exhibit a similar trend, while displaying a narrower pH distribution with 

only two molecules eluting in the lower pH group despite having two additional scFv 

regions attached to the Fc domain. Moving forward, the IgG4 antibodies exclusively elute 

in the lower pH group, whereas all KiH formats elute at the upper boundary of the observed 

pH values with a maximum elution pH of 6.79. As only three molecules are associated with 

the KiH format, no inference towards this antibody class can be conducted. On the other 

hand, the main structural distinction between the IgG4 subclass and the other antibodies 

is given by the Fc domain, as the remaining formats share similar IgG1 backbones. The 

difference in the elution behavior arising from deviating Fc regions leads to the assumption 

that multiple binding domains on the whole antibody surface exist, as reported in numerous 

studies conducted by the Cramer lab involving cationic mixed-mode resins 

[70,161,163,164,166,167]. In general, IgG4 backbones exhibit fewer acidic residues leading 

to a lower pI, as well as increased surface hydrophobicity in comparison to IgG1 backbones 

[197]. These two characteristics align with the experimental observation of the IgG4 for-

mats to elute in the lower pH group and the mechanism of hydrophobic charge induction 

chromatography (HCIC) [165,198]. According to the HCIC mechanism, molecules adsorb 

through hydrophobic attraction and desorb with increasing electrostatic repulsion in course 

of a pH modification. The lower pI of the IgG4 formats would result in a reduced positive 

surface charge at an acidic pH environment, which in turn would lead to a reduced repul-

sion towards the anionic multimodal ligand. 
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Fig. 4.2: Distribution of pH retentions derived from linear pH elution experiments.a) 

Histogram illustrating the antibody format-specific retention, and b) Histogram displaying 

the distribution of model training and testing split data. 

 

4.3.2  QSPR Modeling of pH Gradient Retention  

An integral part of statistical model development is the identification of a predictive feature 

set and a suitable mapping function followed by the assessment of model quality. In this 

study, a GPR model was used to regress the pH retention of a large antibody set (M=64) 

to their physiochemical properties, which were encoded into 1312 descriptors per molecule, 

as detailed in Section 4.2.4 and 4.2.5. 

Initially, the data set was divided into training and testing data for the validation of the 

empirical model. Fig. 4.2 (b) displays the distribution of randomly selected molecules into 

20% test set (m=13) and 80% training set (m=51), ensuring a representative distribution 

of pH retentions and molecule formats. Within the test set, four molecules categorize to 

the lower pH group and nine molecules to the higher pH group. Furthermore, the test set 

comprises six IgG1, four IgG-scFv, two IgG4, and one KiH molecule yielding a robust test 

(a) 

(b) 
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set selection, as listed in Table 4.1. Thereafter, a two-staged feature selection was con-

ducted using the training data to reduce 1102 preprocessed descriptors to six features. The 

first stage involved filter methods to efficiently discard the majority of uninformative or 

convoluted descriptors. Initially, low variance (𝑐𝑜𝑣(𝑥, 𝑥) ≤ 0.01) features were removed, 

reducing the feature number to 1083. The remaining features were sorted according to 

their unimodal interaction towards the target variable, using linear regression models. Mul-

ticollinear descriptors with significant Pearson correlation (𝜌≥0.80) were removed, as sug-

gested by Sankar et al. [110]. Although collinearity not necessarily diminishes model pre-

dictiveness, the removal of multicollinear descriptors was required to improve mechanistic 

interpretability. 

From the remaining 413 features, ten descriptors were selected based on their linear rela-

tionship towards the pH retention, as depicted in the bottom x-axis of Fig. 4.3. The selected 

features provided insights into the multimodal binding mechanism of IgG-like molecules, 

as well as relevant antibody domains. Mostly charge-related descriptors were selected, with 

eight out of ten descriptors encoding for electrostatic interactions. The two remaining de-

scriptors gave insight into hydrophobic contributions. The small representation of hydro-

phobic descriptors could be a result of the weak pH dependency of hydrophobic attraction 

compared to electrostatic interaction [166,199]. The strongest linear relationship was ob-

served for the isoelectric point (pI) of the molecules termed “pI_model_pKA_based”, 

which categorizes as a global and structure-based descriptor. The other descriptors were 

either pointing towards the Fab domain or the constant region, as well as local descriptors 

within both regions. Furthermore, solely structure-based and patch descriptors were iden-

tified during the first stage of feature selection, while the relationship towards sequence-

based descriptors deemed less significant. Comparable global descriptors have been identi-

fied in multiple studies, including the structure-based molecule pI [159,168–172]. Interest-

ingly, no aggregation-propensity descriptors were selected, which in theory should be able 

to encode for adjacent electrostatic-hydrophobic interactions as observed for Capto adhere 

in a previous study [172]. On the other hand, proximal interactions have not been reported 

in a more recent study concerning Capto adhere, selecting from a significantly larger pool 

of initial descriptors compared to the previous study [72]. It remains an open question 

whether adjacent patch interactions are not as pronounced in Capto adhere binding as 

reported for multimodal cationic resins [160,171] or if the current class of proximal de-

scriptors [170,188] is not sufficiently parameterized to describe multimodal anionic inter-

actions. In addition, no descriptors from the custom scFv region were chosen during the 

filter process, which could indicate a minor role of this region in antibody binding. A 

possible explanation for the less significant role of the scFv domain compared to the Fv 

domain of the bispecific mAbs could be related to steric constraints due to the engineered 

inter- and intrachain linkers limiting the configurational flexibility of this region [200]. To 

answer these questions, more research is required to investigate local ligand interactions as 

by using recent labeling methods [164]. 

In the second stage of feature selection, recursive feature elimination (RFE) was employed 

based on model performance, as illustrated in Fig. 4.3. A GPR model with a mixed 
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covariance function was utilized to estimate the target function. The Bayesian method was 

chosen to account for both linear and nonlinear feature contributions in the multimodal 

binding mechanism, while accurately estimating heteroscedastic prediction uncertainty, as 

previously observed in cation exchange chromatography [179]. During the RFE process, 

GPR models were sequentially fitted to the training data, starting with the ten most sig-

nificant descriptors on the right-hand side of Fig. 4.3 and ending with a single feature for 

the final model on the left-hand side of the figure. At each iteration, the feature with the 

lowest permutation importance or the smallest impact on model accuracy was removed. 

The calculation of feature permutation importance was required since no meaningful model 

weights could be extracted from the nonlinear GPR model. Simultaneously, the log(mar-

ginal likelihood) of the model conditioning and the cross-validation mean absolute error of 

model prediction were recorded at each iteration. 

 

Fig. 4.3: Recursive feature elimination with cross-validation of training data.Starting with 

ten features on the right-hand side of the figure, a model is initially fitted using all available 

features. At each iteration, the model is evaluated by calculating the cross-validation mean 

absolute error (MAE CV), the standard deviation (SD) of cross-validation scores, and the 

log(marginal likelihood) (LML) of the given model. The feature with the lowest permuta-

tion importance is eliminated per iteration, as indicated on the bottom x-axis. Once all but 

one feature is removed, the best model with the lowest log(marginal likelihood) is selected. 
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Upon evaluating Fig. 4.3, a distinct trend for both the LML and the cross-validation MAE, 

along with its standard deviation is displayed, identifying the optimal GPR model as the 

one using six features. The LML of model conditioning ranged from 34.698 for the sixth to 

51.133 for the final RFE iteration. Meanwhile, the cross-validation MAE fell within a pH 

range of 0.265 pH for the sixth to 0.421 pH for the penultimate iteration. Furthermore, the 

SD of cross-validation was lowest at the selected model at 0.215 pH, indicating increased 

model robustness compared to the largest SD observed for the final RFE iteration with a 

MAE SD of 0.373 pH. Overall, the cross-validation score appeared more susceptible to 

variation in identifying the most predictive model compared to the Bayesian likelihood, 

thus demonstrating the advantage of the Bayesian approach, not only for feature mapping, 

but also for feature selection. 

The six selected features comprised the molecule pI as a global charge-related descriptor, 

three local charge descriptors within the antibody Fv domain, namely “LFR4_Posi-

tive_Patch_Energy_gt50”, “CDR_Negative_Patch_Energy”, and “CDR_Posi-

tive_Patch_Energy”, as well as electrostatic and hydrophobic contributions from the con-

stant region and the Fab domain through the descriptors “CR_Hydrophobic_SASA”, and 

“Fab_Zeta_Potential”. According to the descriptor naming scheme, “LFR4_Posi-

tive_Patch_Energy_gt50” is defined as the summation of all positive patches within the 

antibody LFR4 region with a patch area larger than 50 Å². Interestingly, the selected 

features included two custom descriptors, encoding for the antibody constant region and 

its Fab domain. In contrast, the local descriptors within the constant region were discarded, 

despite multiple studies highlighting the importance of the Hinge region and the CH2–CH3 

interface in multimodal interaction [64,163–165,167]. Furthermore, the removal of the de-

scriptors from the constant region and the Fab domain had less impact on the LML and 

the cross-validation MAE compared to the removal of local descriptors within the Fv do-

mains. This finding emphasizes the significance of the Fv domain, particularly the CDRs, 

for antibody binding to multimodal chromatography resins, as observed by multiple au-

thors for cationic MMC [57,70,160,161,166,171]. A comprehensive evaluation and interpre-

tation of the model features will be provided in Section 4.3.3. 

Following the feature selection, the predictiveness of the final QSPR model was evaluated 

via internal and external model validation. Accordingly, the goodness of fit to the training 

data and the goodness of prediction for the test data were assessed, as depicted in Fig. 4.4. 

Both the training set and the test set, consisting of 80% (m=41) and 20% (m=13) of the 

antibodies from the full data set are displayed. Furthermore, the pH observations and 

predictions of the test set, as well as molecule residuals and uncertainties are listed in 

Table 4.1. Again, an agglomeration of data points into a lower eluting and a higher eluting 

pH group is evident. The upper part of the figure compares the observed and predicted pH 

retention, while the lower part focuses on the distribution of the molecule residuals. Addi-

tionally, linear fits to the scattered training and test set molecules are displayed to enable 

a quick assessment of model performance against a theoretical ideal model with zero error 

in predictions. 
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Fig. 4.4: Goodness of pH elution prediction (R², Q²).The upper part of the figure compares 

the predicted with the experimental pH elution for the molecules in the random training 

and the testing data. An ideal model is represented by a straight line, where predicted and 

experimental observations have zero error. For each molecule, the 95% confidence interval 

(CI95) of prediction is calculated. The bottom part of the figure displays a residual plot, 

with the y-axis normalized to the absolute deviation of model prediction. 

 

On the top figure, the heteroscedastic 95% CI for each molecule is indicated, while the 

lower figure presents uniformly dispersed residuals, signifying the absence of systematic 

model errors. The model's uncertainty varies between one and two pH units, while the 

overall accuracy demonstrates a maximum deviation of 0.44 pH for IgG1 (10), as outlined 

in Table 4.1. This increased uncertainty, in comparison to the prediction accuracy, was 

necessary to avoid model overfitting, as discussed in Section 4.2.5. The source of this un-

certainty might be attributed to the descriptor set's inaccuracy to fully capture the pH 

sensitivity of multimodal protein adsorption [27,28,84,166]. 

When evaluating the model performance metrics, the fit of the final GPR model to the 

training data achieved a coefficient of determination of R² = 0.954, with a MAE of 0.132 

pH, and an average SD of model uncertainty of 0.281 pH. Internal model validation of the 

training data through five-fold cross-validation with ten repetitions resulted in a mean Q² 

of 0.780 and a MAE of 0.279 pH. Lastly, the pH retentions of the external test set could 

be predicted with a Q² of 0.898, a MAE of 0.231 pH, and an average SD of model uncer-

tainty of 0.344 pH, as detailed in Table 4.1. Comparing the results of the model training 
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and testing, similar scores were achieved for the R² and external Q², despite showing a 

decreased model accuracy of approximately 0.1 pH, as well as an increased uncertainty in 

the model predictions. The similarity of these quality metrics underlines the robustness of 

the empirical model, as significantly diverging training and test results would suggest model 

overdetermination. The model's robustness is further supported by the y-scrambling results 

in the Appendix B, Fig. B1, which indicates a less than 1% probability of achieving the 

model performance by chance. Continuing with the internal model validation, a divergence 

between the model fit and cross-validation scores is apparent. Larger divergence during 

cross-validation is a common phenomenon of empirical models and becomes especially pro-

nounced for small data sets, as the missing data used for subsampling can impair model 

performance. 

Upon examining the 95% CI of the model predictions, comparably large intervals are ap-

parent for the molecules eluting in the lower pH group. When evaluating the SDs listed in 

Table 4.1., the three largest model uncertainties were observed for the molecules IgG4 (4), 

IgG4 (3), and IgG1 (1) in a descending order, with SDs of 0.57, 0.53, and 0.44 pH, respec-

tively. The elution pH of both IgG4 formats within test set was predicted with the highest 

uncertainty among all molecules examined. The substantial 95% CI of the two IgG4s may 

indicate an antibody format-dependent uncertainty captured by the empirical model, as 

all formats except the IgG4 type molecules shared IgG1 backbones, as previously discussed. 

Exemplarily, the KiH antibody was predicted more accurately than the IgG4 formats, 

despite its bispecific or trispecific functionality. Conversely, the molecule with the third 

largest uncertainty was a standard IgG1, eluting at the lower end of the pH spectrum. 

This observation could be attributed to the scarcity of data points in close vicinity to the 

IgG1 (1), compared to molecules in the higher eluting pH, potentially leading to impaired 

model performance. 

In conclusion, the predictive power of the QSPR model relies on both the density and the 

overall number of molecules sharing similar physicochemical surface characteristics. In 

comparison to peer studies on (homologue) proteins libraries using a single resin system, 

our model demonstrates a superior performance [159,168–171]. However, previous models 

only employed a third of the number of molecules used in this study. Considering the 

performance and broad applicability of the validated model in accurately predicting pH 

retention for a wide range of commercially available antibodies based solely on their amino 

acid sequence, two potential applications emerge. First, the model can be employed to 

predict an initial pH set point for the anionic mixed-mode resin Capto adhere during early 

process development, which is especially advantageous for multi-domain proteins as mAbs 

concerning the pH-sensitivity of their domain contributions to chromatographic retention 

[166]. Second, it can serve as an in silico screening tool for identifying molecule manufac-

turability in regards to downstream purification. 
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Table 4.1: Overview of goodness of test set prediction and model uncertainty. 

Molecule Observed 

[pH] 

Predicted 

[pH] 

Residual 

[pH] 

SD [pH] CI95 [pH] 

IgG1 (1) 4.18 4.23 0.05 0.44 3.36 – 5.09 

IgG1 (2) 4.45 4.69 0.24 0.29 4.12 – 5.25 

IgG4 (3) 4.7 4.75 0.05 0.53 3.72 – 5.79 

IgG4 (4) 4.98 5.00 0.02 0.57 3.89 – 6.11 

IgG-scFv (5) 5.83 6.17 0.34 0.27 5.65 – 6.70 

IgG1 (6) 5.94 6.26 0.32 0.39 5.50 – 7.01 

IgG-scFv (7) 6.12 6.48 0.36 0.25 5.98 – 6.97 

IgG-scFv (8) 6.13 5.71 0.42 0.26 5.20 – 6.22 

IgG-scFv (9) 6.22 6.15 0.07 0.27 5.61 – 6.68 

IgG1 (10) 6.32 5.88 0.44 0.26 5.38 – 6.38 

IgG1 (11) 6.51 6.70 0.19 0.34 6.05 – 7.36 

IgG1 (12) 6.71 6.44 0.27 0.25 5.94 – 6.93 

KiH (13) 6.79 6.56 0.23 0.36 5.84 – 7.27 

 

4.3.3  Model Inspection and Interpretation 

After the final QSPR model was established, the feature contributions within the model 

were further analyzed to investigate the interaction mechanism of the antibodies to the 

anionic multimodal resin illustrated in Fig. 4.1 (c). Throughout this study, in particular 

charged-based descriptors within the variable region appeared correlated to the multimodal 

interaction. Therefore, a model inspection was conducted, identifying interdependencies 

between the selected features, to support the mechanistic interpretability of the final 

model. Fig. 4.5. depicts the histogram of the standardized and mean centered feature values 

for the entire data set on the top diagonal axes (column a – f), as well as the pairwise 

relationship of model features on the off-diagonal axes (row 2 – 6). Additionally, the pair-

wise relationship of the model features to the target variable is appended to the figure 
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bottom (row 7) and sorted according to the linearity of the training set features to the pH 

retention. Furthermore, the different molecule formats are indicated in each subplot and 

the Pearson correlation coefficient 𝑝, calculated from the entire data set. 

When evaluating the individual feature distributions shown in the top diagonal axes of 

Fig. 4.5, similar trends to the pH retention introduced in Fig. 4.2 (a) are evident. In both 

figures, the IgG1 and IgG-scFv formats display the broadest distribution throughout the 

parameter space, whereas the IgG4 and KiH formats show a clustered behavior. Notably, 

the distribution of the molecule pI, shown in subfigure (a1) of Fig. 4.5 is comparable to 

the distribution of the target variable, shown in Fig. 4.2 (a). The similarity between the 

molecule pI distribution and the pH retention distribution is supported by their strong 

positive linear correlation of 𝑝 = 0.74 shown in Fig. 4.5, subfigure (a7). The skewed and 

bimodal distribution of the pH retention shown in Fig. 4.2 (a) appears to be primarily 

influenced by the molecule pI. In this context, the abundance of elevated pI values within 

the full data set, in contrast to the significantly lower pI values of the IgG4 formats, could 

explain the bimodal appearance of the pH retention distribution. The global pI, however, 

depends on individual contributions from the antibody subdomains. Consequently, further 

insight into the antibody interactions can be obtained by inspecting the zeta potential 

distribution of the Fab domain in Fig. 4.5, subfigure (c3), as well as the hydrophobic 

accessible surface area (SASA) distribution of the constant region shown in subfigure (d4). 

The IgG4 formats exhibit a reduced zeta potential of their Fab regions, while the three 

KiH formats define the upper limit of zeta potential. The surface charge of the Fab not 

only translates to an increased pI, as assessed by their positive correlation in subfigure 

(a3), but also correlates positively to the pH retention, as depicted in subfigure (c7). More-

over, the Fab zeta potential is correlated to the electrostatic surface potential of the CDRs 

encoded via their positive and negative patch energy, shown in subfigure (b3) and (c6). 

Upon inspecting the distribution of hydrophobic SASA from the antibody constant region 

in subfigure (d4), again, two groups are apparent. The first group represents less hydro-

phobic molecules with a IgG1 backbone, while the second group is comprised of IgG4 

antibodies exhibiting increased surface hydrophobicity, which it is expected considering 

the conserved nature of the Fc domain. In this context, the hydrophobic clustering behavior 

might obscure the true importance of the constant region to the multimodal binding by 

weakening the linear relationship of its contribution. 

In conclusion, the strong correlation of the pH retention to Fab domain, and particularly, 

the antibody CDRs does not explicitly imply a Fab-first binding orientation but suggests 

a complex interaction mechanism that could depend on multiple binding domains on the 

entire antibody surface. This assumption is supported by the strong correlation of the 

global pI to the pH retention and the results published by Robinson et al., studying domain 

contributions and pH dependency of the multimodal antibody interaction [161,166]. Intri-

guingly, the energy of large positive patches in the LFR4 region shown in Fig. 4.5, subfigure 

(e7) exhibited no significant correlation with the target variable, other features, or cluster-

ing behavior. However, it was removed second to last during the RFE process depicted in 

Fig. 4.3, indicating the potential relevance of this region. 
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Fig. 4.5: Pairwise relationship and distribution of model features and pH elution.The 

diagonal subfigures display the univariate histograms of the model features, as shown on 

the bottom x-axis. The off-diagonal subfigures illustrate the bivariate relationship between 

model features, while the bottom row presents the relationship between the target variable 

and the model features. Features are sorted in descending order based on their absolute 

Pearson correlation coefficient (𝑝) towards the target variable within the training data, 

indicated in the upper left corner of each subplot. All subfigures differentiate between 

antibody formats. 
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To further investigate the descriptor contributions and finalize the mechanistic interpreta-

tion, the partial dependences of the features within the GPR model were analyzed, as 

depicted in Fig. 4.6. Partial dependence allows for examining the strength and form of 

nonlinear feature contributions to a multivariate model, as well as identifying feature in-

terdependencies. In brief, a single factor perturbation is performed by marginalizing all but 

one feature and permutating it within the full feature range. Subsequent recording of out-

put predictions for a single molecule result in its individual conditional expectation (ICE), 

while averaging over all ICEs yields the partial dependence of the feature. Consequently, 

heterogeneous behavior of the ICEs can reveal feature interdependencies. However, during 

the interpretation of partial dependence, it is crucial to consider multicollinearity within 

the inspected feature set, as implausible parameter pairs can form, such as the simultaneous 

occurrence of strong positive and strong negative patch energies in a specific region [201]. 

The partial dependences of the model features shown in Fig. 4.6 share the same order as 

displayed in the bottom row of Fig. 4.5 and follow similar relationships suggested by the 

scattered data. The feature distributions of each descriptor are indicated by deciles lines 

on the x-axis. Additionally, comparable permutation importance’s are calculated in a range 

in between 0.12 and 0.18 pH for each feature and are displayed on the upper left corner of 

the subplots already employed during the RFE. Furthermore, a distinction between the 

training and test set is made, which implies robust model performance based on comparable 

functions of the partial dependences throughout the full feature space. Upon inspecting the 

ICE lines, all but the molecule pI and the hydrophobic SASA of the constant region shown 

in subfigure (d) display pronounced heterogeneous behavior. This behavior can be ex-

plained for the Fab and the CDR descriptors based on their mutual linearity, as discussed 

earlier. Moreover, the feature collinearity leads to underestimation of permutation im-

portance, which implies a dominating role of the variable region during the multimodal 

interaction when adding up their individual permutation importance’s. Only the heteroge-

neous ICE lines of the energy from large positive patches in the LFR4 region shown in 

subfigure (e) provide further insight into a potential interaction mechanism. It appears 

that for early eluting molecules during the pH gradient, increasing the positive patch en-

ergy in the LFR4 region, an area in-between the L3 loop and the VL-CL interface, has a 

negligible effect on the pH retention. Conversely, an increase of positive patch energy in 

the LFR4 region shifts the retention of strong binding molecules more than one pH unit. 

In conclusion, the ICE lines of the large positive patches in the LFR4 region suggest that 

the LFR4 region can contribute to a significant binding domain, as recently identified by 

Parasnavis et al. [70]. Furthermore, the contribution of the LFR4 region to the antibody 

binding is dependent from the LFR4 surface charge, leading to an increased adsorption in 

the absence of strongly repelling positive patches. 
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Fig. 4.6: Partial dependence of pH elution from model features of training and test 

data.Each subfigure depicts the model response when permutating the features in their 

normalized feature range. The individual conditional expectation lines represent the target 

prediction for each molecule, while the partial dependence of the feature is given by their 

mean values. The feature permutation importance (PI) towards the target prediction is 

shown in the upper left corner of each subplot. The decile lines at the bottom of each 

subplot indicate the frequency of the feature values within the data set. 
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Considering all feature contributions, the multimodal antibody-ligand binding appears to 

be driven by linear contributions of electrostatic attraction and repulsion from the CDRs 

but further depends on significant binding domains throughout the entire antibody surface, 

as implied by the strong relationship to the global pI and the constant region. A significant 

role of adjacent electrostatic-hydrophobic patches in Capto adhere binding was not ob-

served but might be attributed to inadequate descriptors to encode for multimodal anionic 

interaction, as discussed in Section 4.3.2. 

 

4.4 Conclusion 

In this study, we developed a QSPR model to predict pH gradient elution in multimodal 

chromatography using a diverse set of therapeutic antibodies. In total 64 IgG-derivates 

were included, categorized into five therapeutic antibody formats, which exhibited distinc-

tive chromatographic behavior. Throughout the QSPR workflow, physiochemical charac-

teristics tailored for antibody description were derived from homology modeling and re-

gressed to the pH retention. A rigorous feature selection was conducted, reducing the initial 

descriptor count from 1312 to six in course of a two-staged feature selection process. The 

utilization of GPR as a Bayesian modeling approach proved advantageous due to its strong 

model performance, heteroscedastic uncertainty estimation, and nonlinear feature identifi-

cation.  

Our experimental results demonstrate that the IgG backbone significantly impact chroma-

tographic retention, as indicated by the comparable elution behavior of the IgG4 molecules. 

However, the main driver of multimodal interaction is presumed to be in the antibody Fv 

domain, as homologous IgG1 derivatives showed diverging elution trends. The feature de-

pendencies of our QSPR model support these findings and shed light on a complex adsorp-

tion mechanism in multimodal chromatography. The proposed mechanism originates from 

the CDR region but involves the entire antibody structure due to a combination of elec-

trostatic and hydrophobic contributions. 

The overall model performance and its mechanistic interpretability allow for its application 

in an accelerated process development of IgG-like purification based solely on sequence 

information. Our model can replace the experimental screening of initial process pH in 

multimodal chromatography, which is particularly beneficial for the material and time-

constrained early process development. Furthermore, our model can serve as an in silico 

screening approach to identify candidates suitable for purification by multimodal chroma-

tography. Lastly, the identified feature dependencies could aid in the development of im-

proved mechanistic chromatography models by considering a molecular level of detail. In 

this context, multiscale modeling through the correlation of mechanistic isotherm param-

eters to molecular-level descriptors could be considered as an intermediate step. To enhance 

current QSPR models and address the structural diversity of engineered biologics, future 
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research should target the development of global descriptors to encompass multimodal 

surface interactions, as well as protein topology, independent from molecule structure. 
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Abstract 

Multimodal chromatography has emerged as a powerful method for the purification of 

therapeutic antibodies. However, process development of this separation technique remains 

challenging because of an intricate and molecule-specific interaction towards multimodal 

ligands, leading to time-consuming and costly experimental optimization. 

This study presents a multiscale modeling approach to predict the multimodal chromato-

graphic behavior of therapeutic antibodies based on their sequence information. Linear 

gradient elution (LGE) experiments were performed on an anionic multimodal resin for 59 

full-length antibodies, including five different antibody formats at pH 5.0, 6.0, and 7.0 that 

were used for parameter determination of a linear adsorption model at low loading density 

conditions. Quantitative structure-property relationship (QSPR) modeling was utilized to 

correlate the adsorption parameters with up to 1374 global and local physicochemical de-

scriptors calculated from antibody homology models. The final QSPR models employed 

less than eight descriptors per model and demonstrated high training accuracy (R² > 0.93) 

and reasonable test set prediction accuracy (Q² > 0.83) for the adsorption parameters. 

Model evaluation revealed the significance of electrostatic interaction and hydrophobicity 

in determining the chromatographic behavior of antibodies, as well as the importance of 

the HFR3 region in antibody binding to the multimodal resin. Chromatographic simula-

tions using the predicted adsorption parameters showed good agreement with the experi-

mental data for the vast majority of antibodies not employed during the model training. 

The results of this study demonstrate the potential of sequence-based prediction for deter-

mining chromatographic behavior in therapeutic antibody purification. This approach 

leads to more efficient and cost-effective process development, providing a valuable tool 

for the biopharmaceutical industry. 

Keywords: Multispecific monoclonal antibody (mAb) formats; Mechanistic chromatog-

raphy modeling; Mixed-mode antibody descriptors; Quantitative structure-activity/property 

relationship (QSAR/QSPR); In silico / a priori process development 
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5.1 Introduction 

Liquid column chromatography has established itself as a prominent technique for the 

purification of biotherapeutics and is virtually indispensable for the production of mono-

clonal antibodies (mAb) [16]. Current research targets to improve this separation method 

by combining multiple forms of physicochemical interactions into a single chromatographic 

ligand, referred to as multimodal chromatography [52]. The improved ligand structure 

enables increased selectivity and salt tolerant adsorption compared to unimodal interaction 

resins [46]. 

The increased selectivity of multimodal chromatography originates from orthogonal inter-

actions towards the molecule surface, such as complex electrostatic and hydrophobic effects 

and leads to increased sensitivity towards molecule characteristics and process conditions 

[19]. However, this increased sensitivity often necessitates a molecule-specific process de-

velopment, which involves extensive experimentation for process optimization and charac-

terization to ensure adequate product quality and process yield [64]. To expedite this time 

and resource-intensive process development, high-throughput experimentation and in silico 

tools have been deployed. Mechanistic and statistical modeling serve as valuable tools for 

the acceleration, optimization, and characterization of chromatography process develop-

ment by either simulating the mass-transport and accumulation within the chromato-

graphic column or by capturing convoluted interrelations where mechanistic understanding 

is scarce [29,202]. While reliable mass transfer models for chromatographic simulation exist, 

current isotherm equations struggle to capture the complex adsorption and desorption 

kinetics of multimodal chromatography [203]. Deviations of chromatographic simulation 

from experimental data are frequently accounted to the anisotropic shape, charge, and 

hydrophobicity distribution of the molecule surface, leading to a conformation- and orien-

tation-dependency of the adsorption process that is especially pronounced for complex 

multidomain proteins such as mAbs [165,204]. Nevertheless, electrostatic, and hydrophobic 

effects are combined into a complex but lumped parameter model to reflect stoichiometric 

displacement [54] or colloidal particle interaction [205] of the molecule-adsorber system in 

a continuum representation, leading to semi-mechanistic isotherm equations. Additional 

factors like dewetting phenomena or pH dependence can be incorporated into the mecha-

nistic description, further increasing model complexity [84]. Elevated complexity and semi-

mechanistic model structure increase the difficulty in calibrating isotherm parameters as 

they cannot be directly measured but must be fitted to experimental observations [86]. In 

contrast, model applicability is enhanced through simplification, by focusing on either elec-

trostatic [124] or hydrophobic effects [177] as the governing form of physicochemical inter-

action. 

To gain a deeper understanding of the multimodal antibody binding, various biophysical 

methods have recently been employed and include: thermodynamic modeling of macro-

scopic observations [158], investigation of single amino acid substitutions in homologous 

fragment antigen binding (Fab) libraries [160], assessment of full-length antibody domain 

contributions [70,161,166], and identification of preferred ligand-binding regions of the 
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fragment crystallizable (Fc) by using solution-phase nuclear magnetic resonance spectros-

copy in concert with molecular dynamics (MD) simulations [163,167], as well as covalent 

labeling and mass spectrometry [164]. This experimental data can then be correlated with 

physicochemical antibody descriptors to infer quantitative structure-property relationships 

and improve mechanistic interpretability [171,206]. 

Despite recent advancements in isotherm discrimination and biophysical investigation, cur-

rent models lack mechanistic insight into the multimodal adsorption process and are im-

peded by an elaborate and resource-intensive model calibration. A significant gap remains 

in linking macroscopic adsorption parameters with antibody structure to debottleneck the 

expensive model calibration and enhance mechanistic understanding, to facilitate an a pri-

ori process development of multimodal chromatography [93,203]. 

In this study, we aim to bridge this gap by introducing a multiscale modeling approach to 

predict multimodal chromatographic behavior of therapeutic antibodies based on their se-

quence information, as illustrated in Fig. 5.1. Previous studies have demonstrated the po-

tential of multiscale modeling in predicting unimodal interactions within cation exchange 

chromatography for model proteins, both with [207] and without [208] pH dependency, as 

well as mAbs [179]. To the best of our knowledge, this is the first approach of predicting 

adsorption parameters of therapeutic antibodies in multimodal chromatography at various 

pH conditions. 

 

Fig. 5.1: Multiscale modeling workflow.This figure illustrates how QSPR models predict 

mechanistic adsorption parameters 𝑦 from protein descriptors 𝑋. These parameters are 

then used in a priori process development through chromatographic simulation 𝑓(𝑦). De-

viations in these simulations from standard operating conditions can guide molecule design 

to mitigate manufacturing risks. The depicted antibody structure is a modification of PDB 

entry 1HZH [176]. 
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Our approach involves conducting LGE experiments with a multimodal anion exchange 

resin for a diverse set of therapeutic antibodies, determining linear adsorption parameters, 

and employing QSPR modeling to correlate these parameters with physicochemical de-

scriptors calculated from antibody homology models. The accuracy of our multiscale pre-

dictions, provide valuable insights into the physicochemical aspects of multimodal chro-

matography by segregating contributions of the adsorption parameters. Ultimately, our 

multiscale approach paves the way for a more efficient and cost-effective development 

process in the purification of therapeutic antibodies. 

 

5.2 Material and Methods 

5.2.1  Chromatography Resin, Buffers, and Molecules 

In this study, we employed the multimodal strong anion exchanger Capto adhere (Cytiva, 

Marlborough, USA) for all chromatographic experiments. Model calibration and validation 

were conducted using a prepacked Capto adhere HiScreen column (7.7x100 mm, Cytiva) 

with a column volume (CV) of 4.7 mL [68]. 

All chemicals utilized in this study were purchased from Sigma-Aldrich Co LLC (Saint 

Louis, USA). Highly purified water was used for buffer preparation, while 1 M hydrochloric 

acid and 1 M sodium hydroxide were employed for pH adjustment. A multicomponent 

buffer system at pH 5.0, 6.0, and 7.0 was used for equilibration, elution, and buffer ex-

change during all chromatographic experiments. This buffer system, adapted from Kröner 

and Hubbuch [137], consisted of 9.1 mM 1,2-ethanediamine, 6.4 mM 1-methylpiperazine, 

13.7 mM 1,4-dimethylpiperazine, 5.8 mM bis-tris, and 7.7 mM hydroxylamine, with the 

addition of 60 mM hydrochloric acid [177]. Furthermore, 1.5 M sodium chloride was added 

to the multicomponent buffer used for equilibration (at inlet B), resulting in a total of 1.56 

M chloride counterions. Other buffers employed in the chromatographic experiments in-

cluded 1 M acetic acid for column regeneration, 1 M sodium hydroxide for column cleaning, 

and 20% ethanol for column storage. 

This study utilized a diverse set of 59 full-length immunoglobulin G (IgG) derivatives, 

provided by Boehringer Ingelheim Pharma GmbH & Co. KG (Biberach, Germany) as 

introduced in our previous study [206]. This set included 57 human-origin and 2 humanized 

murine-origin antibodies, exhibiting a broad range of physicochemical characteristics. The 

antibody collection comprised 30 IgG1s, 19 IgG bispecifics with two single-chain fragment 

variables (scFv) appended to each heavy chain C-terminus (IgG(H)-scFv), 6 IgG4s, 3 

Knob-in-Hole bispecifics (KiH), and 1 KiH trispecific with a single scFv attached to the 

C-terminus of the Hole chain (KiH-scFv). Antibody expression was performed using Chi-

nese hamster ovary cell lines. Subsequently, the antibodies were captured through Protein 

A affinity chromatography. The protein solutions were then neutralized to pH 5.5, sterile-

filtered using a 0.2 µm filter, and frozen at -70°C. Upon thawing, the final load material 
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was adjusted to a concentration between 1.25 and 5 g/L, as determined by a NanoDrop 

2000c spectrophotometer (Thermo Fisher Scientific, Waltham, USA). Prior to sample ap-

plication, the load material underwent buffer exchange into the equilibration buffer using 

a 5 mL HiTrap Desalting column (Cytiva), following the manufacturer's instructions. 

 

5.2.2  Homology Modeling and Descriptor Calculation 

The antibody structure prediction was conducted using homology modeling in Maestro 

Bioluminate 4.9 (Schrödinger Inc., New York, USA). The homology modeling protocol 

involved a five-stage process adapted from Zhu et al. [206], followed by further structure 

refinement based on the protocol of Sastry et al. [184]. The Enhanced Chothia numbering 

scheme [181] was employed, utilizing the human IgG1 1HZH [176] as full-length template 

for all molecules, except for IgG4 subtypes, which used 5DK3 [182] instead. Complex bi- 

and trispecific formats were modeled by grafting intra- and intermolecular linkers to ap-

pend independently modeled scFv domains to the full-length mAb structures [183]. 

Subsequently, physicochemical descriptors were calculated using Bioluminate at the exper-

imental pH value. A set of 165 unique features was calculated for each antibody structure, 

divided into sequence-based (n=69), structural (n=59), and patch-specific (n=37) catego-

ries [110]. Additionally, a region-specific subset (n*=31) of the initial descriptor set was 

calculated for 37 antibody subdomains. These subdomains are specific to the antibody 

structure and encompass the light and heavy chain variable regions (VL, VL_Fv, VH, 

VH_Fv) focusing on the complementarity-determining regions (CDR, CDRL, CDRH) and 

framework regions (FR, FRL, FRH). These regions consist of individual loops (L1, L2, L3, 

H1, H2, H3) and frameworks (LFR1, LFR2, LFR3, LFR4, HFR1, HFR2, HFR3, HFR4). 

In addition to the variable region, the antibody constant regions (CL, CH1, CH2, CH3) 

and the hinge region (Hinge) are considered. The regional descriptors were further ex-

panded by incorporating seven custom regions to accommodate the fragment variable (Fv), 

Fab, Fc, and the sum of the constant regions (CR). Moreover, the single-chain fragment 

variable regions (scFv, VLscFv, VLscFv) of the bi- and trispecific formats were taken into 

account. A more comprehensive explanation of the structure prediction and descriptor 

calculation can be found in our previous study [206]. 

In addition to the descriptors provided by Bioluminate, 62 supplementary global de-

scriptors were calculated to complement the final feature set. These custom descriptors 

combine electrostatic, hydrophobic, and topological characteristics of the molecule solvent-

accessible surface, calculated by MSMS [209] as implemented into the open-source tool 

SURFMAP [210]. SURFMAP provides the electrostatic potential calculated by the Adap-

tive Poisson–Boltzmann Solver [109], surface hydrophobicity using the residue-based Wim-

ley-White hydrophobicity scale [211], and surface exposure, quantified through circular 

variance calculation [212] to consider surface cavity formation. To further characterize the 

surface topography, the normalized distance to the molecule center of mass was calculated 

for each surface grid point. Hereafter, these protein surface characteristics (electrostatic 
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potential, hydrophobicity, circular variance, and normalized protein radius), were com-

bined and summated, averaged, or binned into positive and negative contributions. An 

overview of the custom descriptors is detailed in the Appendix C, Table C1. The final 

descriptor set consists of 1374 features per molecule, including 227 global descriptors and 

1147 local descriptors. 

 

5.2.3  Chromatographic Experimentation 

The chromatographic experiments involved a system and column characterization, as well 

as salt LGE experiments for the standardized calibration of the semi-mechanistic chroma-

tography model as performed in our previous study [177]. These experiments were con-

ducted using an ÄKTA Avant 25 (Cytiva) preparative chromatography system, controlled 

by Unicorn 7.5 (Cytiva) software, and maintained at a residence time of 5 minutes. 

During the system and column characterization, extra-column effects and column-specific 

parameters were assessed by evaluating sensor dead volumes, column porosities, and ionic 

capacity. The characterization protocols were based on published protocols of Hunt et al. 

[213] and Huuk et al. [143]. Hereto, pulse injections of tracer solutions were applied to the 

system and the column at set flow rate. Subsequently, salt LGEs were performed to elute 

a total of 59 antibodies. Linear pH gradients performed in a previous study [206] identified 

a molecule-specific pH range in which salt elution was viable, reducing excessive experi-

mentation. Three salt LGEs were then performed per molecule with a gradient length of 

10, 20, and 30 CV at up to three distinct pH values (5.0, 6.0, 7.0). The column was initially 

equilibrated for 3 CV with equilibration buffer. After equilibration, the antibody solution 

was loaded onto the column up to a loading density of 1.0 g/L. Thereafter, the antibodies 

were eluted by linearly decreasing the sodium chloride concentration from 1560 to 60 mM 

within 10, 20, and 30 CV using the elution buffer. Retention times of the molecules were 

determined by measuring the first moments of the elution peaks through the UV trace at 

a wavelength of 280 nm, while recording the corresponding conductivity corrected by sen-

sor dead volume. The column was then subjected to a 4 CV regeneration step, a 5 CV 

cleaning in place procedure, and a 4 CV storage step. 

 

5.2.4  Chromatographic Simulation 

Following wet-lab experimentation, the chromatographic behavior was numerically simu-

lated using the software ChromX (Cytiva) [141]. The column mass transfer was simulated 

by a transport dispersive model [43,44] to account for dispersion and diffusion effects, while 

the adsorption-desorption mechanism was described with a linear adsorption model intro-

duced by Hess et al. [177], shown in Eq. (5.1). 
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 𝐾𝑖(𝑐p,s) = �̃�eq,𝑖
′ exp(𝐾s,𝑖𝑐p,s) (5.1) 

The utilized adsorption model follows an exponential form comparable to the hydrophobic 

interaction chromatography (HIC) isotherm introduced by Mollerup [79] and effectively 

neglects electrostatic attractive contributions that would be observed in ion-exchange op-

eration. The equilibrium ratio 𝐾𝑖(𝑐p,s) [−] represents the ratio between the adsorbed pro-

tein 𝑖 ∈ [1, 𝑛] to the solute protein and is dependent from the modulator 𝑠 ∈ [1,𝑚] concen-

tration within the pore volume of the resin bead 𝑐p,s [molm−3] . The modified equilibrium 

constant �̃�eq,𝑖
′  ≈ 𝑘ads,𝑖 𝑘des,𝑖⁄  [−] is derived from the law of mass action at thermodynamic 

equilibrium and equals the ratio of the adsorption rate 𝑘ads,𝑖 to the desorption rate 𝑘des,𝑖 

of the protein species from the ligand binding site and should be dependent on the ligand 

density of the resin. The salt-protein interaction parameter 𝐾s,𝑖 [mol−1m3] introduced by 

Mollerup [79] describes the thermodynamic activity of the solute protein and expresses the 

excess Gibbs free energy of the thermodynamic association during salt-protein interaction. 

Conceptually, this parameter should represent the intermolecular force of hydrophobic in-

teraction caused by the salt-protein association. 

The kinetic material balance of the multimodal adsorption process at low load density 

conditions can be expressed by Eq. (5.2), following the kinetic notation often employed in 

chromatographic simulation [83,86]. 

 𝑘kin,𝑖
𝜕𝑞𝑝,𝑖
𝜕𝑡

(𝑥, 𝑡) = �̃�eq,𝑖
′ exp(𝐾s,𝑖𝑐p,s) 𝑐p,𝑖(𝑥, 𝑡) − 𝑞𝑝,𝑖(𝑥, 𝑡) (5.2) 

The kinetic adsorption model describes the time 𝑡 [s] and location 𝑥 ∈ [0, 𝐿c] [m] dependent 

binding of the protein to the chromatographic resin. Within the pore phase of the resin, 

the exchange of the unbound protein concentration 𝑐p,𝑖 [molm−3] with adsorbed protein 

concentration 𝑞p,𝑖[molm−3] is expressed, as depicted in Fig. 5.1. Consistent with Hahn et 

al. [128], the kinetic coefficient is defined as 𝑘kin,𝑖 = 𝑘des,𝑖
−1  [s molm−3]. 

Linear adsorption parameters were determined according to the protocol recently published 

by Hess et al. [177], based on the theoretical foundation of Yamamoto et al. [76]. The 

estimation method relies on linear modulator gradients and requires the determination of 

the normalized gradient slope 𝐺𝐻 [molm−3], defined in Eq. (5.3). 

 𝐺𝐻 =
𝑐s
F − 𝑐s

I

𝑉G
(1 −  𝜀b)𝑉col (5.3) 

The slope of the gradient is given by the initial 𝑐s
I [molm−3] and the final 𝑐s

F [molm−3] salt 

concentrations at the start and the end of the gradient, divided by the linear gradient 

volume 𝑉G [m
3]. The slope is than normalized by considering the interstitial porosity of the 

column bed 𝜀b [– ] and the volume of the column 𝑉col [m
3]. According to Yamamoto [133], 

the salt concentration at the peak maximum 𝑐s,𝑖
R  [molm−3] and 𝐺𝐻 are employed in an 



Predicting Multimodal Chromatography using Multiscale Modeling 

 

 93   

 

equilibrium chromatography model, which considers the zone movement of the components 

through the eluting column, shown in Eq. (5.4). 

 𝐺𝐻 = ∫
𝑑𝑐s

�̃�eq,𝑖
′ exp(𝐾s,𝑖𝑐s) + 𝐾sec,𝑖 − 𝐾sec,s

𝑐s,𝑖
R

𝑐s
I

 (5.4) 

Eq. (5.4), includes Eq. (5.1) and is integrated between the peak and the initial salt con-

centration. Furthermore, the distribution coefficients 𝐾sec,𝑖 = 𝜀p,i [−] and 𝐾sec,s = 𝜀p,s [– ] 

are considered, denoting the fraction of the pore volume accessible to the protein and the 

salt component at non-interacting conditions. The adsorption parameters �̃�eq,𝑖
′  and 𝐾s,𝑖 can 

be numerically estimated when inserting the first moments of the elution peaks from the 

salt LGEs into Eq. (5.4). In this study, the first moments were set equal to the peak 

maxima due to peak symmetry and were determined by using the python package SciPy 

[148]. Lastly, the kinetic parameter 𝑘kin,𝑖 is estimated by simultaneously curve fitting the 

three LGE experiments for each molecule and pH value, as described by Hahn et al. [83]. 

 

5.2.5  Multiscale Model Development and Evaluation 

In this study, we developed a multiscale model for predicting adsorption parameters from 

protein sequences using quantitative structure-property relationship modeling. Due to high 

dimensionality of the antibody-specific descriptor set (n=1374) and the small dataset size 

(m=59), descriptor preprocessing, dimensionality reduction, and model evaluation were 

required. The QSPR workflow was implemented using Python 3.9.12 and scikit-learn 1.0.2 

[189], and modified from our previous study [206]. Gaussian process regression (GPR) was 

employed for nonlinear predictions and heteroscedastic uncertainty estimation [116,190]. 

GPR, is rooted in Bayesian inference, and operates on the assumption that similar input 

variables (𝑋) will yield similar target values (𝑦). The primary objective of GPR is to 

identify a Gaussian distribution of mapping functions, commonly referred to as a kernel. 

This kernel is used to predict the target variable from the input features with minimal 

uncertainty, leveraging prior knowledge of their interrelationship. Once the joint distribu-

tion of mapping functions is updated or conditioned based on the training information, the 

model generates predictions derived from the mean of this updated distribution. The un-

certainty, on the other hand, is represented by the distribution’s standard deviation. This 

process allows GPR to make accurate predictions while providing an individual measure 

of confidence in each prediction. 

According to the Bayesian framework, the adsorption parameters were predicted by con-

ditioning a prior distribution of functions 𝑃(𝑦(𝑥)) with the training data 𝐷 = {𝑦, 𝑋} to 

derive the posterior distribution 𝑃(𝑦(𝑥)|𝒟) using the Bayesian update rule, shown in Eq. 

(5.5). 
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 𝑃(𝑦(𝑥)|𝒟) ∝ 𝑃(𝑦|𝑦(𝑥), 𝑋)𝑃(𝑦(𝑥)) (5.5) 

A mixed covariance function was chosen as the prior by multiplying a linear kernel with a 

Matérn class kernel and subsequently adding a white noise kernel [116,189,191]. Posterior 

conditioning was achieved by maximizing the likelihood 𝑃(𝑦|𝑦(𝑥), 𝑋) through minimization 

of log(marginal likelihood) using the L-BFGS-B algorithm [59]. 

The QSPR workflow begins with data preprocessing, where irrelevant descriptors were 

discarded, and several operations are performed to account for structural diversity of the 

IgG-like molecules. Furthermore, inaccurately determined adsorption parameters with a p-

value above 0.1 are removed from the data set according to a two-sided Wald test proving 

the linearity of the initial parameter determination [177]. Thereafter, the dataset is ran-

domly divided into 80% training and 20% test data, scaling the descriptors by their stand-

ard deviation (SD), and centering them based on the training data, while the adsorption 

parameters are transformed with the natural logarithm to assure normality of the target 

distribution. Two QSPR models are then created for both adsorption parameters using an 

identical workflow, training, and test set. Due to the strong correlation between the two 

adsorption parameters �̃�eq,𝑖
′  and 𝐾s,𝑖, a chained regression is performed, with �̃�eq,𝑖

′  predic-

tions serving as possible feature for the 𝐾s,𝑖 parameter model, which is referred to as mul-

tioutput model. Dimensionality reduction is conducted by removing invariant descriptors, 

discarding low variance features, sorting remaining descriptors based on F-test results, 

removing collinear features, and selecting the 20 highest scoring features. Recursive feature 

elimination is then conducted using feature permutation importance [194]. Permutation 

importance is calculated as the average increase in model deviation when assessing model 

performance after shuffling a single feature one hundred times while keeping the remaining 

features constant. Model evaluation involved assessing overall model reliability and perfor-

mance, feature interdependence, sensitivity, and contribution. Goodness of fit and predic-

tion are inspected, and a 95% confidence interval estimated. Fivefold cross-validation with 

ten repetitions is used for internal validation, while model reliability is analyzed through 

y-scrambling and MAE calculation [195]. Lastly, feature interdependence, sensitivity, and 

contribution are assessed using pairwise relationships, feature permutation importance, and 

partial dependence [111,194,196]. 

 

5.3 Results and Discussion 

5.3.1  Elution Behavior of Antibodies and Antibody Formats 

LGE experiments were conducted using a multimodal anion exchange resin to evaluate 59 

full-length antibodies across various formats and three pH values (5.0, 6.0, 7.0). The anti-

bodies were eluted by linearly decreasing the sodium chloride concentration. An inverse 
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relationship between salt concentration and molecule retention was observed, indicating a 

hydrophobically driven adsorption process. Fig. 5.2 presents the ionic strength [M] at peak 

elution during a 30 CV gradient, arranged in ascending order based on pH 5.0 retention 

(decreasing ionic strength indicates increased multimodal retention during negative salt 

LGEs). Despite the structural similarities among the examined formats, antibody elution 

varied significantly, ranging from 1.347 [M] for IgG1 (24) at pH 6.0 to 0.069 [M] for IgG1 

(16) at pH 5.0. This variability within the structurally conserved IgG1 antibodies indicates 

a weak format-dependent elution behavior. In contrast to the weak format-dependent elu-

tion behavior, a strong relationship was observed between antibody retention and elution 

pH, with retention increasing under elevated pH conditions. 

While most antibodies exhibited minimal variation in retention between pH 5.0 and 6.0, a 

substantial increase in retention was observed from pH 6.0 to 7.0. Similar observations 

have been reported for model proteins on a cation exchange resin [208] and a mAb on 

multimodal-cation exchange resins [166]. These findings were attributed to multiple, pH-

dependent binding domains on the protein surface, leading to an altered protein binding 

orientation [178]. The pronounced pH dependency of antibody elution resulted in selectivity 

reversals, exemplified by IgG1 (13) and IgG-scFv (3), enclosed in a dashed box shown in 

Fig. 5.2. Upon further examination of pH trends, all antibodies eluting at a salt concentra-

tion above 0.7 [M] at pH 5.0 displayed a retention decrease from pH 5.0 to 6.0, followed 

by a larger increase from pH 6.0 to 7.0. Conversely, antibodies eluting below 0.7 [M] 

demonstrated a monotonous increase in retention with rising pH. The observed phenomena 

suggest a pH dependency in the multimodal chromatographic retention that is sensitive to 

salt concentration. To further elucidate these observations, additional experimentation will 

be required. 

 

Fig. 5.2: Peak salt concentration of molecules in LGE elution experiments.The ionic 

strength at peak elution is shown for all molecules during 30 CV long negative sodium 

chloride gradients at pH 5.0, 6.0, and 7.0, arranged in ascending order based on pH 5.0 

retention. A limited number of pH conditions were evaluated for some mAbs, as determined 

by linear pH gradients from a previous study [206]. The dashed black box highlights the 

pH-dependent selectivity reversal, exemplified by IgG1 (13) and IgG-scFv (3). 
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Following the gradient elution experiments, the equilibrium constant �̃�eq,𝑖
′  and salt-protein 

interaction parameter 𝐾s,𝑖 of the multimodal adsorption model were calculated using Eq. 

(5.4). Initially, 118 parameter pairs were determined from 59 molecules at various pH 

levels. Out of the initial parameters, 103 parameter pairs from 55 molecules met the accu-

racy requirements as defined by the p-value in the parameter determination workflow, 

detailed in Section 5.2.5 and listed in the Appendix C, Table C4. Fig. 5.3. displays the 

natural logarithm of the scattered parameter pairs, providing format and pH information 

(a), as well as the distribution of training and test sets (b). Unimodal histograms of the 

adsorption parameters suggest an approximately normal distribution of the transformed 

parameters, framing the joint data as marginal axes. The parameter pairs appear to be 

broadly distributed and format independent. The logarithmic parameter log(�̃�eq,𝑖
′ ) ranges 

from -3.848 [-] for IgG1 (1) at pH 5.0 to 1.814 [-] for IgG1 (24) at pH 7.0 (�̃�eq,𝑖
′ : 0.021 - 

6.132 [-]). Conversely, the parameter log(𝐾s,𝑖) ranges from -0.251 [-] for IgG1 (11) at pH 

6.0 to 3.229 [-] for IgG1 (1) at pH 5.0 (𝐾s,𝑖: 3.229 - 25.243 [-]). A strong negative correlation 

between the two parameters is evident, with a Pearson correlation coefficient 𝑝 of -0.837. 

Parameter correlation has been observed in similar adsorption equations and is an inherent 

feature of the model structure used, which can impede parameter estimation [145,177]. 

Upon closer examination of the scattered adsorption parameters, a cluster of IgG4 anti-

bodies is noticeable at higher log(�̃�eq,𝑖
′ ) and lower log(𝐾s,𝑖) values. This observation may 

indicate a format-specific relationship between the IgG4 structure and the multimodal 

elution behavior, as previously reported [206]. Furthermore, a strong and positive pH de-

pendency of the log(�̃�eq,𝑖
′ ) values is indicated by perpendicular bands of parameter pairs 

at constant pH on the log(�̃�eq,𝑖
′ ) plane. This pattern could imply electrostatic contributions 

to the equilibrium constant within the multimodal adsorption model. This hypothesis is 

supported by the strong and negative correlation of log(�̃�eq,𝑖
′ ) values with the calculated 

net charge of the protein surface, as shown in the Appendix C, Fig. C3, Subfigure (a8), 

with a Pearson correlation coefficient of -0.767. Consequently, a reduced positive surface 

charge at higher pH levels could decrease electrostatic repulsion towards the partially cat-

ionic ligand, thereby increasing the adsorption-to-desorption ratio, as expressed by the 

equilibrium constant �̃�eq,𝑖
′ . However, a similar pH dependency was not observed for the 

salt-protein interaction parameter 𝐾s,𝑖. 
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Fig. 5.3: Adsorption parameter-pair distributions from salt LGE experiments.a) Scatter-

plot showing antibody format- and pH-specific adsorption parameters, and b) Scatterplot 

presenting the distribution of model training and testing data, including pH information. 

The marginal axes of each subplot exhibit the unimodal histogram for each logarithmic 

adsorption parameter. The Pearson correlation coefficient (𝑝) between both adsorption 

parameters is displayed in the upper right corner of the joint axes. 

 

(a) 

(b) 
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5.3.2  QSPR Modeling of Thermodynamic Adsorption Parameters 

To realize the multiscale model, pH sensitive and molecule-specific parameters of the mul-

timodal adsorption model had to be predicted from antibody structure. QSPR modeling 

was employed to correlate 103 parameter pairs from 55 molecules at three distinct pH 

values with 1374 global and local physicochemical descriptors, calculated from antibody 

homology models. 

Initially, the data set was randomly divided into 80% training (n=44) and 20% testing 

(n=11) molecules. To prevent sharing structural information between the training and 

testing sets, different pH conditions of the molecules were grouped accordingly. Fig. 5.3 

(b) displays the scattered distribution of the logarithmic equilibrium constant log(�̃�eq,𝑖
′ ) 

and salt-protein interaction parameter log(𝐾s,𝑖) for the training and testing data. The 

parameter pairs of the test set molecules, including IgG1, IgG4, and IgG-scFv formats at 

pH 5.0, 6.0, and 7.0, are evenly distributed within the training data, as listed in Table 5.1. 

Two consecutive QSPR models were built from the training data for the two adsorption 

parameters. The prediction of log(�̃�eq,𝑖
′ ) served as a potential input feature for the subse-

quent log(𝐾s,𝑖) model. This multioutput model, also known as chained regression, aimed 

to enhance the accuracy of the log(𝐾s,𝑖) predictions, given their strong correlation displayed 

in Fig. 5.3. During the two-staged feature selection, informative descriptors were identified 

by reducing the initial 1374 descriptors to seven for the log(�̃�eq,𝑖
′ ) model and five for the 

log(𝐾s,𝑖) model, as can be assessed by the results of the recursive feature elimination shown 

in the Appendix C, Fig. C1. 

After model training, the two QSPR models were externally validated by predicting 22 

parameter pairs of the test set molecules at multiple pH values, as listed in Table 5.1. The 

goodness of fit to the training data and the prediction accuracy for the test data is shown 

for log(�̃�eq,𝑖
′ ) (a) and log(𝐾s,𝑖) (b) in Fig. 5.4. High training accuracy was achieved for both 

logarithmic adsorption parameters, with R² values of 0.933 and 0.941 for log(�̃�eq,𝑖
′ ) and 

log(𝐾s,𝑖), respectively. The test set predictions exhibited reasonable accuracy, with Q² val-

ues of 0.834 and 0.835, and mean absolute errors (MAE) of 0.453 and 0.237 for the loga-

rithmic parameters. Minor deviations in model prediction could originate from inaccuracies 

in the underlying descriptor models or adsorption parameter determination. Experimental 

parameter uncertainties from the standardized calibration workflow of up to 91% for �̃�eq,𝑖
′  

determination and 20% for 𝐾s,𝑖 determination had to be accounted for, as observed for 

IgG-scFv (6) at pH 6.0, listed in the Appendix C, Table C4. 
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Table 5.1: Observed and predicted thermodynamic model parameters of test set molecules 

after back transformation. 

Molecule pH Obs. 

�̃�𝐞𝐪,𝒊
′  [−] 

Pred. 

�̃�𝐞𝐪,𝒊
′  [−] 

Residual 

�̃�𝐞𝐪,𝒊
′  [%] 

Obs. 𝑲𝐬,𝒊 
[𝐌] 

Pred. 𝑲𝐬,𝒊 
[𝐌] 

Residual 

𝑲𝐬,𝒊 [%] 

IgG1 (3) 5.0 0.044 0.073 67.434 16.239 12.782 -21.287 

6.0 0.124 0.157 26.094 16.452 12.188 -25.918 

IgG1 (14) 5.0 0.469 0.406 -13.375 3.617 3.558 -1.649 

6.0 3.538 1.346 -61.954 1.950 2.597 33.196 

IgG1 (20) 5.0 0.209 0.278 32.769 6.987 6.489 -7.130 

6.0 0.449 0.818 82.156 6.923 6.004 -13.278 

IgG1 (22) 5.0 0.914 1.199 31.247 4.337 7.558 74.274 

IgG1 (28) 5.0 0.171 0.273 59.693 6.976 5.496 -21.213 

6.0 0.385 0.921 139.177 6.536 3.374 -48.377 

IgG1 (30) 5.0 0.132 0.152 14.642 4.118 4.200 2.008 

6.0 0.380 0.457 20.211 3.143 3.112 -0.992 

7.0 2.054 2.222 8.200 2.760 2.312 -16.243 

IgG4 (6) 5.0 2.233 1.492 -33.199 1.366 1.809 32.455 

IgG-scFv (6) 5.0 0.028 0.036 30.259 14.698 11.399 -22.443 

6.0 0.028 0.087 206.069 22.055 13.005 -41.032 

IgG-scFv (11) 6.0 0.149 0.092 -37.920 12.564 15.669 24.712 

IgG-scFv (15) 5.0 0.053 0.070 31.117 9.742 9.608 -1.382 

6.0 0.147 0.226 53.548 10.008 7.507 -24.993 

IgG-scFv (18) 5.0 0.091 0.074 -18.133 9.050 10.110 11.716 

6.0 0.531 0.168 -68.399 7.183 9.867 37.356 



Predicting Multimodal Chromatography using Multiscale Modeling 

 

 100   

 

Improving the standardized calibration workflow to increase data quality could signifi-

cantly enhance the model predictions. However, the 95% confidence interval (CI95) of the 

training and test set predictions captured the model deviations, demonstrating the relia-

bility of GPR to capture model uncertainty based on its training data. The reliability of 

the two QSPR models was further emphasized by the results of the internal model valida-

tion with a cross-validated Q² of 0.815 and 0.835 for log(�̃�eq,𝑖
′ ) and log(𝐾s,𝑖), as well as the 

results of y-scrambling, shown in the Appendix C, Fig. C2. The absence of systematic 

model deviations was indicated by homogeneously dispersed residuals, as shown in the 

lower sections of Fig. 5.4, (a) and (b). 

 

Fig. 5.4: Evaluation of adsorption parameter fit and prediction (R², Q²).a) Logarithmic 

equilibrium constant 𝑙𝑜𝑔(�̃�𝑒𝑞,𝑖
′ ) model, and b) Logarithmic salt-protein interaction param-

eter 𝑙𝑜𝑔(𝐾𝑠,𝑖) model. The top section of each subfigure compares predicted and experimen-

tally derived adsorption parameters for the molecules in the random training and testing 

data post-logarithmic transformation. An ideal model is depicted by a straight line, indi-

cating zero error between predicted and experimental observations. The 95% confidence 

interval (CI95) of prediction is calculated for each molecule. The figure's lower section 

presents a residual plot, with the y-axis normalized to the absolute deviation of model 

prediction. 

 

 

 

(a) (b) 
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After validation of the QSPR models, an inspection of the descriptor contributions to the 

model predictions was conducted. The descriptor contributions were expressed through 

their partial dependencies, a method for examining nonlinear feature interactions within a 

multivariate model. Fig. 5.5 displays the partial dependencies for log(�̃�eq,𝑖
′ ) (a) and 

log(𝐾s,𝑖) (b), which capture the target relationships depicted in the Appendix C, Fig. C3 

and Fig. C4. In brief, a single factor perturbation is performed by marginalizing all features 

except one and permutating it within the full feature range. Recording the output predic-

tions yields the partial dependence of the descriptor. Additionally, feature permutation 

importance was calculated for each descriptor, as displayed on the upper right of the sub-

figures. Permutation importance measures model deterioration by shuffling individual fea-

tures, enabling an assessment of the feature significance within a multivariate model. 

In general, the partial dependencies of the test set molecules shown in Fig. 5.5 were com-

parable to the training data for both QSPR models, covering dense regions within the 

feature space as indicated by the decile lines on the bottom of the subfigures. The de-

scriptors of the log(�̃�eq,𝑖
′ ) model primarily exhibited linear relationships towards the target 

variable and consisted of global (a1, a2, a7) and local (a5, a6) charge characteristics that 

emphasize the antibody variable region (a3, a4). In contrast, the descriptors of the log(𝐾s,𝑖) 

model displayed nonlinear contributions and considered the molecule's global hydrophobi-

city, expressed by a supplemented descriptor (b4). The descriptors of the log(𝐾s,𝑖) model 

displayed similarities to the log(�̃�eq,𝑖
′ ) descriptors (b2, b3, b5) and even included the 

log(�̃�eq,𝑖
′ ) predictions (b1), which is unsurprising given the strong mutual correlation be-

tween the adsorption parameters discussed earlier. Moreover, the significance of the HFR3 

region, an area in-between the H2 and H3 loop of the antibody variable region, was iden-

tified for both adsorption parameters (a3, b2). A detailed derivation of the utilized de-

scriptors is given by Sankar et al. [110] and in the Appendix C, Table C1. 

Interpreting the descriptor contributions of the adsorption parameters, the back-trans-

formed equilibrium constant �̃�eq,𝑖
′  may capture an exponential electrostatic effect of posi-

tive repulsion or reduced negative attraction of the entire protein surface towards the 

anionic multimodal resin with emphasis on the antibody variable region. This effect is 

indicated by strong negative electrostatic descriptor correlations and importance in Fig. 

5.5 (a1, a2, a5, a6, a7) and was already speculated about in Section 5.3.1. Interestingly, 

the results of our previous QSPR study [179] conducted for cation exchange chromatog-

raphy, identified similar features for predicting the logarithmic equilibrium constant of the 

stoichiometric displacement model [81,214]. This finding could indicate the generalizability 

of the identified antibody characteristics to be relevant for other chromatographic resins 

utilizing electrostatic interactions. Therefore, improvements to the multimodal adsorption 

model should incorporate a pH extension of the �̃�eq,𝑖
′  parameter, already introduced for ion 

exchange adsorption models [213,215]. 
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Fig. 5.5: Analysis of model features' partial dependence and permutation importance for 

training and testing data.(a) Logarithmic equilibrium constant log(�̃�eq,𝑖
′ ) model, and (b) 

Logarithmic salt-protein interaction parameter log(𝐾s,𝑖) model. Each subfigure illustrates 

the model's response to feature permutations within their normalized range. The partial 

dependence (PD) displays the average target prediction for each feature. Permutation im-

portance (PI) for target prediction is presented in the top-right corner of each subplot. 

Decile lines at each subplot's base indicate the frequency of feature values in the dataset. 

 

Conversely, the salt-protein interaction parameter 𝐾s,𝑖 suggests a more complex mecha-

nism, potentially lumping multiple characteristics of significant binding domains into a 

single parameter. One such characteristic is the average surface hydrophobicity calculated 

after Wimley and White [211], which has recently proven to be a reliable predictor for HIC 

retention [216] and should be included as a standard descriptor in future QSPR studies. 

Lastly, the significance of the HFR3 region for antibody binding to multimodal resins has 

not yet been reported previously and warrants investigation in future studies. 
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5.3.3  Chromatographic Process Prediction 

To validate the multiscale modeling method, the predicted adsorption parameters �̃�eq,𝑖
′  

and 𝐾s,𝑖 of the test set molecules were employed in chromatographic simulations and com-

pared against the measurement data. A macroscopic transport dispersive model was uti-

lized for the chromatographic simulation, as implemented in our previous study [177], with 

𝑘kin,𝑖 being determined by curve fitting to the experimental chromatograms. The results of 

the system and column characterization, as well as mass transfer parameters are provided 

in the Appendix C, Table C2 and Table C3. Fig. 5.6 presents an overlay of the simulated 

and the measured elution of IgG1 (30) at pH 5.0, 6.0, and 7.0 during three different salt 

gradients with gradient lengths of 10, 20, and 30 CV, as shown in Subfigure a) to c). IgG1 

(30) was selected for representation as the only test set molecule with experimental data 

available at all pH values. The chromatograms of the remaining test set molecules can be 

found in the Appendix C, Fig. C5 to Fig. C14. A good agreement between the experimental 

and the simulated UV traces is evident in Fig. 5.6 across all operating conditions. 

Interestingly, the retention of IgG1 (30) was overpredicted at pH 5.0 and 6.0 and under-

predicted at pH 7.0. Upon evaluating the observed and predicted adsorption parameters 

in Table 5.1, an underprediction of the salt-protein interaction parameter 𝐾s,𝑖 at pH 7.0 of 

-16.2% is evident in comparison to the other pH conditions, which explains the deviating 

model simulations. On the other hand, the chromatographic simulations appeared less sen-

sitive to the equilibrium constant �̃�eq,𝑖
′ , as previously observed by Altern et al. [86] em-

ploying a similar adsorption equation. The 𝐾s,𝑖 underprediction might be associated with 

the strong increase of antibody retention from pH 6.0 to 7.0, as discussed in Section 5.3.1. 

This increase could result from a transition of significant binding domains on the protein 

surface towards the multimodal ligands, which are challenging to be captured using static 

physicochemical descriptors and could translate to deteriorated model predictions. MD 

simulation of protein-ligand interaction could be one way of resolving this limitation as 

demonstrated by Banerjee et al. [217], but are currently not feasible for large multi-domain 

proteins. The validation of the remaining test set molecules, displayed in the Appendix C, 

Fig. C5 to Fig. C14, revealed good agreement for all antibodies and process conditions, 

except for IgG1 (22) and IgG1 (28) at pH 6.0, as shown in Fig. C8 and Fig. C9. Notably, 

IgG1 (22) and IgG1 (28) also constituted the largest deviations in 𝐾s,𝑖 predictions, with 

residuals of 74.3% and -48.4% listed in Table 5.1, explaining the offset to the experimental 

chromatograms. 

In conclusion, the presented multiscale model effectively predicts chromatographic behav-

ior for a diverse set of therapeutic antibodies in a linear adsorption regime based solely on 

sequence information. Moreover, the incorporation of pH-sensitive descriptors into a mech-

anistic adsorption model enables the prediction of a broad range of chromatographic oper-

ating conditions, representing a significant step towards a priori process development for 

multimodal chromatography. 
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Fig. 5.6: Comparison of experimental and predicted chromatograms for IgG1 (30) under 

low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE ex-

periments for the test set molecule at pH levels of 5.0, 6.0, and 7.0, respectively. These 

chromatograms are generated using multiscale modeling, which involves predicting ther-

modynamic parameters from antibody structure through QSPR models. These parameters 

are then incorporated into a transport dispersive model for chromatographic simulation. 

 

5.4 Conclusion 

In this study, we successfully demonstrated the potential of a multiscale approach to pre-

dict the chromatographic behavior of a broad variety of therapeutic antibodies based solely 

on sequence information. LGE experiments were conducted on the multimodal resin Capto 

adhere for 59 full-length antibodies including five different formats and multispecific func-

tionality. Multimodal adsorption parameters were determined across multiple pH values, 

consisting of the equilibrium constant �̃�eq,𝑖
′  and the salt-protein interaction parameter 𝐾s,𝑖 

in a linear adsorption regime. QSPR modeling was employed to associate the adsorption 

parameters with physicochemical descriptors calculated from antibody homology models. 

The predicted adsorption parameters were incorporated into a semi-mechanistic chroma-

tography model and validated experimentally. 

The results revealed a strong correlation between antibody retention and elution pH as 

well as molecule specific interactions to the multimodal resin while the importance of the 

antibody format appeared less significant. The QSPR models exhibited high training ac-

curacy and good test set prediction accuracy. The descriptor contributions of the adsorp-

tion parameters suggested the equilibrium constant to capture the electrostatic effects of 

the protein surface towards the anionic multimodal resin, while the salt-protein interaction 

parameter could represent a more intricate mechanism involving global surface hydropho-

bicity and significant binding domains. These finding could be generalizable to other chro-

matographic modes given the similarity of the selected antibody characteristics to previous 

QSPR studies. The chromatographic process predictions of the test set molecules showed 

good agreement with experimental data over a wide range of antibody formats and oper-

ating conditions. 
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This multiscale approach, incorporating pH-sensitive descriptors into an adsorption model, 

enables the prediction of multiple chromatographic operations and pH conditions (e.g., 

linear gradient, step gradient, or flow through chromatography). Thus, the presented model 

facilitates a priori process development for a variety of therapeutic antibodies in multi-

modal chromatography. As the underlining adsorption model is limited to low-loading den-

sity conditions, the multiscale model predictions are particularly useful for earlier rather 

than later stages of process development by specifying likely operating windows. 

Increasing the amount of high-quality data and exploring the transition of significant bind-

ing domains on the protein surface could lead to potential model improvements. Future 

research should explore methods of quantifying the interaction of significant binding do-

mains in multimodal chromatography like the impact of the HFR3 region or the role of 

adjacent surface patches in antibody binding. Next to these model improvements our re-

sults could facilitate the development of improved adsorption models for multimodal chro-

matography. Given the complexity of multimodal chromatography, our multiscale ap-

proach can serve as a template for unraveling complex physicochemical phenomena using 

structural information. 
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6 Conclusion and Outlook 

The biopharmaceutical industry continuously seeks to expedite its process development 

and reduce production costs by adopting innovative technologies. MMC has emerged as a 

promising technique for purifying therapeutic antibodies. However, its development often 

requires labor-intensive screening experiments due to limited insight of the complex pro-

tein-ligand interaction. This dissertation aimed to facilitate the accelerated adoption of 

MMC in antibody purification by developing a multiscale chromatographic model to in-

crease its process understanding and accelerate its process development. The study's find-

ings demonstrate the feasibility of a priori process development in MMC by linking mo-

lecular information with the molecule’s chromatographic behavior. For the first time, MMC 

behavior of antibodies in low loading conditions could be predicted using only the infor-

mation provided by their amino acid sequence. This enhanced insight could enable a 

knowledge-driven DSP development, focusing on the physicochemical characteristics of 

target molecules rather than relying on empirical observations. 

 

6.1 A Priori Development in Biopharmaceutical Down-

stream Processing 

A priori process development in biotherapeutic purification offers the potential for in silico 

process characterization and optimization without the need for wet lab experimentation. 

In the context of chromatographic purification, this could involve selecting the optimal 

resin matrix, separation mode, and operating conditions (e.g., buffer composition, loading 

density, and temperature) to achieve the highest product purity and process yield. How-

ever, developing such a model is currently unfeasible and may require significant advance-

ments in mechanistic understanding, computational performance, and data availability. 

Despite the limitations discussed in the following, multiscale modeling represents a prom-

ising path towards an a priori process development. 

Multiscale modeling can be achieved by extending macroscopic process models with mo-

lecular information through a QSPR framework. The extent of this modeling approach is 

limited by the applicability domain of the training data and the capabilities of the macro-

scopic model in place. Constraints on the AD may include examining a structurally ho-

mologous class of molecules and restricting the analysis to a single absorber and buffer 

system. Conversely, the capabilities of the macroscopic model might be limited to constant 
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process conditions, such as loading density, temperature, or operation mode, as each addi-

tional parameter increases the effort required for model calibration. This study focused on 

a common chromatographic ligand used in purifying full-length antibodies with a multi-

component buffer system and an operation principle broadly applicable in antibody puri-

fication. To develop the multiscale model, several constraints were introduced, and various 

challenges were addressed that will be critically discussed below. 

Initially, a standardized method for mechanistic modeling of MMC had to be established 

to accelerate the generation of training data. Although highly parameterized equations for 

describing mass transfer and thermodynamic adsorption in MMC had already been pub-

lished, a comparably large number of calibration experiments were needed to obtain mac-

roscopic parameters. Moreover, the complex and semi-mechanistic structure of these mod-

els resulted in poor parameter identifiability and model performance, disqualifying them 

from gathering sufficient training data with limited sample material and within a reason-

able time frame. Consequently, a new methodology for modeling MMC was developed in 

Chapter 3, targeting a balance between calibration efficiency and predictability of process 

conditions. The complexity of the underlying isotherm equation was significantly reduced 

by constraining the model applicability to its context of use, specifically the simulation of 

multimodal anion exchange chromatography in flow through operation. As a result, the 

model was confined in simulating low loading density conditions at various pH levels in an 

electrostatically repulsive environment. This approach allowed for an analytical model cal-

ibration using a standardized set of chromatographic experiments, which was validated by 

simulating chromatographic modes and buffer ionic strengths for different antibody for-

mats at a given set point pH. 

Subsequently, a structure-dependent tool had to be established for deriving the set point 

pH, enabling a priori development within a relatively broad pH window. Due to the lack 

of physics-informed models of the structure-pH relationship in MMC, an empirical frame-

work had to be utilized. A sequence-based QSPR workflow was developed in Chapter 4, 

predicting the optimal process pH from antibody structure. Additionally, the results of this 

chapter facilitated the automated chromatographic experimentation and prediction of 

structural models and physicochemical descriptors, laying the groundwork for the final 

multiscale model. While using an empirical approach allowed for model application in a 

wide pH range without prior knowledge of the input-output relationship, its applicability 

was confined to the boundaries of available training data. This necessitated the acquisition 

of a large and structurally diverse set of antibodies to address future purification challenges 

and enhance model reliability. Furthermore, an antibody-specific descriptor set was em-

ployed to elucidate the intricate pH relationship while improving model performance. For 

this purpose, Gaussian process regression was used, a Bayesian approach that enables 

model prediction with improved uncertainty estimation compared to frequentist regression 

algorithms. Despite reliable uncertainty estimations, the black-box characteristics, and in-

accuracies of QSPR models limit their applicability to earlier stages of process development 

or in silico manufacturability assessment. 
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Finally, the mechanistic and statistical approaches were integrated within Chapter 5 by 

predicting chromatographic processes from antibody structure using multiscale modeling. 

The standardized approach facilitated the automated acquisition of isotherm parameters 

and physicochemical descriptors to generate the necessary training data at different pH 

environments. The sequence-based QSPR workflow introduced in Chapter 4 was expanded 

to generate multioutput predictions of two isotherm parameters, while the standardized 

mechanistic modeling presented in Chapter 3 enabled prediction of MMC operation. In 

conjunction with the structurally derived set point pH, the current model enables a priori 

process development of biotherapeutics. However, it is important to note that this ap-

proach is only valid for predicting low-load chromatographic processes of antibody-like 

molecules on one specific multimodal resin and within a confined pH window. These con-

straints limit the model's use case to assessing protein manufacturability or as an in silico 

screening tool for deriving initial set point conditions. Accordingly, the model is more 

applicable for earlier stages of process development, as later process optimization would 

require the simulation of unknown impurity profiles and high loading density conditions. 

Despite these limitations, the final multiscale model significantly contributes to process 

development by exploring a wide range of operating conditions for unknown antibody 

structures without the need for extensive wet lab experimentation. Simultaneously, it sub-

stantially increases the understanding of a highly complex mechanism in pharmaceutical 

manufacturing, multimodal protein-ligand interaction. As a result, the implementation of 

MMC in antibody purification can be facilitated. Lastly, this approach sets the foundation 

for future multiscale studies, given the exceptional complexity of MMC compared to other 

biopharmaceutical unit operations. 

 

6.2 Future Research Perspectives 

Leveraging structural information in the development of biological products presents a 

promising path towards a more efficient pharmaceutical industry. Utilizing molecule struc-

ture has already demonstrated significant success in the development of chemical com-

pounds. As a result, research efforts are now focused on creating structure-based applica-

tions across all stages of the biologics development cycle, with DSP being a relatively late 

adopter. While empirical methods like QSPR offer straightforward solutions for harnessing 

structural information, the goal should be the implementation of first principal models 

driven by process understanding. To achieve a mechanistic understanding of biophysical 

phenomena, statistical modeling can serve as an intermediate step to unravel complex 

interrelations, such as multimodal protein-ligand interactions. Thus, multiscale modeling 

can enhance existing process models by validating and expanding conceptual parameters 

of mechanistic models through the incorporation of protein characteristics, beyond its im-

mediate benefits for a priori development. 
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As the development of multiscale models and other structure-based solutions progresses, 

the increasing accessibility of statistical modeling and structure prediction tools shifts the 

bottleneck towards data acquisition. Future research should address the challenge of ex-

tracting maximum information from experimental and structural data with minimal re-

source expenditure. The aim should be to broaden the AD of QSPR models and improve 

model predictions. In the context of chromatographic purification, this may involve in-

formative experimental design and high-throughput screening for automated assessment of 

binding behavior across various chromatographic resins, buffer environments, protein con-

centrations, and other parameters. Simultaneously, advancements in in silico data acqui-

sition should aim to increase the physicochemical information derived from structural mod-

els. This can be achieved by developing innovative descriptor sets in conjunction with 

molecular or quantum dynamics simulations. Specifically, descriptors should be created to 

quantify binding hotspots, such as adjacent and multimodal surface attributes or individual 

domain contributions. This would enable a generalizable yet high-resolution description of 

physicochemical characteristics for a wide range of protein classes. Improved data acquisi-

tion is expected to advance mechanistic understanding of buffer-protein relationships, as 

well as the effects of resin matrix and ligand structure on protein interactions. This could 

lift the current constraints of multiscale modeling discussed in the previous section like the 

limitation to a single component system in a linear adsorption regime. 

Given the substantial resources required for implementing multiscale models, alternative 

applications for utilizing structural information in DSP development should be explored. 

A focus on broadly applicable QSPR models may be a viable option during early process 

development. For instance, such models could enhance the parameter space of traditional 

HTS workflows by narrowing down potential resins or buffer conditions, considering the 

low accuracy requirements of the initial screening experimentation. Conversely, utilizing 

structural information to improve mechanistic process models could enhance the accuracy 

and confidence of structure-based predictions in later stages of process development. This 

would facilitate a priori optimization of impurity clearance but would also necessitate 

structural information of potential contaminants. The availability of such structures has 

been partially addressed by deep learning tools like AlphaFold that can be considered a 

step forward in solving the protein folding problem [104]. However, identifying and char-

acterizing the physicochemical properties of process and product-related impurities remains 

a challenge for enabling a generic process optimization that should be a focus of future 

studies. 

Moving forward, the distinction between statistical AD and mechanistic model capabilities 

should become less pronounced, potentially enabling physics-informed models of protein 

behavior at various buffer environments or ligand structures. We can envision a future 

where DSP design adopts a bottom-up approach, relying solely on product and contami-

nant structures to enable a true a priori process development. 
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Notation 

Latin Symbols 

Symbol Description Units 

𝑎 Thermodynamic interaction constant Pam6mol-2 

𝑐 Mobile phase concentration molm-3 

𝑐∞ Ion bulk concentration molm-3 

𝑐b Interstitial volume concentration molm-3 

𝑐in Column inlet concentration molm-3 

𝑐p Particle liquid phase concentration molm-3 

𝑐s Salt concentration molm-3 

𝑐s
F Final gradient salt concentration molm-3 

𝑐s
I Initial gradient salt concentration molm-3 

𝑐s
R Retention gradient salt concentration molm-3 

𝑐𝑣 Liquid phase molar density molm-3 

𝑑c Column diameter m 

𝑑p Resin particle diameter m 

𝐷 Data - 

𝐷ax Axial dispersion coefficient m²s-1 

𝐷m Molecular diffusion coefficient mm2s-1 
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𝐷pore Pore diffusion coefficient m²s-1 
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𝑓′ Predictive distribution of functions - 

𝑔 Gradient slope molm-6 

𝐺 Normalized gradient slope molm-3 

𝐺𝐻 Normalized gradient slope with phase ratio molm-3 

𝐻 Hypothesis - 

𝐻 Phase ratio - 

𝐼 Ionic strength molm-3 

𝑘ads Adsorption rate constant s-1 

𝑘B Boltzmann constant JK-1 

𝑘des Desorption rate constant s-1 

𝑘eff Effective mass transfer coefficient ms-1 

𝑘film Film transfer coefficient ms-1 

𝑘kin Adsorption kinetic parameter s-1 

𝑘(𝑥, 𝑥′) Covariance function - 

𝐾 Equilibrium ratio - 

𝐾eq Equilibrium constant - 

�̃�eq Redefined equilibrium constant - 

�̃�eq,𝑖
′  Modified equilibrium constant - 
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𝐾H Henry coefficient - 

𝐾p Protein-protein interaction parameter mol-1m3 

𝐾s Salt-protein interaction parameter mol-1m3 

𝐾sec Distribution coefficient at non-interacting conditions - 

𝐾𝛥 Delta distribution coefficient at non-interacting conditions - 

𝑙 Characteristic length scale - 

𝐿 Ligand species - 

𝐿c Column length m 

𝑚 Slope - 

𝑚(𝑥) Mean function - 

𝑛 Hydrophobic stoichiometric coefficient - 

𝑁A Avogadro’s constant mol-1 

𝑃 Protein component - 

𝑃(𝑦(𝑥))  Probability distribution - 

Pads Adsorbed protein-ligand complex - 

Psol Solute protein component - 

𝑃𝐿 Protein-ligand complex - 

𝑞 Concentration bound per resin backbone volume molm-3 

𝑞max Saturation capacity of resin backbone molm-3 

𝑟 Protein radius nm 

𝑟p Resin particle radius m 
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𝑅 Ideal gas constant Jmol-1K 

𝑠 Hydrophobic steric shielding factor - 

𝑆 Counterion  

𝑡R Retention time s 

𝑡0 Dead time s 

𝑇 Absolute temperature  K 

𝑢 Superficial velocity ms-1 

𝑢int Interstitial velocity ms-1 

𝑉0 Dead volume m3 

𝑉col Column volume m3 

𝑉G Gradient volume m3 

𝑤 Regression weight (slope) - 

𝑤p Propagation velocity ms-1 

𝑊 Water molecule - 

𝑥 Independent variable vector - 

𝑥′ Unobserved and independent variable vector - 

𝑋 Independent variable matrix - 

𝑦 Dependent variable vector - 

𝑦0 Intercept - 

𝑧s Effective counterion charge - 

𝑧p Effective protein charge - 
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Greek Symbols 

Symbol Description Units 

𝛾 Chemical activity coefficient - 

𝛾L Chemical activity coefficient ligand - 

𝛾LS Chemical activity coefficient ligand-salt - 

𝛾Pads,𝑖 Chemical activity coefficient protein-ligand - 

𝛾Psol,𝑖 Chemical activity coefficient protein - 

�̃�Psol,𝑖 Asymmetric activity coefficient protein - 

𝛾S Chemical activity coefficient salt - 

∇2 3D Laplace operator - 

𝜀 Error term - 

𝜀r Relative permittivity - 

𝜀0 Vacuum permittivity C²N-1m-1 

𝜀b Chromatography interstitial porosity - 

𝜀p Chromatography particle porosity - 

𝜀t Chromatography total porosity - 

𝜂 Dynamic viscosity kgm-1s-1 

𝜇 Mean - 

𝜈 Electrostatic stoichiometric coefficient (characteristic charge) - 

ΛHIC Hydrophobic ligand density molm-3 

ΛIEX Ionic ligand density molm-3 
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𝜌 Density kgm-3 

𝜌e Local electric charge density Cm-3 

𝜎 Electrostatic steric shielding factor - 

Σ Covariance matrix - 

𝜓 Electric potential V 

 

 

Subscripts 

Symbol Description 

𝑖 Component i 

𝑗 Counterion j 

𝑙 Ligand l 

p Protein 

s Salt 
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Appendix A Supplementary Material Chapter 3 

Table A1: Column and component specific mass transfer parameters. 

Parameter Symbol Value Unit Derivation 

Interstitial velocity 𝑢int 0.915 mms−1 𝑢

𝜀b
 [43,44,73] 

Axial dispersion 𝐷ax 0.125 mm2s−1 Chung and Wen correlation: 

𝐷ax =
𝑢int𝑑p𝜀b

0.2+0.011(𝜀b
𝑢int𝑑p𝜌

𝜂
)
0.48 [43,44,144] 

Molecule specific  

hydrodynamic radius 

𝑟𝑖  4.1, 

5.5, 

6.3 

nm Experimental (DLS) literature 

[138–140] 

Dynamic viscosity 𝜂 0.001 kgm−1s−1 Literature [43] 

Molecular diffusion 𝐷m,𝑖  5.3e-6, 

4.0e-6, 

3.5e-6 

mm2s−1 Stokes-Einstein equation: 

𝐷m =
𝑅𝑇

6𝜋𝜂𝑁𝑟𝑖
 [43] 

Pore diffusion 𝐷p,𝑖 3.0e-6, 

2.2e-6, 

1.9e-6  

mm2s−1 Mackie and Meares correlation: 

𝐷p = (
𝜀p

2−𝜀p
)
2

𝐷m [43,44] 

Film transfer  

parameter 

𝑘f,𝑖 2.9e-2, 

2.5e-2, 

2.3e-2 

mms−1 Penetration theory correlation: 

𝑘f = √
4𝐷m𝑢int

𝜋2𝑟𝑖
 [43] 

Effective mass trans-

fer coefficient 

𝑘eff,𝑖 2.8e-3, 

2.1e-3, 

1.9e-3 

mms−1 Series connection: 

1

𝑘eff
=

1

𝑘p
+

1

𝑘f
=

2𝑟𝑖

10𝜀p𝐷p
+

1

𝑘f
 [44] 

Effective mass trans-

fer coefficient salt 

𝑘eff,𝑠 12.5e-3 mms−1 Transport dispersive model: 

𝑘eff,𝑠 ≅ 𝑟p 3⁄  [43,44] 
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Appendix B Supplementary Material Chapter 4 

 

Fig. B1: Significance of y-scrambled cross-validation for pH elution prediction.The cross-

validated error of the original data set is plotted against the cross-validated error during 

100 permutations of the target variable. The p-value represents the probability of obtaining 

the original cross-validation score by chance, serving as an indicator of the true dependency 

between the target variable and the model features. 
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Appendix C Supplementary Material Chapter 5 

C.1 Figures 

 

Fig. C1: Recursive feature elimination with cross-validation for training data.a) Logarith-

mic equilibrium constant, and b) Logarithmic salt-protein interaction parameter. Starting 

with ten features (right-hand side of each subfigure), an initial model is fitted using all 

(a) 

(b) 
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features. In each iteration, the model is assessed by calculating the cross-validation mean 

absolute error (MAE CV), standard deviation (SD) of cross-validation scores, and log(mar-

ginal likelihood) (LML) of the model. The feature with the lowest permutation importance 

is removed per iteration (bottom x-axis). The best model, with the lowest LML, is chosen 

when only one feature remains. 

 

 

Fig. C2: Evaluating the significance of y-scrambled cross-validation in adsorption param-

eter prediction.a) Logarithmic equilibrium constant, and b) Logarithmic salt-protein inter-

action parameter. The graph compares the cross-validated error of the original dataset 

with the error after 100 permutations of the target variable. The p-value represents the 

likelihood of obtaining a cross-validation score by chance, suggesting the absence of a gen-

uine correlation between the target variable and the model features. 

 

(a) (b) 
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Fig. C3: Pairwise relationship and distribution of model features and logarithmic equilib-

rium constant 𝑙𝑜𝑔(�̃�𝑒𝑞,𝑖
′ ).The diagonal subfigures display the univariate histograms of the 

model features, as shown on the bottom x-axis. The off-diagonal subfigures illustrate the 

bivariate relationship between model features, while the bottom row presents the relation-

ship between the target variable and the model features. Features are arranged in descend-

ing order based on their absolute Pearson correlation coefficient (𝑝) towards the target 

variable within the training data, as displayed in the upper right corner of each subplot. 

All subfigures distinguish between antibody formats. 
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Fig. C4: Pairwise relationship and distribution of model features and logarithmic salt-

protein interaction parameter log(𝐾s,𝑖).The diagonal subfigures display the univariate his-

tograms of the model features, as shown on the bottom x-axis. The off-diagonal subfigures 

illustrate the bivariate relationship between model features, while the bottom row presents 

the relationship between the target variable and the model features. Features are arranged 

in descending order based on their absolute Pearson correlation coefficient (𝑝) towards the 

target variable within the training data, as displayed in the upper right corner of each 

subplot. All subfigures distinguish between antibody formats. 
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Fig. C5: Comparison of experimental and predicted chromatograms for IgG1 (3) under 

low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE ex-

periments for the test set molecule at pH levels of 5.0 and 6.0, respectively. These chroma-

tograms are generated using multiscale modeling, which involves predicting thermody-

namic parameters from antibody structure through QSPR models. These parameters are 

then incorporated into a transport dispersive model for chromatographic simulation. 

 

 

Fig. C6: Comparison of experimental and predicted chromatograms for IgG1 (14) under 

low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE ex-

periments for the test set molecule at pH levels of 5.0 and 6.0, respectively. These chroma-

tograms are generated using multiscale modeling, which involves predicting thermody-

namic parameters from antibody structure through QSPR models. These parameters are 

then incorporated into a transport dispersive model for chromatographic simulation. 
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Fig. C7: Comparison of experimental and predicted chromatograms for IgG1 (20) under 

low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE ex-

periments for the test set molecule at pH levels of 5.0 and 6.0, respectively. These chroma-

tograms are generated using multiscale modeling, which involves predicting thermody-

namic parameters from antibody structure through QSPR models. These parameters are 

then incorporated into a transport dispersive model for chromatographic simulation. 

 

 

Fig. C8: Comparison of experimental and predicted chromatograms for IgG1 (22) under 

low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE ex-

periments for the test set molecule at pH 5.0. These chromatograms are generated using 

multiscale modeling, which involves predicting thermodynamic parameters from antibody 

structure through QSPR models. These parameters are then incorporated into a transport 

dispersive model for chromatographic simulation. 
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Fig. C9: Comparison of experimental and predicted chromatograms for IgG1 (28) under 

low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE ex-

periments for the test set molecule at pH levels of 5.0 and 6.0, respectively. These chroma-

tograms are generated using multiscale modeling, which involves predicting thermody-

namic parameters from antibody structure through QSPR models. These parameters are 

then incorporated into a transport dispersive model for chromatographic simulation. 

 

 

Fig. C10: Comparison of experimental and predicted chromatograms for IgG4 (6) under 

low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE ex-

periments for the test set molecule at pH 5.0. These chromatograms are generated using 

multiscale modeling, which involves predicting thermodynamic parameters from antibody 

structure through QSPR models. These parameters are then incorporated into a transport 

dispersive model for chromatographic simulation. 

 

 



Supplementary Material Chapter 5 

 158   

 

 

Fig. C11: Comparison of experimental and predicted chromatograms for IgG-scFv (6) 

under low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE 

experiments for the test set molecule at pH levels of 5.0 and 6.0, respectively. These chro-

matograms are generated using multiscale modeling, which involves predicting thermody-

namic parameters from antibody structure through QSPR models. These parameters are 

then incorporated into a transport dispersive model for chromatographic simulation. 

 

 

Fig. C12: Comparison of experimental and predicted chromatograms for IgG-scFv (11) 

under low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE 

experiments for the test set molecule at pH 6.0. These chromatograms are generated using 

multiscale modeling, which involves predicting thermodynamic parameters from antibody 

structure through QSPR models. These parameters are then incorporated into a transport 

dispersive model for chromatographic simulation. 
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Fig. C13: Comparison of experimental and predicted chromatograms for IgG-scFv (15) 

under low loading density conditions.Subfigure (a) to (c) show the 10, 20, and 30 CV LGE 

experiments for the test set molecule at pH levels of 5.0 and 6.0, respectively. These chro-

matograms are generated using multiscale modeling, which involves predicting thermody-

namic parameters from antibody structure through QSPR models. These parameters are 

then incorporated into a transport dispersive model for chromatographic simulation. 

 

 

Fig. C14: Comparison of experimental and predicted chromatograms for IgG-scFv (18) 

under low loading density conditions. Subfigure (a) to (c) show the 10, 20, and 30 CV LGE 

experiments for the test set molecule at pH levels of 5.0 and 6.0, respectively. These chro-

matograms are generated using multiscale modeling, which involves predicting thermody-

namic parameters from antibody structure through QSPR models. These parameters are 

then incorporated into a transport dispersive model for chromatographic simulation. 
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C.2 Tables 

Table C1: Overview of custom descriptors based on SURFMAP analysis [210]. 

Descriptor Explanation 

r_sum 

d 

Summation of normalized distance to molecule center of 

mass. 

circular_variance_atom_sum 

e 

Summation of atom-based inverted circular variance  

values. 

electrostatics_sum 

f 

Summation of electrostatic potential. 

wimley_white_sum 

g 

Summation of residue-based Wimley-White hydrophobi-

cities. 

topology_sum 

h 

Summation of normalized radius times inverted circular 

variance. 

MMA_pos_sum Summation of additive values of the "multimodal  

anionic" score. 

electrostatics_r_sum Summation of electrostatic potential times normalized 

radius. 

electrostatics_cv_sum Summation of electrostatic potential times inverted  

circular variance. 

electrostatics_topology_sum Summation of electrostatic potential times topology score 

(see above). 

wimley_white_r_sum Summation of Wimley-White values times normalized 

radius. 

wimley_white_cv_sum Summation of Wimley-White values times inverted  

circular variance. 

wimley_white_topology_sum Summation of Wimley-White values times topology score 

(see above). 

MMA_pos_r_sum Summation of MMA_pos score times normalized radius. 
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MMA_pos_cv_sum Summation of MMA_pos score times inverted circular 

variance. 

MMA_pos_topology_sum Summation of MMA_pos score times topology score  

(see above). 

electrostatics_pos_sum Summation of strictly positive electrostatic potential. 

electrostatics_neg_sum Summation of strictly negative electrostatic potential. 

wimley_white_pos_sum Summation of strictly positive Wimley-White values. 

wimley_white_neg_sum Summation of strictly negative Wimley-White values. 

electrostatics_r_pos_sum Summation of strictly positive electrostatic potential 

times normalized radius. 

electrostatics_r_neg_sum Summation of strictly negative electrostatic potential 

times normalized radius. 

electrostatics_cv_pos_sum Summation of strictly positive electrostatic potential 

times inverted circular variance. 

electrostatics_cv_neg_sum Summation of strictly negative electrostatic potential 

times inverted circular variance. 

electrostatics_topology_pos_sum Summation of strictly positive electrostatic potential 

times topology score (see above). 

electrostatics_topology_neg_sum Summation of strictly negative electrostatic potential 

times topology score (see above). 

wimley_white_r_pos_sum Summation of strictly positive Wimley-White values 

times normalized radius. 

wimley_white_r_neg_sum Summation of strictly negative Wimley-White values 

times normalized radius. 

wimley_white_cv_pos_sum Summation of strictly positive Wimley-White values 

times inverted circular variance. 

wimley_white_cv_neg_sum Summation of strictly negative Wimley-White values 

times inverted circular variance. 
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wimley_white_topology_pos_sum Summation of strictly positive Wimley-White values 

times topology score (see above). 

wimley_white_topology_neg_sum Summation of strictly negative Wimley-White values 

times topology score (see above). 

r_avg Average of normalized distance to molecule center of 

mass. 

circular_variance_atom_avg Average of atom-based inverted circular variance values. 

electrostatics_avg Average of electrostatic potential. 

wimley_white_avg Average of residue-based Wimley-White hydrophobi-

cities. 

topology_avg Average of normalized radius times inverted circular  

variance. 

MMA_pos_avg Average of additive values of the "multimodal anionic" 

score. 

electrostatics_r_avg Average of electrostatic potential times normalized  

radius. 

electrostatics_cv_avg Average of electrostatic potential times inverted circular 

variance. 

electrostatics_topology_avg Average of electrostatic potential times topology score 

(see above). 

wimley_white_r_avg Average of Wimley-White values times normalized  

radius. 

wimley_white_cv_avg Average of Wimley-White values times inverted circular 

variance. 

wimley_white_topology_avg Average of Wimley-White values times topology score 

(see above). 

MMA_pos_r_avg Average of MMA_pos score times normalized radius. 

MMA_pos_cv_avg Average of MMA_pos score times inverted circular  

variance. 
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MMA_pos_topology_avg Average of MMA_pos score times topology score  

(see above). 

electrostatics_pos_avg Average of strictly positive electrostatic potential. 

electrostatics_neg_avg Average of strictly negative electrostatic potential. 

wimley_white_pos_avg Average of strictly positive Wimley-White values. 

wimley_white_neg_avg Average of strictly negative Wimley-White values. 

electrostatics_r_pos_avg Average of strictly positive electrostatic potential times 

normalized radius. 

electrostatics_r_neg_avg Average of strictly negative electrostatic potential times 

normalized radius. 

electrostatics_cv_pos_avg Average of strictly positive electrostatic potential times 

inverted circular variance. 

electrostatics_cv_neg_avg Average of strictly negative electrostatic potential times 

inverted circular variance. 

electrostatics_topology_pos_avg Average of strictly positive electrostatic potential times 

topology score (see above). 

electrostatics_topology_neg_avg Average of strictly negative electrostatic potential times 

topology score (see above). 

wimley_white_r_pos_avg Average of strictly positive Wimley-White values times 

normalized radius. 

wimley_white_r_neg_avg Average of strictly negative Wimley-White values times 

normalized radius. 

wimley_white_cv_pos_avg Average of strictly positive Wimley-White values times 

inverted circular variance. 

wimley_white_cv_neg_avg Average of strictly negative Wimley-White values times 

inverted circular variance. 

wimley_white_topology_pos_avg Average of strictly positive Wimley-White values times 

topology score (see above). 
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wimley_white_topology_neg_avg Average of strictly negative Wimley-White values times 

topology score (see above). 

d Surface radius, normalized by maximum distance to molecule center of mass [209]. 

e Circular variance, inverted like (1-circular_variance) [212]. 

f Electrostatic potential, calculated at process pH and an ionic strength of 0.2 M [109].  

g Wimley-White hydrophobicity, centered to glycine as -0.01 kcal/mol [211]. 

h MMA_pos score is defined as negative electrostatic potential multiplied with positive (hy-

drophobic) Whimley-White values followed by a change of sign. Should represent increased 

binding interaction in anionic multimodal chromatography. 

 

Table C2: Parameters of the system and column characterization, adapted from Hess et 

al. [177]. 

Parameter Symbol Value Unit Derivation 

Length 𝐿c 100 mm Manufacturer 

Diameter 𝑑c 7.7 mm Manufacturer 

Column volume 𝑉c 4.657 mL 
𝑉c = 𝜋 

𝑑c
2

4
 𝐿c 

Bead radius 𝑟p 37.5 μm Manufacturer 

System dead volume 𝑉0 0.321 1.972 mL Tracer, no column installed 

Interstitial porosity 𝜀b 0.364 − 𝑉b
𝑉c

 

Total porosity 𝜀t 0.872 − 𝑉t
𝑉c

 

Particle porosity 𝜀p 0.799 − 𝑉t − 𝑉b
𝑉c − 𝑉b

 

Ionic capacity 𝛬 1.007 molm−3 
𝛬 =  

𝑐Cl−𝑉Cl−
𝑉col(1 − 𝜀t)

 

Superficial velocity 𝑢 0.333 mms−1 Experimental setup 
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Table C3: Column and component specific mass transfer parameters, adapted from Hess 

et al. [177]. 

Parameter Symbol Value Unit Derivation 

Interstitial  

velocity 

𝑢int 0.915 mms−1 𝑢

𝜀b
 [43,44] 

Axial dispersion 𝐷ax 0.125 mm2s−1 Chung and Wen correlation: 

𝐷ax =
𝑢int𝑑p𝜀b

0.2+0.011(𝜀b
𝑢int𝑑p𝜌

𝜂
)
0.48 [43,44] 

Molecule-specific 

hydrodynamic ra-

dius 

𝑟𝑖  4.1, 

5.5, 

6.3 

nm Experimental (DLS) literature 

[138–140] 

Dynamic viscosity 𝜂 0.001 kgm−1s−1 Literature [43] 

Molecular  

diffusion 

𝐷m,𝑖  5.3e-6, 

4.0e-6, 

3.5e-6 

mm2s−1 Stokes-Einstein equation: 

𝐷m =
𝑅𝑇

6𝜋𝜂𝑁𝑟𝑖
 [43] 

Pore diffusion 𝐷p,𝑖 3.0e-6, 

2.2e-6, 

1.9e-6  

mm2s−1 Mackie and Meares correlation: 

𝐷p = (
𝜀p

2−𝜀p
)
2

𝐷m [43,44] 

Film transfer  

parameter 

𝑘f,𝑖 2.9e-2, 

2.5e-2, 

2.3e-2 

mms−1 Penetration theory correlation: 

𝑘f = √
4𝐷m𝑢int

𝜋2𝑟𝑖
 [43] 

Effective mass 

transfer coefficient 

𝑘eff,𝑖 2.8e-3, 

2.1e-3, 

1.9e-3 

mms−1 Series connection: 

1

𝑘eff
=

1

𝑘p
+

1

𝑘f
=

2𝑟𝑖

10𝜀p𝐷p
+

1

𝑘f
 [44] 

Effective mass 

transfer coefficient 

salt 

𝑘eff,𝑠 12.5e-3 mms−1 Transport dispersive model: 

𝑘eff,𝑠 ≅ 𝑟p 3⁄  [43,44] 
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Table C4: Protein specific mass transfer and thermodynamic model parameters based on 

Hess et al. [177].The initial thermodynamic parameters were estimated by linearization 

and neglecting resin pore accessibility, followed by refinement considering pore system 

accessibility. 

Mole-

cule 

p

H 

𝑲𝜟,𝒊𝐬 

[−] 

i 

𝒌𝐞𝐟𝐟,𝒊 

[𝛍𝐦𝐬−𝟏] 

j 

𝒌𝐤𝐢𝐧,𝒊 

[𝐬] 

k 

𝒑 

[−] 

l 

�̃�𝐞𝐪,𝒊,𝟎
′  

[−] 

m 

�̃�𝐞𝐪,𝒊
′  

[−] 

n 

𝐂𝐈�̃�𝐞𝐪,𝒊
′  

[−] 

o 

𝑲𝐬,𝒊,𝟎 

[𝐌] 

p 

𝑲𝐬,𝒊 

[𝐌] 

q 

𝐂𝐈𝑲𝐬,𝒊
 

[𝐌] 

r 

IgG1 

(3) 

5 0.795 2.143 40 0.067 0.004 0.044 0.033-

0.055 

23.955 16.239 15.290-

17.188 

IgG1 

(3) 

6 0.795 2.143 35 0.021 0.016 0.124 0.112-

0.137 

24.622 16.452 15.942-

16.962 

IgG1 

(14) 

5 0.795 2.143 40 0.015 0.284 0.469 0.419-

0.519 

4.105 3.617 3.499-

3.736 

IgG1 

(14) 

6 0.795 2.143 40 0.022 2.742 3.538 2.945-

4.131 

2.308 1.950 1.746-

2.154 

IgG1 

(20) 

5 0.795 2.143 30 0.020 0.092 0.209 0.199-

0.219 

8.256 6.987 6.893-

7.081 

IgG1 

(20) 

6 0.795 2.143 35 0.041 0.231 0.449 0.369-

0.528 

8.141 6.923 6.493-

7.353 

IgG1 

(22) 

5 0.795 2.143 5 0.020 0.618 0.914 0.846-

0.981 

4.832 4.337 4.212-

4.462 

IgG1 

(28) 

5 0.795 2.143 55 0.017 0.073 0.171 0.167-

0.175 

8.244 6.976 6.937-

7.015 

IgG1 

(28) 

6 0.795 2.143 70 0.038 0.199 0.385 0.317-

0.454 

7.619 6.536 6.155-

6.917 

IgG1 

(30) 

5 0.795 2.143 10 0.001 0.059 0.132 0.127-

0.138 

4.821 4.118 4.079-

4.156 

IgG1 

(30) 

6 0.795 2.143 15 0.001 0.183 0.380 0.370-

0.390 

3.810 3.143 3.119-

3.167 

IgG1 

(30) 

7 0.795 2.143 20 0.024 1.570 2.054 1.778-

2.329 

3.079 2.760 2.579-

2.941 
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IgG4 

(6) 

5 0.795 2.143 90 0.051 0.743 2.233 1.852-

2.614 

2.467 1.366 1.219-

1.513 

IgG-

scFv 

(6) 

5 0.797 1.882 65 0.006 0.002 0.028 0.018-

0.038 

21.066 14.698 13.586-

15.810 

IgG-

scFv 

(6) 

6 0.797 1.882 100 0.066 0.001 0.028 0.002-

0.054 

37.676 22.055 17.571-

26.539 

IgG-

scFv 

(11) 

6 0.797 1.882 80 0.087 0.036 0.149 0.086-

0.211 

16.765 12.564 10.998-

14.130 

IgG-

scFv 

(15) 

5 0.797 1.882 40 0.012 0.012 0.053 0.049-

0.058 

12.330 9.742 9.562-

9.923 

IgG-

scFv 

(15) 

6 0.797 1.882 70 0.066 0.045 0.147 0.096-

0.199 

12.623 10.008 9.034-

10.982 

IgG-

scFv 

(18) 

5 0.797 1.882 40 0.008 0.026 0.091 0.082-

0.100 

11.261 9.050 8.831-

9.269 

IgG-

scFv 

(18) 

6 0.797 1.882 55 0.013 0.273 0.531 0.441-

0.621 

8.534 7.183 6.722-

7.644 

i Delta distribution coefficient 𝐾𝛥,𝑖s, derived from isocratic pulse experiments. 

j Effective mass transfer coefficient 𝑘eff,𝑖, calculated from empirical correlations listed 

in the Appendix C, Table C4. 

k Kinetic coefficient 𝑘kin,𝑖, fitted to peak shape. 

l p-value for two-sided Wald test, accessing the linearity of the initial parameter deter-

mination, derived from Eq. (5.4). 

m Initial equilibrium constant 𝐾eq,𝑖,0
′ , derived from Eq. (5.4) by neglecting protein-spe-

cific pore accessibility. 

n Refined equilibrium constant 𝐾eq,𝑖
′ , derived from Eq. (5.4) by considering protein-

specific pore accessibility. 

o Confidence interval (95%) of 𝐾eq,𝑖
′  determination. 
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p Initial salt-protein interaction parameter 𝐾s,𝑖, derived from Eq. (5.4) by neglecting 

protein-specific pore accessibility. 

q Refined salt-protein interaction parameter 𝐾s,𝑖, derived from Eq. (5.4) by considering 

protein-specific pore accessibility. 

r Confidence interval (95%) of 𝐾s,𝑖 determination. 
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