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A B S T R A C T

Modeling the reacting flow inside chemical reactors improves our
understanding of complex chemical reactions, especially those in-
volving large numbers of chemicals. Chemical processes typically
take place under turbulent conditions in lab-scale chemical reactors.
High turbulent Reynolds number flow improves mixing efficiency;
however, the complexity of the system increases, especially when
taking into account the chemistry. Experimental data from the Jet
Stirred Reactor (JSR) setup provide valuable information on chemi-
cal species conversions, although the details of the turbulent flow
field characteristics are overlooked due to the limited optical acces-
sibility of the apparatus setup. The main goal of the present study
is to perform a numerical study to fill the information gap on the
underlying mixing processes and to develop a theoretical model to
capture the inhomogeneity inside the spherical JSR.

The present study is divided into two parts. The first part fo-
cuses on the Computational Fluid Dynamic (CFD) analysis of a non-
reacting mixture by means of unsteady three-dimensional large eddy
simulations. More specifically, the evolution of a tracer gas decay
within a standard design of a spherical JSR with four turbulent noz-
zles is investigated. In order to numerically predict the temporal
evolution of the tracer concentration, the large scale turbulent mo-
tions are resolved by the governing equations and the small scales
are modeled by the Large Eddy Simulation (LES)-Smagorinsky tur-
bulence modeling. In this study, the mixing quality inside the reac-
tor is first investigated by analyzing the characteristics of the flow
field, such as studying the turbulent kinetic energy, the residence
time distribution, and the standard deviation of the tracer. Later,
the mixing performance of the JSR is studied considering different
sizes of nozzle diameter and spherical vessel diameter under differ-
ent operating thermodynamic parameters. The results show that the
standard design of the JSR (vessel diameter of 40 mm and nozzle di-
ameter of 1 mm) at high pressures could improve mixing. However,
a perfectly mixed composition and a homogeneous distribution of
the tracer mass fraction are not achieved for any of the simulated
spherical JSRs.
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The second part aims to develop a zero-dimensional mathemati-
cal model for analyzing the chemical kinetics of a reacting mixture
within the JSRs. Indeed, based on the results obtained in the first
part, it is necessary to capture the inhomogeneous conditions inside
the non-ideal JSRs through the development of a theoretical multi-
zone model. According to this model, the JSR volume is divided
into a number of representative homogeneous zones, in which all
scalar fields in each zone are considered uniform. However, ther-
modynamic variables (except pressure) and mixture composition
may differ from zone to zone. In order to include the mass and heat
exchange between the zones, a mixing model is developed as a func-
tion of the turbulent frequency taken from the CFD results. In this
study, the effects of the nonuniform distribution of the initial mole
fraction of the reactants, the total volume, the wall temperature, and
the heat transfer coefficient are studied for the oxidation processes
of dimethyl ether (DME). The results highlight the importance of the
non-uniform distribution of the heat transfer coefficient across the
representative zones in effectively capturing the non-ideal behavior
of an imperfectly mixed JSR compared to other cases. In fact, the re-
gions inside the reactor that are farther from the walls transfer less
heat from the surrounding compared to the areas closer to the walls.
Therefore, inhomogeneity inside the JSR can be presented by assum-
ing different values of heat transfer coefficients over the zones.

The results of the first part (CFD simulations) indicate a non-
uniform distribution of the tracer mass fraction, predicting the pres-
ence of dead spaces and short circulations within the spherical JSR.
Although an attempt is made to capture the inhomogeneity inside
the JSR by a theoretical model, as described in the second part (multi-
zone model), it is still important to improve the design of the spher-
ical JSRs with four inclined nozzles in order to obtain a homoge-
neous mixture. Thus, an alternative six-nozzle reactor is proposed
in which two nozzles pointing directly towards the center of the ves-
sel. The efficient mixing inside the six-nozzle JSR is compared with a
common setup of the JSR by analyzing the flow field characteristics
and the turbulent kinetic energy.
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K U R Z FA S S U N G

Die Modellierung der Reaktionsströmung in chemischen Reaktoren
verbessert unser Verständnis komplexer chemischer Reaktionen, ins-
besondere solcher, an denen eine große Anzahl von Chemikalien
beteiligt ist. Chemische Prozesse finden in der Regel unter turbulen-
ten Bedingungen in chemischen Reaktoren im Labormaßstab statt.
Eine Strömung mit hoher turbulenter Reynoldszahl verbessert die
Mischeffizienz; allerdings nimmt die Komplexität des Systems zu,
insbesondere wenn man die Chemie berücksichtigt. Experimentelle
Daten aus dem JSR-Aufbau liefern wertvolle Informationen über die
Umwandlung chemischer Spezies, obwohl die Details der Eigen-
schaften des turbulenten Strömungsfeldes aufgrund der begrenzten
optischen Zugänglichkeit des Geräteaufbaus übersehen werden. Das
Hauptziel der vorliegenden Studie ist die Durchführung einer nu-
merischen Studie, um die Informationslücke über die zugrundeliegen-
den Mischungsprozesse zu schließen und ein theoretisches Modell
zur Erfassung der Inhomogenität innerhalb des sphärischen JSR zu
entwickeln.

Die vorliegende Studie ist in zwei Teile gegliedert. Der erste
Teil konzentriert sich auf die CFD-Analyse eines nicht reagieren-
den Gemischs mit Hilfe von instationären dreidimensionalen LES.
Genauer gesagt, wird die Entwicklung der Abnahme eines Tracer-
gases innerhalb eines Standarddesigns eines sphärischen JSR mit
vier turbulenten Düsen untersucht. Um die zeitliche Entwicklung
der Tracerkonzentration numerisch vorhersagen zu können, werden
die großskaligen turbulenten Bewegungen durch die herrschenden
Gleichungen aufgelöst und die kleinen Skalen durch die Turbulenz-
modellierung der LES modelliert. In dieser Studie wird zunächst die
Durchmischungsqualität im Reaktor untersucht, indem die Eigen-
schaften des Strömungsfeldes analysiert werden, wie zum Beispiel
die turbulente kinetische Energie, die Verteilung der Verweilzeit
und die Standardabweichung des Tracers. Danach wird die Misch-
effizienz des JSR unter Berücksichtigung verschiedener Größen von
Düsendurchmesser und Kugelbehälterdurchmesser unter verschiedenen
thermodynamischen Betriebsparametern untersucht. Die Ergebnisse
zeigen, dass das Standarddesign des JSR (Gefäßdurchmesser von
40 mm und Düsendurchmesser von 1 mm) bei hohen Drücken die
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Durchmischung verbessern könnte. Eine perfekt gemischte Zusammen-
setzung und eine homogene Verteilung des Tracer-Massenanteils
werden jedoch bei keinem der simulierten sphärischen JSR erreicht.

Der zweite Teil zielt auf die Entwicklung eines nulldimension-
alen mathematischen Modells zur Analyse der chemischen Kinetik
eines reagierenden Gemischs innerhalb des JSR. Nach diesem Mo-
dell wird das Volumen des JSR in eine Reihe repräsentativer homo-
gener Zonen unterteilt, in denen alle Skalarfelder in jeder Zone als
einheitlich betrachtet werden. Die thermodynamischen Variablen
(mit Ausnahme des Drucks) und die Zusammensetzung des Ge-
mischs können sich jedoch von Zone zu Zone unterscheiden. Um
den Massen- und Wärmetransport zwischen den Zonen zu berück-
sichtigen, wird ein Vermischungsmodell als Funktion der Turbulenz-
frequenz entwickelt, die aus den CFD-Ergebnissen entnommen wird.
Anschließend werden die Auswirkungen der ungleichmäßigen Verteilung
des anfänglichen Molanteils der Reaktanten, des Gesamtvolumens,
der Wandtemperatur und des Wärmeübergangs-koeffizienten für
die Oxidationsprozesse von Dimethylether untersucht. Die Ergeb-
nisse zeigen, wie wichtig die ungleichmäßige Verteilung des Wärmeüber-
gangskoeffizienten über die repräsentativen Zonen ist, um das nicht-
ideale Verhalten eines unvollkommen gemischten JSR im Vergleich
zu anderen Fällen effektiv zu erfassen. Tatsächlich übertragen die
weiter von den Wänden entfernten Bereiche im Inneren des Reak-
tors weniger Wärme aus der Umgebung als die näher an den Wän-
den liegenden Bereiche. Daher kann die Inhomogenität innerhalb
des JSR durch die Annahme unterschiedlicher Werte der Wärmeüber-
gangskoeffizienten in den Zonen dargestellt werden.

Die Ergebnisse des ersten Teils (CFD-Simulationen) deuten auf
eine ungleichmäßige Verteilung des Tracer-Massenanteils hin, die
das Vorhandensein von Toträumen und kurzen Zirkulationen in-
nerhalb des sphärischen JSR vorhersagt. Obwohl versucht wird, die
Inhomogenität im Inneren des JSR durch ein theoretisches Modell
zu erfassen, wie es im zweiten Teil (Mehrzonenmodell) beschrieben
wird, ist es immer noch wichtig, das Design des kugelförmigen JSR

mit vier geneigten Düsen zu verbessern, um eine homogene Mi-
schung zu erhalten.
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Part I

F U N D A M E N TA L S





1I N T R O D U C T I O N

In recent decades, the demand for efficient, clean, and sustainable
energy is rising (Herbinet and Dayma 2013). In order to meet this
demand, existing conventional fuels are being replaced by novel
and alternative fuels, namely biofuels, gas fuels, low sulphur fuels,
hydrogen, etc., (Kolwzan and Narewski 2012, Moka et al. 2014). For
example, dimethyl ether (DME) has recently emerged as an alterna-
tive for diesel fuel in Compression Ignition (CI) engines due to its
ability to provide low emissions of hydrocarbons, carbon monoxide
and NOx, a high cetane number, and a low boiling point (Mosham-
mer et al. 2015, Arcoumanis et al. 2008). Therefore, to understand the
properties of fuels and their chemical kinetics, such as the reaction
mechanism of chemical processes and the reaction rate, different
heterogeneous and homogeneous experimental chemical reactors
are used (Brown et al. 2002). The reaction rates in these chemical
reactors are calculated differently depending on the operating ther-
modynamic conditions together with the physical state, surface ar-
eas, concentration, and dispersion of the reactants (Davis and Davis
2012).

In order to study homogeneous chemical kinetics under differ-
ent thermodynamic conditions, various experimental facilities are
used, such as the flow reactor (Vermeersch et al. 1991, Mueller et al.
1999, Dryer et al. 2014), static reactor (Denise et al. 1982, Wilk et al.
1989), shock tube (Curran et al. 1992, Tranter et al. 2001, David-
son et al. 2011, Burke et al. 2015a), Rapid Compression Machine
(RCM) (Mittal and Sung 2006, Drost et al. 2019, Donovan et al. 2004),
and Jet Stirred Reactor (JSR) (Dagaut et al. 1986, Herbinet and Dayma
2013, Moshammer et al. 2015, Tang et al. 2022). Among them, shock
tube and RCM are employed to validate chemical kinetics mecha-
nisms for the temperature range of 800 - 2500 K/pressure range of
2 - 80 bar and temperature of 400 - 1200 K/pressure of 5 - 80 bar, re-
spectively (Goldsborough et al. 2017). On the other hand, both re-
actors only provide valuable information on global reactivity and
product formation, and their potential to provide numerous prod-
ucts is limited (Herbinet and Battin-Leclerc 2014). Because exper-
imental uncertainties arising from temperature gradients occur in
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the higher operating temperature range in both reactors (Herbinet
and Battin-Leclerc 2014). Such uncertainties are smaller in the JSRs

compared to other facilities due to lower operating temperatures
and also sufficient preheating of the gases, which reduce tempera-
ture gradients (Azay and Côme 1979).

More specifically, the JSR is a type of Continuously Stirred Tank
Reactor (CSTR) in which fresh reactants are continuously entered
into a constant-volume reactor and products withdrawn (Lignola
and Reverchon 1988). The JSRs are typically used to investigate the
thermal decomposition and oxidation processes of the gas phase
composition (Herbinet and Dayma 2013) at temperatures and pres-
sures up to 1300 K and 30 bar, respectively (Goldsborough et al.
2017). Furthermore, the ideal JSRs should provide a fully mixed com-
position with a turbulent mixing time scale much smaller than the
chemical reaction time scale. Hence, the mean values of thermo-
chemical variables can be used to express mean chemical reaction
rates (Chen 1997). In addition, a homogeneous distribution of tem-
perature and concentration is captured within a well-stirred reac-
tor (Davani and Ronney 2017). On the contrary, imperfect mixing in-
side the JSR significantly influences the combustion properties since
the fluid dynamics is strongly perturbed and an inhomogeneous
temperature distribution with multiple peaks is created (Lignola
and Reverchon 1986). Therefore, as much as the performance of the
real JSR is closer to the ideal one, the mixing quality is better. Some
of the other advantages of the JSR setup compared to the other men-
tioned facilities are noted as follows.

• The possibility of easily coupling the JSRs to various analytical
devices for measuring the composition of the mixture at the
outlet (Herbinet and Dayma 2013, Moshammer et al. 2015).

• The possibility of connecting the JSR to a pressure chamber
and an oven to perform reactions at low to intermediate tem-
peratures and pressures ranging from atmospheric up to 30 bar
(Dagaut et al. 1986).

• The JSR can be operated in steady state (Dagaut et al. 1986,
2005).

• Constructing the spherical JSRs with quartz material leads to
minimizing the surface reaction (Herbinet and Dayma 2013).

• Performing the JSR under very dilute conditions results in min-
imizing unsteady thermodynamic conditions and heat release
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over the length of the reaction zone (Fischer et al. 2000, Ro-
tavera et al. 2011).

These benefits can only be achieved if sufficient mixing is provided
by the nozzles installed inside the JSR. It is noted that the coupling
of turbulence and chemistry in chemical reactors is of great impor-
tance (Celis and da Silva 2015); i.e., increasing turbulence affects the
chemical source terms, leading to the generation of additional heat,
and increasing temperature also affects turbulence. Accordingly, a
fundamental understanding of the macro- and micro-mixing pro-
cesses within a spherical JSR and the effect of high-intensity turbu-
lent mixing on the reactor characteristics are the focus of the present
study.

Besides the advantages mentioned earlier, there are some diffi-
culties associated with the experimental measurements on the JSR

setup (Dagaut et al. 1986, Herbinet and Dayma 2013). Such as sur-
rounding the JSRs with an oven and a pressure chamber to control
the operating temperature and pressure, limits the optical acces-
sibility of the flow interactions during the reaction (Herbinet and
Dayma 2013). Furthermore, the experimental measurement tools
collect samples through a vessel that is connected to the outlet of the
JSR; therefore, an average concentration of the products is obtained
from the experimental data (Moshammer et al. 2015). Hence, the
experimental facilities cannot capture the details of the flow field
characterization during the reaction process and the complex inter-
action of multiple jets originating from the nozzles. The aim to fill
the gap of experimental data motivates the use of numerical ap-
proaches to gain more insight into the physics of turbulent flow
within the JSRs. The numerical modeling of the turbulent reacting
flow in a stirred reactor has been performed using Direct Numeri-
cal Simulation (DNS) (Sbrizzai et al. 2006, Verzicco et al. 2004), and
Reynolds-Averaged Navier-Stokes (RANS) (Davani and Ronney 2017,
Gil and Mocek 2012, De Oliveria et al. 2013), and Large Eddy Simu-
lation (LES) turbulence models (Revstedt et al. 1998, Zhao et al. 2021).

The application of the DNS provides fully resolved data for the
prediction of the turbulent flow field; however, the computational
time is very expensive. In addition, the RANS approach solves the
governing equations based on the time-averaged values and mod-
els all scales of eddies. This turbulence model requires less computa-
tional time and is the most practical approach for turbulence simu-
lations (Pope 2000). The turbulent flow transport processes through
a spherical JSR are predicted using the RANS turbulence modeling
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in the literature (Davani and Ronney 2017, Gil and Mocek 2012,
De Oliveria et al. 2013). Above all, applying a filtering method to the
computational grid in the LES modeling filters the length scales of
the turbulent structures in such a way that the largest eddies will be
resolved by the governing equations, and only the smallest scales
are modeled. Due to the importance of the turbulence-chemistry
interaction inside the JSR, the Computational Fluid Dynamic (CFD)
analysis using the highly-resolved LES modeling can represent the
mixing quality through the reactor. It should be noted that the sim-
ulation of the spherical JSR with four inclined nozzles using the LES

approach has not been studied so far.
In the present study, the following key questions are addressed:

• How are the characteristics of the flow field inside a JSR with
a spherical-shaped vessel and four inclined nozzles using the
LES turbulence modeling?

• What is the level of homogeneity and uniformity of the flow
inside a JSR?

• How would be the performance of the spherical JSR if we
change the thermodynamic operating conditions and the ge-
ometrical parameters such as the diameter of the nozzle and
the spherical vessel?

• Can the inhomogeneity within the JSR be captured by a theo-
retical model if the real JSR does not follow an ideal CSTR?

• Which parameters of the inhomogeneous distributions of the
initial mole fractions of the reactants, the reactor volume, the
wall temperature, and the heat transfer coefficient capture the
inhomogeneity within the JSRs?

• How can the mixing performance inside the reactor be im-
proved by proposing an alternative design of the JSR?

To address these questions, a comprehensive numerical study is
performed, divided into two main parts. The first part describes
the characterization of the flow field and mixing process through
a non-reacting tracer-decay study using the open source CFD tool-
box Open Source Field Operation and Manipulation (OpenFOAM)-
V.6 (Weller et al. 1998). Therein, reaction is neglected and the mixing
quality within the JSR is analyzed, including quantitative and quali-
tative flow visualization, Turbulent Kinetic Energy (TKE), Residence
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Time Distribution (RTD), and standard deviation of the tracer mass
fraction (Esmaeelzade et al. 2021, 2019) using the LES modeling. Fur-
ther, to improve the numerical results, the modeling of turbulent
nozzles and the flow through the nozzles are added to the domain
of numerical computation. Next, a parametric study is also carried
out to evaluate the mixing quality considering different geometri-
cal parameters and thermodynamic conditions. More specifically,
the mixing process is studied by varying the diameter of the noz-
zle outlets and the JSR vessel at different operating pressures and
temperatures.

As mentioned in the literature review (Stoehr et al. 2015, Abdalla
et al. 1982), a significant sustained temperature oscillation and mix-
ture inhomogeneity within the JSR were captured. More specifically,
Abdalla et al. (1982) measured fluctuations of the temperature field
and species concentrations in a conical JSR. They showed that the
temperature fluctuations are not uniformly distributed within the
reactor and increase dramatically at the edge of the JSR and along
the wall. Furthermore, Patel et al. (2010) discussed that the perfor-
mance of a laboratory-scale continuous stirred-tank reactor is signif-
icantly affected due to the presence of inhomogeneity and short cir-
culation of the unreacted species. Therefore, it could be argued that
the use of four turbulent jets inside the JSRs may not result in a fully
mixed and homogeneous mixture. Consequently, the assumption of
ideal mixing in the Perfectly Stirred Reactor (PSR) model (Dryer et al.
2014, Battin-Leclerc 2008, Herbinet and Battin-Leclerc 2014, Brown
et al. 1998), which is typically applied to the CSTRs for modeling
chemical kinetics, may not be applicable to the non-ideal JSRs. In
this study, in order to identify the origin of inhomogeneity inside
the non-ideal spherical JSRs, a multi-zone model is developed.

In order to overcome the limitations of the PSR and the single
zone models, effective predictive models have been developed such
as multi-zone models (Bissoli et al. 2016, Kodavasal et al. 2013) and
Probability Density Function (PDF) (Chen 1997) approaches. These
methods are used to perform detailed chemistry studies on various
combustion facilities, taking into account thermal and composition
nonuniformity. The multi-zone models emphasize chemical kinetics
together with mixture composition and thermal stratification rather
than resolving small-scale fluid dynamics (Hultqvist et al. 2001, Bis-
soli et al. 2016). In these models, the combustion chamber is divided
into a number of discrete zones or well-mixed reactors with con-
sideration of composition and thermal inhomogeneities (Kodavasal
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et al. 2013). For example, in the "Ballon type" multi-zone model,
the combustion cylinder is divided into several reactors (zones) to
predict the engine performance of a Homogeneous Charge Com-
pression Ignition (HCCI) engine (Kodavasal et al. 2013). However,
heat and mass exchange between zones are neglected in this model;
only heat loss from each zone to the cylinder wall is considered (Ko-
davasal et al. 2013, Andreatta 1995). Empirical correlations are also
used to predict the overall heat loss (Woschni 1967, Annand 1963,
Hohenberg 1979). Moreover, the "Onion-skin" multi-zone approach
was applied in the HCCI engine during the compression and ex-
pansion phases of a four-stroke cycle by Bissoli et al. (2016). Their
approach divides the reactive volume into multiple zones, while
the exchanges of heat and mass are limited between adjacent zones
based on mixing rates determined by turbulent length scales. For
the rapid compression expansion machine, Werler et al. (2017) used
the onion model to compare the numerical approach with the exper-
iments. In their model, mass and heat exchange are only considered
at the interface of two nearby zones. However, the assumption of ex-
change to the nearby zones cannot be applied in the current study
because, according to the spherical JSR design, a high-intensity flow
stream is simultaneously injected into the vessel by four turbulent
jets, and all cells in the computational domain are involved during
the auto-ignition process. Therefore, to accurately predict the behav-
ior of the non-ideal JSRs, the exchange of mass and heat between all
zones in a reactor network is necessary. Furthermore, the spherical
chamber of the JSR, unlike the HCCI engine and rapid compression
machines, has no moving parts; therefore, the volume of each zone
is kept constant in the studied multi-zone model.

In addition, the hybrid CFD-Chemical Reactor Network (CRN) ap-
proach is utilized in geometrically complex practical gas turbine
combustors (Novosselov et al. 2006, Innocenti et al. 2018, Sturgess
and Shouse 1996) to predict the exhaust emission. In these models,
the total domain of the combustor is divided into a number of PSR,
Plug Flow Reactor (PFR), and mixed models according to the local
flow conditions, which are followed by CFD results. Depending on
the complexity of the flow field, emissions, and blowout conditions,
different zones are physically defined. Novosselov et al. (2006) ap-
plied a CRN model to a dry low emission gas turbine combustor that
consists of 31 chemical reactors, including several distinct regions
such as the main flame zone, the pilot flame zone, the center recir-
culation zone, and the post flame zone. To reduce computational
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costs, a low number of reactors (zones) is considered in this study
to represent the concept of the proposed model applied to a non-
ideal JSR. Furthermore, the developed zero-dimensional multi-zone
model considers chemistry zones that are independent of physical
space.

The Probability Density Function (PDF) approach is based on chem-
istry space instead of physical space (Kraft et al. 2000, Pitsch et al.
1998). Indeed, chemical kinetics are addressed by transforming co-
ordinates from the physical space in the combustion chamber to co-
ordinates in pure chemistry space (Kodavasal et al. 2013, Bissoli et al.
2016). Maigaard et al. (2003) used a stochastic model that can simu-
late the effect of thermal inhomogeneity in the combustion chamber
of a HCCI engine caused by the thermal boundary layer adjacent to
the cylinder walls on the combustion process. Moreover, the joint
scalar PDF of the Partially Stirred Reactor (PaSR) models was devel-
oped by Chen (1997) to reflect the effects of the unmixed levels of
the reacting flows. More specifically, different mixing models were
so far used to mimic the finite rate mixing of particles in the stochas-
tic simulations such as Exchange with the Mean (IEM) (Sabel’nikov
et al. 2006), Modified Curl (MC) (Ren and Pope 2004), Conditional
Moment Closure (CMC) (Klimenko and Bilger 1999), and Euclidean
Minimum Spanning Tree (EMST) models (Subramaniam and Pope
1998), etc., (Magnussen 1981, Krisman et al. 2014, Celis and da Silva
2015). While such PDF approaches mimic the stochastic character of
the mixing, it is also desirable to analyze the sensitivity of the re-
action process in PaSR using a simple deterministic model, which
allows performing parametric studies with minimal computational
effort, while at the same time accounting for the interaction of chem-
ical reaction and mixing in the reactor. To that end, a deterministic,
zero-dimensional multi-zone model is developed and then applied
in the simulation tools of HOMogeneous REAction (HOMREA) (Maas
and Warnatz 1988).

The developed model is structured in such a way that the total
volume of the reactor is divided into a number of individual zones
that interact with each other in terms of mass and heat exchange,
while keeping the volume of the zones constant over time. Indeed,
distributing the thermodynamic variables nonuniformly into a num-
ber of representative zones causes the inhomogeneity to be cap-
tured in the non-ideal JSR. Also, the heat transfer coefficient, the
wall temperature, the initial mole fraction of the reactants, and the
size of the zone volume can be randomly distributed over each zone
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in a network of the reactor in order to reflect the inhomogeneous
feature of the real JSRs. According to the multi-zone model, the in-
teraction between the zones is also modeled using a mass exchange
model, which depends on the mass of the interacting zones and the
turbulent mixing.

In this thesis, flow field analysis using CFD tools and HOMREA pro-
vides a comprehensive understanding of mixing quality and inho-
mogeneity within the JSR. In order to improve the mixing efficiency
inside the reactor, an alternative configuration of nozzles for the
spherical JSR is proposed. The mixing parameters in the proposed
JSR design are then investigated.



2J E T S T I R R E D R E A C T O R

Figure 2.1: Schematic of the JSR setup with four inclined nozzles designed
by Dagaut et al. (1986)

A schematic of a spherical JSR with four inclined nozzles is il-
lustrated in Fig. 2.1. In this setup, the preheated fuel/diluent mix-
ture meets the oxidizer/diluent mixture in the premixing section
(upstream of the nozzles in Fig. 2.1). The mixture of fuel/oxidiz-
er/diluent is then introduced into the mixing chamber of the JSR

through four turbulent nozzles. High-intensity turbulent jets issu-
ing from the nozzles pointing in four different directions (upward,
downward, and horizontal) result in a mixed composition inside
the JSR. Note that, the temperature and pressure of the chamber
can be elevated using an electrically heated oven and a pressure-
resistant jacket. Finally, the products leave the reactor through the
outlet situated at the bottom of the mixing chamber. Subsequently,
the products are analyzed as a function of reactants, residence time,
and thermodynamic variables (Glaude et al. 2010, Dubreuil et al.
2007, Moshammer et al. 2016).

11
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As mentioned in Chapter 1, an ideal JSR provides a perfectly
mixed composition where temperature and species concentration
are homogeneously distributed independently of time and space.
Such an ideal JSR is desired to be obtained by employing highly-
turbulent jets in a spherical vessel (Dagaut et al. 1986). Therefore, in
order to achieve the homogeneity of the mixture, the design of the
JSR vessel and the arrangement of the nozzles are crucial.

The spherical design of the JSR having four inclined nozzles situ-
ated in the equatorial plane was first proposed by Matras and Viller-
maux (1973) and later built by Dagaut et al. (1986). Analyzing the
distribution of residence time through the JSR revealed adequate
mixing under pressure up to 10 bar for the mean residence time
from 0.01 s to several seconds (Dagaut et al. 1986). At the same time,
the impact of good mixing on the combustion process of n-heptane
and i-octane within a stainless-steel Jet Stirred Flow Reactor (JSFR)
with an internal volume of 100 cm3 and four crossed nozzles was
studied (Lignola and Reverchon 1986). The experimental apparatus
design of Lignola and Reverchon (1986) was capable of measuring
residence time as short as 0.01 s at temperatures up to 1000 K and
pressure of 20 bar. Later, Cavaliere et al. (1993) utilized the JSFR to
study the low-temperature oxidation and ignition of n-tetradecane
under high pressure similar to diesel-like conditions. Furthermore,
using a crossed and inclined configuration of the nozzles inside
the spherical JSR can affect the mixing intensity, as investigated in
Ref. (Ayass et al. 2016).

In addition to the spherical reactors, a cylindrical configuration
of the JSR is studied by David et al. (1979). They showed that their
design is capable of providing sufficient macro-mixing for the resi-
dence time range of 0.5 - 4 s together with high heat transfer at the
walls (David et al. 1979). An improvement to the standard design of
the spherical JSR has also been made by Rota et al. (1994). In their
experimental setup, the exhaust gas is directed through four holes,
which are located in the upper part of the reactor and consequently
preheat the inflow mixture. They found good agreement between
the experimental results and the model predictions for the oxida-
tion of ethane.

In recent years, Davani and Ronney (2017) proposed an arrange-
ment of eight impinging turbulent jets surrounded by the concen-
tric annular outlets in a spherical vessel of the JSR. They outlined
that their design significantly improved the mixing quality for the
study of chemical kinetics and provided inferred reaction rate con-
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stants (Davani and Ronney 2017). Afterward, the concentric annular
outlet design is changed by applying four pairs of jets to induce four
vortices with different directions, the so-called inwardly off-center
shearing JSR (Zhang et al. 2018). The performance of this reactor is
enhanced in terms of mixture uniformity and a narrower residence
time distribution.

Note that among several types of JSR such as toroidal reactor (Nen-
niger et al. 1985, Lignola and Reverchon 1988), cylindrical (David
et al. 1979), conical (Gil and Mocek 2012), and spherical configura-
tions (Dagaut et al. 1986), the mixing level is significantly improved
in the spherical JSR by minimizing the dead volumes. Gil and Mocek
(2012) compared the mixing level and turbulent Peclet number in
three types of cylindrical, conical, and spherical JSRs and concluded
that the spherical JSR provides a more homogeneous mixture. How-
ever, the instabilities and temperature oscillations that affect the ho-
mogeneity of a JSR are later observed by Lammersen et al. (2013) and
Stoehr et al. (2015). As a result of the high-intensity mixing inside
the spherical JSRs, the present study focuses on this type of reactor.

2.1 development region of the turbulent jets

Since turbulent jets have a significant impact on the mixing within
the JSR, the evolution of the flow field through the nozzle and the
distribution of velocity are matters of concern. The mixing perfor-
mance of the free turbulent jets issuing from different types of noz-
zles, such as contoured (or smooth contraction) nozzle, sharp-edged
orifice, and straight pipe-shaped (tube nozzle), could be different
due to various underlying turbulent structures and initial condi-
tions (Mi et al. 2001a).

In the straight pipe-shaped nozzle, the velocity profile at the en-
try of the nozzle has a top-hat shape because the shear layer is not
yet formed at the entrance of the nozzle (Mi et al. 2001b). Further,
through the nozzle, a thin layer of fluid adheres to the wall of the
nozzle and forms a velocity profile from zero at the walls to a max-
imum at the axis of the nozzle (Keulegan and Beij 1937). Note that
the velocity profile inside the nozzle changes gradually in the turbu-
lent regime and leaves the exit of the nozzle according to the power
law (Pope 2000, Mi et al. 2001a). In addition, due to the frictional
energy loss caused by the fluid viscous effects through the straight
pipe nozzles, a pressure drop in the direction of flow movement is
expected (Keulegan and Beij 1937).
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After all, the pipe nozzles installed inside the studied JSR are not
straight and have curvatures at the entrance and the exit of the noz-
zles pointing upwards, downwards, and in horizontal directions.
Therefore, due to these curvatures, the velocity profile through the
nozzles is not symmetrical across the pipe. According to Keule-
gan and Beij (1937), in the curved pipe nozzles with laminar flow
regime, the maximum velocity is located between the center and the
wall closer to the outer radius of the bend due to centrifugal force;
therefore generates strong secondary motions or streamwise vortic-
ity. However, in the turbulent regime, the maximum value of the
velocity profile moves towards the inner radius due to the presence
of smaller secondary motions at the inlet (Al-Rafai et al. 1990). In
addition, due to the velocity distortion along the pipe axes, a larger
pressure loss occurs compared to the similar condition in a straight
pipe nozzle (Keulegan and Beij 1937).

(a) (b)

Figure 2.2: Schematic of (a) an jet impinges on the surface and the sur-
rounding regions: 1) potential core, 2) initial free jet, 3) stag-
nation region, 4) wall jet region, 5) decaying jet region, 6) shear
layer region, (b) the velocity profile exited by a jet (Zuckerman
and Lior 2006)

In addition to the importance of the fluid flow passing through
the nozzles, when the flow exited by the nozzle hits the spherical
wall of the JSR, mixing intensity is improved due to the transfer of
mass and energy (Zuckerman and Lior 2006). Figure 2.2a illustrates
different regions formed by a jet (Zuckerman and Lior 2006). De-
pending on the upstream flow field and the geometry of the nozzle
outlet, the velocity profile at the exit of the nozzle could be differ-
ent (Mi et al. 2001a). Note that the initial magnitude of the veloc-
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ity is preserved along the potential core of the free jet (Zuckerman
and Lior 2006) (See region 1 in Fig. 2.2a). The velocity gradient out-
side of the core creates a progressively increasing shear layer which
transfers momentum outward. Therefore, the maximum velocity at
the center-line is decreased along the shear layer region (Zuckerman
and Lior 2006). As the shear layer moves downstream, a decaying jet
region forms (see region 5 in Fig. 2.2a). In this region, the energy of
the jet decays and the profile of velocity is spatially widened. This
means that the axial velocity is decreased in the center-line along
the sides of the jet and forms a Gaussian velocity profile (Viskanta
1993). Afterward, a stagnation region is created when the jet im-
pinges on the in-front wall because the axial velocity is converted
to the radial velocity on both sides. According to Zuckerman and
Lior (2006), higher shearing stress leads to stretched vortices in the
flow, which increases turbulence. After impingement of the jets on
the wall, the flow moves parallel to the walls and forms a wall jet
region. Figure 2.2b shows the velocity profile developed at the exit
of the nozzles and along the decaying region.

2.2 construction of the jsr

In order to assure sufficiently mixing inside the JSR, the following
design criteria developed by the theory of the free jet (David and
Matras 1975, Lignola and Reverchon 1988) must be taken into ac-
count. First, the flow coming from the jets must be turbulent in or-
der to provide adequate micro-mixing (Herbinet and Dayma 2013).
Therefore, the ReN number, which is determined experimentally,
must be larger than 800 as follows (Herbinet and Dayma 2013),

ReN =
γ(2rn)

µ

Qs

π r2
n
> 800 , (2.1)

where rn, Qs, γ, and µ denote the radial distance from the axe of
the jet, the volumetric flow rate through the section of jet’s cone,
specific weight, and dynamic viscosity, respectively.

Second, the nozzle’s outflow velocities must not exceed the speed
of sound to prevent supersonic flow conditions (Herbinet and Dayma
2013), which is described by,

uexit =
V

τAs
=

4R3

3τd2 ≤ c . (2.2)
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In the above equation, uexit, V, As, R, τ, d, and c represent the
velocity at the outlets of the nozzles, the total volume of the reactor,
surface of the nozzle, the radius of the reactor, mean residence time,
diameter of the nozzles, and the sound speed, respectively. To be
more specific, limiting subsonic jet velocities in a JSR helps avoid
shock wave disturbances, maintains efficient mixing, and promotes
combustion stability. Equation 2.2 provides a limit for the maximum
mean residence time (Herbinet and Dayma 2013).

At the latter, the internal recycling stream inside the reactor should
be provided by the jets (Herbinet and Dayma 2013). To this end, the
following empirical relationship should be satisfied (Lignola and
Reverchon 1988, David and Matras 1975),

ApR
d

> 19 , (2.3)

where Ap is a dimensionless parameter depending on physical prop-
erties of flow inside the reactor (Herbinet and Dayma 2013).

2.3 residence time

To characterize the behavior of the CSTRs, the residence time data
and its functions such as the mean residence time τ, the residence
time distribution function E(t), the cumulative distribution func-
tion, and the standard deviation of the species mass fraction are
commonly studied (Fogler 1999, Wolf and Resnick 1963). These
functions help us to understand how far the studied real reactor is
from the ideal reactor (CSTR, PFR, Packed Bed Reactor (PBR)). More-
over, we will be able to diagnose the problems with the real reac-
tors, such as dead volumes and by-passing (short circulation), er-
rors in the determination of the average residence time, and lag in
response (Fogler 1999) using the residence time functions. Wolf and
Resnick (1963) concluded that a system may be described by a com-
bination of the mentioned plausible flow models by comparing the
experimental data to the theoretical model.

The mean residence time is an effective parameter for evaluating
mixing efficiency and characterizing bulk flow in the JSR (Fogler
1999). More specifically, τ represents the amount of time a fluid
element spends on average in the reactor. The following formula is
used to theoretically compute the mean (nominal) residence time
for an ideal reactor,

τ = V/Q , (2.4)
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where V and Q are reactor volume, and volumetric flow rate, re-
spectively.

To calculate residence time experimentally, two methods of pulse
input and step input experiments are generally used (Fogler 1999).
In this study, to validate the non-reacting and the reacting simula-
tions of JSR, the experimental apparatus of the negative step tracer
technique from the work of Ayass et al. (2016) and Moshammer et al.
(2016) is used, in which the response of continuously injected inert
gas or reactants inside the reactor is studied. According to the JSR

setup studied in Ref. (Ayass et al. 2016), a tracer is injected into
the reactor at the time of zero and then the tracer concentration
and the RTD functions are calculated at the outlet as a function of
time (Fogler 1999). The tracer is typically chosen as a non-reactive
species with physical characteristics similar to those of the studied
reacting mixture in order to avoid being affected by the reactor sur-
face (Fogler 1999).

Mean residence time can also be calculated from numerical sim-
ulation results. From the perspective of numerical simulation, the
mean residence time is the time-span when the concentration of the
tracer drops below 1/e of its initial value (Crawford 2014). The mix-
ing quality of the JSR can be determined by comparing these values
to the one that corresponds to the ideal reactor. Thus, the tracer de-
cay at the reactor outlet is calculated by performing the following
material balance on the CSTR as,

V
dCout

dt
= −Q Cout , (2.5)

where time is denoted by t. Integrating from both side of Eq. 2.5
gives the concentration at the outlet,

Cout(t) = C0 e
−t
τ , (2.6)

where Cout(t) represents the outlet concentration at the time of t for
the case of the JSR and C0 the initial steady-state concentration of
the tracer. Moreover, the residence time distribution function E is
defined as (Fogler 1999),

E(t) =
C(t)∫ ∞

0 C(t)dt.
. (2.7)
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The distribution of residence time describes how much time differ-
ent fluid elements have spent in the reactor. Replacing Eq. 2.6 into
Eq. 2.7 leads to the following formula (Fogler 1999),

E(t) =
1
τ

e−t/τ . (2.8)

We can also derive the normalized RTD function E(t/τ) from Eq. 2.8
as follows (Ayass et al. 2016),

E(t/τ) = τE(t) = e−t/τ . (2.9)

Here, E(t/τ) represents the amount of tracer in the reactor normal-
ized by its initial amount, after the normalized time period t/τ. It
can be inferred from Eqs. 2.8-2.9 that for two different volumetric
flow rates at identical times, the value of E(t) may differ signifi-
cantly. However, for a given value of t/τ, the value of E(t/τ) is the
same, regardless of the size of a perfectly mixed CSTR (Fogler 1999).
Therefore, to directly compare the flow performance inside reactors
of various sizes, the normalized RTD function is developed.

In addition, another parameter used to study mixing within the
reactor is the normalized weighted standard deviation. More specif-
ically, macro-mixing is concerned with the overall mixing process of
the reactants at large scales (up to the size of the reactor diameter),
while micro-mixing is related to the local mixing process that occurs
at small scales (down to the molecular level) (Fogler 1999). Depend-
ing on the selected filter width, the normalized weighted standard
deviation is represented by,

σm =

√
∑(w− w̄)2 ·Vl

∑ w̄2 Vl
, (2.10)

where Vl, w, and w̄ are the volume of each cell, the species mass frac-
tion, and its spatially averaged value (over each cell), respectively.
Furthermore, Eq. 2.10 represents how far the composition homo-
geneity is from its spatially-averaged value. As long as σm is closer
to zero, a homogeneous composition is obtained inside the reactor,
while larger σm represents a more nonuniform composition. Note
that the normalized weighted standard deviation using mass as the
weighting factor (mass-weighted value of 0.116) gives similar results
to the volume-weighted value σm of 0.114 because temperature and
density do not change significantly for a non-reacting mixture.
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2.4 kinetics and rate of reaction

The JSRs are in general used for the development and the validation
of detailed gas phase chemical mechanisms. These chemical mech-
anisms contain a series of elementary reactions (one-step global re-
action) that happen between specific species because of their col-
lisions. As a result of numerous elementary processes inside the
chemical reactor, the global reactions are formed (Warnatz et al.
2006, Peters 2000). According to Warnatz et al. (2006), if the time
scale of chemical reactions is comparable to the time scale of molec-
ular transport processes, the rate of chemical reactions is of great
importance. The following is an elementary reaction with the con-
sideration of the total number of species ns and the number of reac-
tions nR (Warnatz et al. 2006),

ns

∑
k=1

ν
(e)
rk Ak

kr−→
ns

∑
k=1

ν
(p)
rk Ak , r = 1, ..., nR (2.11)

where Ak denotes the name of the chemical species and kr the rate
coefficient of the reaction r. Moreover, ν

(e)
rk and ν

(p)
rk are the stoi-

chiometric coefficients of reactants and products, respectively. The
molar rate of formation of the ith species ω̇i is calculated by sum-
mation over the rate equations of all elementary reactions (Warnatz
et al. 2006),

ω̇i =
nR

∑
r=1

kr(ν
(p)
ri − ν

(e)
ri )

ns

∏
k=1

C
ν
(e)
rk

k , i = 1, ..., ns (2.12)

where Ck is the concentrations of species of k.
Usually, for each elementary reaction, there is a backward reac-

tion. The rate coefficient of forward reaction k f and backward re-
action kb are related to each other by the equilibrium constant of
kc (Warnatz et al. 2006),

kc =
k f

kb , (2.13)

where equilibrium constant of the reaction of r, kc,r is determined
by the change of free enthalpy of the rth reaction as following for-
mula (Warnatz et al. 2006),

kc,r =
( patm

R0T

)∑ ν
(p)
rk −ν

(e)
rk exp(−∆G0

r
R0T

) , (2.14)
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here ∆G0
r , patm, T and R0 are the change of free enthalpy under

1 atm, the atmospheric pressure, temperature and the gas constant,
respectively. Furthermore, the rate constant kr is non-linearly depen-
dent to temperature given by Arrhenius equation as follows (Peters
2000),

kr = ArTβexp(−Ea/R0T) . (2.15)

In the above equation, Ar, β, and Ea represent the pre-exponential
constant, the temperature exponent, and the activation energy, re-
spectively. Note that the pre-exponential factor is related to the ori-
ented collision between molecules in a reaction and the exponential
term to the quantity of collisions providing adequate energy to over-
come the reactions’ activation barrier (Pauling 1970). Therefore, the
calculation of the chemical reaction rates based on the Arrhenius
law is highly nonlinear (Warnatz et al. 2006, Iavarone et al. 2021) as
well as computationally expensive. Due to this, a number of models
have attempted to simulate the average reaction rate; nevertheless, it
is not possible to estimate this rate directly from average quantities
such as species mass fractions, densities, or temperatures.
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3 A P P L I E D M AT H E M AT I C A L M O D E L F O R
O p e n F O A M

In this chapter, the basic governing equations used in OpenFOAM
(Section 3.1), the characteristics of turbulent flow (Section 3.2), mod-
eling of turbulence structures (Section 3.3), calculation of turbu-
lent kinetic energy (Section 3.4), and turbulent dissipation rate (Sec-
tion 3.5) together with the thermophysical modeling (Section 3.6)
are described in detail.

3.1 governing equations

In this study, in order to simulate a reacting turbulent flow inside
a spherical Jet Stirred Reactor (JSR), the solver of reactingFoam in the
open source code of OpenFOAM is used. Based on this solver, a set
of the following transport equations in terms of mass, momentum,
energy, and species mass fraction equations are coupled to the ideal
gas in the Cartesian coordinates (Poinsot and Veynante 2005),

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 , (3.1)

∂

∂t
(ρui) +

∂

∂xj
(ρujui) = ρgi −

∂p
∂xi

+
∂σij

∂xj
, (3.2)

∂

∂t
(ρh) +

∂

∂xj
(ρujh) =

Dp
Dt

+ σij ·
∂uj

∂xi
+

∂

∂xj

(
ρ α

∂h
∂xj

)
, (3.3)

∂

∂t
(ρwk) +

∂

∂xj
(ρujwk) =

∂

∂xj

(
ρ Dm,k

∂wk
∂xj

)
+ Mk · ω̇k , (3.4)

where thermal diffusivity and the mixture specific enthalpy (the
sum of the sensible and species formation enthalpy) are denoted by
α and h, respectively. Further, ρ, p, u, g, M, w, Dm, and ω̇k are den-
sity, pressure, velocity, gravitational acceleration, the molar weight,
the mass fraction, the mass diffusivity, and the source term related
to the molar rate of formation of kth species per unit volume, re-
spectively. The material derivation is defined as Dφ

Dt = ∂φ
∂t +

∂uiφ
∂xj

.

22
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Moreover, assuming that the gas mixture can be considered as
Newtonian fluid, the viscous stress tensor can be described as fol-
lows,

σij = µ

(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
δij

∂uk
∂xk

)
, (3.5)

where µ is the dynamic viscosity and δij the Kronecker delta.
In the current study, due to the complex geometry of the JSR

and in order to increase the Courant number limit while ensuring
simulation stability, the Pressure IMplicit with splitting of opera-
tor for Pressure Linked Equations (PIMPLE) algorithm for coupling
pressure-velocity is chosen (Rezaeiravesh and Liefvendahl 2018). This
algorithm is a hybrid between the Pressure-Implicit Splitting of Op-
erators (PISO) and the Semi-Implicit Method for Pressure-Link Equa-
tions (SIMPLE), and must be calculated in the transient mode for
larger time steps with larger Courant numbers (Venier et al. 2017).

3.2 turbulent flows

Figure 3.1: Schematic representation of the spectrum of the Turbulent Ki-
netic Energy (TKE) versus wave number

Turbulent flows are a representation of random and chaotic move-
ment of flow motions on both the time and the spatial scales (Cantwell
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1981, Pope 2000, Mathieu and Scott 2000). Due to the effect of tur-
bulence on the successful mixing of chemical species, turbulent
flows are drawing a lot of attention from the chemical industry. In-
deed, the diffusive nature of turbulence helps to transport mass
and energy much more effectively than the laminar case flow. The
Reynolds number is a transition point between laminar and turbu-
lent flows which represents fluid inertia to viscous forces as Re = u L/ν.

In turbulent fluids, eddies typically have a wide range of veloc-
ities, length scales, and times, from integral to Kolmogorov scales
(Pope 2000). Figure 3.1 illustrates a schematic of the energy spec-
tra over a wide range of wave numbers of flow length scales. In fact,
the energy density e(κ) represents the dependency of the TKE on the
wave number κ. The largest scales, which absorb the energy from
the mean flow, contain most of the energy of the turbulent unsteady
motions and the smaller scales dissipate the turbulent energy into
internal energy (Sheng et al. 2000, Pope 2000).

The energy containing range represents a range for the integral
length scales where large-scales turbulent structures produce the
highest turbulent kinetic energy (represented by kl in Fig. 3.1). In
the inertial subrange, energy is transferred from the larger scales
to the smaller scales; it means no more turbulent kinetic energy is
generated or dissipated. The energy spectrum in this subrange fol-
lows the well-known -5/3 law. Furthermore, κc describes the cut-off
wavenumber where the bandwidth is defined as ∆m = 2π/κc. Over
the viscous subrange, the energy provided by the integral scales
(flow-dependent) is dissipated by the dissipation subrange (univer-
sal small range) into internal energy (Sheng et al. 2000).

Pope (2000) approximated the largest scale size of the turbulent
structure as L0 and the turbulent velocity of these structures as
u0=u0(L0). Accordingly, the Reynolds number based on the largest
scale is calculated such that,

Re0 =
L0 u0

ν
. (3.6)

Also, the smallest scales in turbulent flows are approximated by
the Kolmogorov length scale η, the Kolmogorov velocity scale uη ,
the Kolmogorov time scale τη (Pope 2000, Peters 2000). Therefore,
the Reynolds number based on the Kolmogorov scales is calculated
based on,

Reη =
η uη

ν
, (3.7)
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where the Kolmogorov Reynolds number is approximated as unity
(Pope 2000). Note that the small scales are related to each other by
their dissipation rate ε and kinematic viscosity ν as follows,

η ≡
(ν3

ε

)1/4
, (3.8)

uη ≡ (νε)1/4, (3.9)

τη ≡
(ν

ε

)1/2
. (3.10)

Note that the ratio of the smallest to the largest scale turbulent mo-
tions is given by (Pope 2000),

η

L0
≡ Re−3/4

0 , (3.11)

uη

u0
≡ Re−1/4

0 , (3.12)

τη

τ0
≡ Re−1/2

0 . (3.13)

One may conclude that in a highly turbulent regime having a large
Reynolds number, the smallest eddies with a length of η are much
smaller than those of the largest eddies with a length of L0.

3.3 turbulence modeling

Due to the complexity of the turbulent structures in the turbulent
flow regime, several approaches try to simplify turbulence model-
ing through computational fluid dynamics. The main approaches
are Direct Numerical Simulation (DNS), Reynolds-Averaged Navier-
Stokes (RANS), and Large Eddy Simulation (LES) (Pope 2000, Pitsch
2000, Wilcox 1998, Poinsot and Veynante 2005). The governing equa-
tions in the DNS solve the smallest structures down to the Kol-
mogorov length scales η. Therefore, the DNS approach represents
very precise results. However, it is computationally expensive, es-
pecially in the presence of chemical reactions and it is only appro-
priate for basic geometries with low Reynolds flows (Pope 2000).
According to the RANS turbulence model, all thermodynamic vari-
ables (velocity field, pressure, density, and temperature) are decom-
posed into mean and fluctuating terms. This implies that the Navier-
Stokes equations are formulated in terms of the time-averaged flow
field and that all the fluctuating components (turbulent structures)
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are modeled using different turbulence models. The complexity of
simulating turbulent flows is greatly reduced by the RANS simu-
lations, although high-intensity and transient turbulent structures
cannot be captured using this method (Poinsot and Veynante 2005).
Another option is the LES turbulence model approach, which is
widely used for turbulent combustion simulations. This approach
performs low-pass spatial filtering over the control volume to filter
larger turbulent motions from smaller scales. Using this filtering,
the largest turbulent scales, which contribute the highest energy
level to the transport of fluid particles, are resolved by the spatial-
filtered Navier-Stokes equations and just the smallest scales, which
are more uniform, are modeled by the sub-grid scale (SGS) mod-
els. The LES approach is actually a compromise between the DNS

and the RANS turbulence models (Poinsot and Veynante 2005). It is
worth mentioning that modeling the smallest scales in the LES is sim-
pler than modeling the fluctuations in the RANS simulations (Morar
2014).

In the present study, highly-resolved LES modeling is chosen since
the large-scale motions that control the mixing and transport of
mass are impressed by the interaction of the inclined nozzles inside
the JSR and should be resolved by the governing equations. The uni-
versal SGS motions, which behave independently from the boundary
conditions, are modeled (Pope 2000). In the present study, Subsec-
tion 3.3.1 describes the low-pass filtering methods that are generally
used for the LES approach. Later, the filtering method is applied to
the governing equations as described in Subsection 3.3.2. Finally,
the details of the Smagornisky model are given in Subsection 3.3.3.

3.3.1 Filtering

To separate the large (resolved) and the small (unresolved) scales
in the LES approach, a low-pass filter is applied to the field of φ as
follows (Leonard 1974, Pope 2000),

φ(x, t) =
∫

Do
G(x− s) φ(s, t) ds, (3.14)

where x, s are the coordinate and integration variable. Moreover,
G is a decaying filter function (convolution kernel) on the computa-
tional domain of Do, and follows the expression of

∫
Do G(x)dx = 1.

This function damps fluctuations shorter than some characteristic
filter width (Froehlich and Rodi 2000). Given that the turbulent
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flows are randomly distributed, the instantaneous flow variable of
φ(x, t) in the LES approach is decomposed into a resolved (filtered)
part of φres and an un-resolved (residual or SGS) part of φsgs (Pierce
2001).

For compressible flows, the density fluctuation terms make the
averaged governing equations more complicated. Therefore, a Favre
averaging (density-weighted filtering) is introduced by splitting φ(x, t)
into the time averaging φ̃(x) and the remaining fluctuating part
φ′′(x, t) as follows (Pope 2000, Wilcox 1998),

φ(x, t) = φ̃(x) + φ′′(x, t), (3.15)

where,
ρφ = ρφ̃ = ρφ̃, ρ̃φ′′ = 0, φ̃′′ 6= 0 . (3.16)

3.3.2 Formulation of the filtered governing equations: Applied mathemat-
ical model on the Large Eddy Simulation

Applying the Favre filter operation to Eqs. 3.1 to 3.4 yields the fol-
lowing equations (Pope 2000),

∂ρ

∂t
+

∂

∂xj
(ρũj) = 0 , (3.17)

∂(ρũi)

∂t
+

∂(ρũjũi)

∂xj
= ρgi −

∂p
∂xi

+
∂σij

∂xj
−

∂
[
ρ(ũiuj − ũiũj)

]
∂xj

, (3.18)

∂(ρh̃)
∂t

+
∂(ρũj h̃)

∂xj
=

Dp
Dt

+
∂

∂xj
(ρ α

∂h̃
∂xj

)−
∂
[
ρ(ũjh− ũj h̃)

]
∂xj

, (3.19)

∂(ρw̃k)

∂t
+

∂(ρũjw̃k)

∂xj
=

∂

∂xj

(
ρDm,k

∂w̃k
∂xj

)
−

∂
[
ρ(ũjwk − ũjw̃k)

]
∂xj

+ Mkω̇k .

(3.20)
In order to solve Eqs. 3.17-3.20 the following unclosed terms need
to be modeled,

σ
sgs
ij = ρ̄ (ũiuj − ũiũj) = ρũ′′i u′′j , (3.21)

σ
sgs
wk = ρ̄ (ũjwk − ũjw̃k) , (3.22)

σ
sgs
h = ρ̄ (ũjh− ũj h̃) , (3.23)

where σ
sgs
ij , σ

sgs
wk , and σ

sgs
h denote subgrid stress tensor, subgrid scale

flux of species, and enthalpy, respectively.
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3.3.3 Subgrid scale modeling

Smagorinsky model

For the modeling of subgrid-scales in the filtered governing equa-
tions, different turbulence models (closure model) are used in the
LES such as Smagorinsky, Wall-Adapting Local Eddy-viscosity (WALE),
subgrid-scale kinetic energy model, etc., (Germano et al. 1991, Bertolini
et al. 2021, Smagorinsky 1963). In the present study, the Smagorin-
sky model is chosen because of its low computational costs (Smagorin-
sky 1963). More precisely, only subgrid-scale turbulence isotropy is
considered in the standard Smagorinsky model, which facilitates
possible large-scale turbulence anisotropy (Van Balen et al. 2010).
Through the Smagorinsky model, the residual stress tensor is closed
by the following eddy-viscosity model (Smagorinsky 1963),

σ
sgs
ij −

1
3

σ
sgs
kk δij = −2 νsgs ρ̄

(
S̃ij −

1
3

S̃kk δij
)

, (3.24)

where σ
sgs
kk and 1

3 σ
sgs
kk δij represents the anisotropic and isotropic

stress tensor, respectively. The resolved strain rate S̃ is obtained by,

S̃ij =
1
2
(

∂ũi
∂xj

+
∂ũj

∂xi
) . (3.25)

In the Smagorinsky model, the subgrid scale viscosity is propor-
tional to the magnitude of the filtered strain rate such that (Fureby
et al. 1997, Weller et al. 1998),

νsgs = (Cs∆m)
2|S̃ij| , |S̃ij| =

√
2 S̃ij S̃ij . (3.26)

Note that gravitational force is neglected in the current study. In
the above equation, Cs represents the Smagorinsky coefficient and
is approximated as 0.162 in the current study. Also, ∆m stands for
the filter width, (the cube root of the minimum cell volume) which
is calculated as 1.5× 10−5 m.

Subgrid scale transport

The unresolved subgrid transport of the species and enthalpy are
modeled as follows,

σ
sgs
wk = −

ρ̄ νsgs

Scsgs

∂w̃k
∂xj

, (3.27)
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σ
sgs
h = −

ρ̄ νsgs

Prsgs

∂h̃
∂xj

, (3.28)

where Prsgs and Scsgs represent the Prandtl and Schmidt numbers
for the subgrid scales, respectively, which are considered as 1, in
the present study.

3.4 turbulent kinetic energy (tke)

As already discussed in Section 3.2, in a turbulent flow, energy is
transferred from the mean flow to the larger scale motions and thus
from these motions to the fine structures, until friction dissipates
the kinetic energy into heat (Pope 2000). Therefore, in the context of
the micro-mixing within the JSRs, the values of the turbulent kinetic
energy and its dissipation rate are of great importance. The total
specific turbulent kinetic energy Ktot in the LES approach consists of
the specific turbulent kinetic energy in the resolved scales Kres, and
the sub-grid scales Ksgs as follows (Pope 2000),

Ktot = Kres + Ksgs . (3.29)

The specific turbulent kinetic energy of subgrids scales can be calcu-
lated from the contribution of the SGS turbulence modeling (Smagorin-
sky model) using,

Ksgs =
ν2

sgs

(Cs ∆m)2 . (3.30)

Moreover, the resolved specific turbulent kinetic energy is given
by (Pope 2000),

Kres =
1
2

ũ′′i u′′i . (3.31)

It is important to mention that the resolved TKE of the integral
length contains 80% of the total turbulent kinetic energy in the LES

simulations (Pope 2000).

3.5 turbulence dissipation rate

Various methods have been used to estimate the dissipation rate of
the TKE, such as turbulence power spectrum turbulent (Sheng et al.
2000), kinetic energy balance (Hussein and Martinuzzi 1996), Tay-
lor’s frozen turbulence hypothesis (Hinze 1994), large eddy Particle
Image Velocimetry (PIV) (Sheng et al. 2000), dimensional analysis
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(Kresta and Wood 1993), and based on the DNS methods (Andreopou-
los and Honkan 1996). Since the DNS calculations are expensive
to compute and to conduct experimentally, the large eddy PIV ap-
proach would be an appropriate way to evaluate the dissipation rate
in a stirred tank (Sheng et al. 2000). Sheng et al. (2000) concluded
that whereas large scale motions in turbulent regimes are responsi-
ble for absorbing energy from mean flow, successively smaller scale
motions tend to dissipate the energy provided by larger scale struc-
tures.

Figure 3.2: Production of TKE by the large scale structures (integral length
scales) and dissipation of TKE by the small scale structures (Kol-
mogorov length scales)(Sheng et al. 2000)

Figure 3.2 shows the production and dissipation of the TKE over
different wavelengths of turbulent structures (Sheng et al. 2000). As
can be seen, a maximum value of the TKE is generated in the range
of the wavelength of κl and the same amount of the generated en-
ergy is dissipated by the Kolmogorov scales in the range of the
wavelength of κη . Furthermore, in between, over the inertial sub-
range region or close to the cutoff wavelength, TKE is neither gener-
ated nor dissipated. According to Ref. (Wang et al. 2021), the dissi-
pation rate of the small grid scale contains at least 70% of the total
dissipation in the Smagorinsky model. Therefore, the total turbu-
lence dissipation rate of the TKE in the current study using the LES
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approach is approximated by the turbulence dissipation rate of the
SGS as (Zhang et al. 2020, Jaworski and Murasiewicz 2010),

ε ≈ εsgs = Cε

K3/2
sgs

∆m
, (3.32)

where the model constant of Cε is considered as 1.04 in this study.

3.6 thermophysical modeling

Thermophysical models in OpenFOAM are related to the physical
properties of fluid, energy, and heat (Weller et al. 1998). Further-
more, the computation of these thermophysical properties is based
on a pressure-temperature system. In this study, the hePsiThermo
model (Weller et al. 1998) is considered, which calculates general
thermophysical properties based on the enthalpy and compressibil-
ity of ψ = (R0 T)−1 (Makhija and Giri 2021).

In the current study, the dynamic viscosity of the pure gas follows
the Sutherland’s law using (Sutherland 1893),

µ =
Asu
√

T

1 +
Ts

T

, (3.33)

where Asu and Ts are the Sutherland constants. Since a mixture of
N2 and CO2 is considered for the non-reacting case and the oxida-
tion of dimethyl ether for the reacting case, the dynamic viscosity of
the mixture is calculated in the present simulations. The dynamic
viscosity for a mixture µmix consisting of different species is ob-
tained by the following expression (Cengel 2003),

µmix =
ns

∑
k=1

wk µk . (3.34)

In the current study, the model of perfect gas is chosen to calculate
the density of gas flow as ρ = p/R0 T. Therefore, in order to calcu-
late thermo and physical properties of the ideal gases, the existing
JANAF table is needed (Stull and Prophet 1971). An example, the
specific heat capacity of cp is calculated as follows,

cp(T) = R0 (a0 + a1T + a2T2 + a3T3 + a4T4) , (3.35)
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where a0, a1, a2, a3, and a4 are constants which can be found in
JANAF polynomials in Ref. (Stull and Prophet 1971). Moreover, the
specific heat capacity for a mixture is calculated as,

cp,mix =
ns

∑
k=1

wk cp,k . (3.36)

According to Cengel (2003), the internal energy of a system consists
of sensible, latent, chemical and nuclear forms. In the current study,
sensible enthalpy, which is the energy required to heat/cool the
system from a reference temperature, is considered.

It should be noted that Eqs. 3.35-3.36 are also used in the HOMogeneous
REAction (HOMREA) for calculation of thermophysical properties.
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To numerically predict species concentration and temperature in
a perfectly mixed reactor at steady state conditions, the model of
Perfectly Stirred Reactor (PSR) is commonly used. However, the as-
sumption of an ideal PSR model may not be valid in reality for
the non-ideal JSRs due to the instabilities that exist in closed sys-
tems (Abdalla et al. 1982, Patel et al. 2010, Lammersen et al. 2013,
Stoehr et al. 2015). Therefore, in order to identify the origin of the in-
homogeneity, a zero-dimensional mathematical model is developed.
In the developed multi-zone model, the JSR is divided into a number
of separate homogeneous PSR where all scalar fields are uniform in
each zone. However, the initial mole fraction of the reactants, the
volume, the wall temperature, and the heat transfer coefficient in
each zone can be considered differently. In addition, the mass and
energy exchange between all zones in the developed multi-zone
model is considered, while keeping the volume of the zones con-
stant over time. Due to the inhomogeneous distribution of the tur-
bulence parameters, such as turbulent kinetic energy (Abdalla et al.
1982), the mixing exchange rate between zones is calculated as a
function of turbulence frequency. It is worth mentioning that the
variation of the wall temperature, the heat transfer coefficient, the
initial mole fraction of the reactants, and volume have been consid-
ered in this study as the highest possible deviations predicted by
the experimental study in Ref. (Moshammer et al. 2016) to mimic
the stochastic process inside the JSR.

In this chapter, the governing equations for describing a PSR are
first described in Section 4.1 and then the developed theoretical
multi-zone model is formulated in Sections 4.2 - 4.4.

4.1 governing equations in the perfectly stirred re-
actor

An idealized stirred reactor is a small chamber with inlet and exit
ducts while keeping the condition of thermal insulation. Figure 4.1
shows a schematic of a PSR in which fuel and oxidizers are delivered
continuously from the inlet in such a way that high-intensity turbu-
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Figure 4.1: Schematic of a PSR model

lent mixing makes the reactor’s properties spatially uniform. There-
fore, chemical reaction rates, rather than mixing procedures, gov-
ern how quickly reactants turn into products. Note that the walls
of the well stirred reactors are considered to be non-catalytic. The
model of PSR is generally used for predicting the behavior of the
well-stirred reactors, developing and validating the chemical kinetic
mechanism (Lu and Law 2006), analyzing the system performance,
including species concentrations, reaction rates, and ignition delay
times (Wagnon et al. 2018), studying lean premixed combustion in
gas turbine reactor (Dagaut et al. 2005), soot particle formation mod-
eling (Marchal et al. 2009, Brown et al. 1998).

A set of conservation equations govern the different processes
taking place in the well-stirred reactors. The PSR model is described
by the following conservation of mass, species mass fraction, and
energy equations (Glarborg et al. 1986) considering a constant pres-
sure system (p = constant), negligible kinetic and potential energies
(KE = 0, PE = 0),

dm
dt

= ṁin − |ṁout| , (4.1)

Q̇h + Ẇh + hin ṁin − hout |ṁout| =
dm ·U

dt
, (4.2)

dwk
dt

=
ṁin
m

(win,k − wk) +
Mk ω̇k

ρi
, (4.3)
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where mass inflow rate, mass outflow rate, rate of heat transfer, rate
of work, specific internal energy, specific enthalpy, species mass frac-
tion, molecular weight, and molar production rate of the kth species
are denoted by ṁin, ṁout, Q̇h, Ẇh, U, h, w, M, and ω̇, respectively.

4.2 governing equations in the multi-zone model

Figure 4.2: Schematic of a multi-zone model

Figure 4.2 depicts a schematic of the multi-zone model, in which
the mass inflow (ṁin) and the mass outflow rates (ṁout) is de-
fined separately in each zone. Furthermore, the arrows between
the zones represent the mixing exchange rates. In this model, the
sum of the mass inflow rates over all zones equals the total mass in-
flow rate of the reactor. The multi-zone model is later implemented
in the in-house simulation program of HOMREA (Maas and Warnatz
1988). This software package is commonly used for computing time-
dependent homogeneous reaction systems under various thermody-
namics variables such as constant or user-specified time-dependent
profiles of pressure, volume, temperature or adiabatic conditions.
To effectively simulate the flow field within a JSR and simultane-
ously solve the governing equations for all zones in the multi-zone
model, it is necessary to make certain simplifications. These simpli-
fications aim to replicate the actual conditions inside the JSR and
capture the available nonhomogeneity following the experimental
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setup of the JSR (Moshammer et al. 2016). The following assump-
tions are considered in the multi-zone model.

• The total volume of the JSR (the volume of the confined spher-
ical chamber) is kept constant over time because the JSR con-
figuration has no moving parts. Subsequently, the volume of
each zone is assumed to be constant over time. Therefore, no
work exchange is included in this model. If the volume of
each zone is allowed to vary over time, the hottest zone will
expand to fill the entire JSR chamber, eliminating the cooler
zones, which is not realistic.

• The sum of the volumes over all zones is equal to the total
volume.

• Surface reactions are neglected.

• The pressure over all zones is constant over time and equal to
the initial pressure value. Following the experimental setup of
the JSR (Moshammer et al. 2015), exhaust gas is continuously
removed by the outlet to keep the pressure constant.

• In the current study, only the heat transfer of the reactor side
is considered, not the heat transfer of the oven side and the
reactor wall (Lignola and Reverchon 1988). The reason for this
simplification is related to the computational domain, which
is limited to the reactor side in order to reduce computational
costs and to focus only on the behavior of the flow within the
reactor chamber.

• Radiation heat transfer and heat conduction between the zones
are not considered in the studied model.

The differential algebraic system of mass, species mass fraction,
and energy conservation equations for the zone i are implemented
in the HOMREA as following,

dmi
dt

= ṁin,i +
nz

∑
j=1

ṁ+
i,j +

nz

∑
j=1

ṁ−i,j + ṁout,i , (4.4)

dwi,k

dt
= Ẋin,i(win,i,k − wi,k) +

nz

∑
j=1

Ẋ+
i,j (wj,k − wi,k) +

Mi,k ω̇i,k

ρi
, (4.5)
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dTi
dt

=
1

cp,i

{
− ht A (Tw − Ti)

mi
+

p
M̄iρi

dM̄i
dt
− 1

ρi

ns

∑
k=1

(Mi,k Ui,k ω̇i,k)

+ Ẋin,i

ns

∑
k=1

(hin,i,k − hi,k) win,i,k + Ẋin,i

ns

∑
k=1

(hi,k −Ui,k) (win,i,k −wi,k)

+
nz

∑
j=1

Ẋ+
i,j

ns

∑
k=1

(hj,k − hi,k) wj,k +
nz

∑
j=1

Ẋ+
i,j

ns

∑
k=1

(hi,k−Ui,k) (wj,k−wi,k)

}
,

(4.6)

together with the equations of molar mass variation and mass
variation induced by ideal gas (in constant volume and pressure) as
follows,

dM̄i
dt

= −M̄2
i

ns

∑
k=1

1
Mi,k

dwi,k

dt
, (4.7)

dmi
dt

= −mi
Ti

dTi
dt

+
mi

M̄i

dM̄i
dt

. (4.8)

Here, the total number of zones, the total number of species, con-
vective heat transfer coefficient, surface area between the gas mix-
ture and the zone’s wall, wall temperature, mean molecular weight,
and specific heat capacity at constant pressure are denoted by nz,
ns, ht, A, Tw, M̄, and cp, respectively.

The mass exchange rate of ṁ+
i,j represents the mass flow rate ob-

tained by the zone i from zone j and ṁ−i,j the mass flow rate given
by the zone i to the zone j. Since the highly turbulent, chaotic, and
unpredictable fluid motions promote the transport of mass and
heat transfer within the JSR, the exchange of mass and energy be-
tween two zones is considered equally in the multi-zone model.
That means the mass flow rate obtained by the zone i from the zone
j and given by the zone i to the zone j has the same value. There-
fore, the sum of these pair variables is zero. Details are provided in
Section 4.3.

Furthermore, the first term of the right-hand side (RHS) of Eq. 4.5
represents the exchange due to the difference between the mass frac-
tion of the inflow gas and the flow inside the chamber; the second
term refers to the exchange between the zones since species mass
fraction in each zone may be different. The last term also represents
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the chemical reaction source term. In addition, in Eq. 4.6, the first
term of the RHS stands for the convective heat transfer to/from the
walls, the second term for the variation of molecular weight; the
third term for the source term of heat generation during chemical
reactions; the fourth and the fifth terms for exchange between the
inflow gas and the flow inside the reactor due to differences in en-
thalpy and species mass fraction; and finally the sixth and the sev-
enth terms for the exchange between the zones due to difference in
enthalpy and mass fraction. It should be noted that the developed
multi-zone model can be considered as a single zone model if the
terms related to the interaction between the zone are removed from
the Eqs. 4.4 - 4.6.

In Eqs. 4.5 and 4.6, the mass fraction of the inflow rate Ẋin and
the mass exchange fraction between zones Ẋ+

i,j are specified as,

Ẋin,i =
ṁin,i

mi
, Ẋ+

i,j =
ṁ+

i,j

mi
. (4.9)

Note that the mass of each zone is calculated by the ideal gas law,
since temperature, pressure, mole fraction of the reactants, and vol-
ume of each zone are defined as the input values. In this study, the
values of temperature, pressure, initial species mass fraction of the
reactants, and the total volume of the reactor are given by the exper-
imental data (Moshammer et al. 2016) and the turbulence parame-
ters are obtained by the LES simulations of the JSR (Esmaeelzade et al.
2021). Furthermore, the mass variation for each zone in the multi-
zone model is calculated using the partial derivatives of the ideal
gas law with respect to time (Eq. 4.8), while the system pressure
and the volume of each zone are kept constant. Thus, having the
mass variation from Eq. 4.8, the outflow rate for each zone (ṁout)
can be calculated by the conservation of mass equation (Eq. 4.4).

4.3 modeling mass exchange rates

In the present study, the mass obtained/given by a zone (mass ex-
change) is proportional to 1) the zone’s mass given/obtained by
a zone m; 2) mass coming from/given to a zone is distributed to
the different zones according to their mass ratios represented by
ζ ζT ; 3) mixing frequency of fmix which is affected by turbulent
time-scales. Note that multiplying the mass weighted vector ζ by
its transpose ζT produces a matrix which each element is the prod-
uct of the corresponding mass of each zone. The model of mass
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exchange rate obtained by a zone Ω̇
+
m and given to a zone Ω̇

−
m in

matrix notation can be obtained by,

Ω̇m
+

= ζ ζT m fmix, Ω̇m
−

= −ζ ζT m fmix . (4.10)

Specifically, we defined the mass exchange rates of ṁ+
i,j (the mass

flow rate obtained by the zone i from zone j) and ṁ−i,j (the mass
flow rate given by the zone i to the zone j) in index notation as,

ṁ+
i,j = ζ j ζi mj fmix,j , (4.11)

ṁ−i,j = −ζi ζ j mj fmix,j , (4.12)

where the mass weighted variable of ζ is calculated as,

ζi =
mi

∑nz
i=1 mi

. (4.13)

It is noteworthy that the net mass exchange between any two
zones (sum of the mass obtained and given by a zone) is equal to
zero, as described in Eq. 4.10. Due to the intense mixing and the
fast motion of the flow field inside the JSR, the absolute value of
the mass exchange between any two zones is assumed to be identi-
cal (|Ω̇+

m | = |Ω̇−m |). However, the overall mass within an individual
zone does not remain constant over time due to the presence of
mass inflow and outflow rates. The inflow and outflow contribute
to changes in the mass content within the zone, leading to tempo-
ral variations in the mass of the zone despite the balanced mass ex-
change between zones. Also, in this study, the mass exchange rate is
defined only between different zones, not from zone i to the zone i.

Following the mixing models in Refs. (Pope 1985, Celis and da Silva
2015, Subramaniam and Pope 1998), the mean mixing frequency
fmix is defined as a function of mixing model parameter of Cφ and
turbulent frequency of each zone f as follows,

fmix,i = Cφ,i fi . (4.14)

The model parameter obtains a wide range of values depending on
the mixing model (Krisman et al. 2014). As mentioned in Ref. (Celis
and da Silva 2015), Cφ varies with the characteristic length scales
of the scalar fields; therefore is not a universal constant. In the cur-
rent study, the sensitivity of the multi-zone model to a wide range
for the model parameter is examined and the best value of 0.18 is
selected for further investigation.
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As mentioned in Sections 3.4 and 3.5, high Reynolds number tur-
bulent flow comprise a range of eddies with different sizes (Pope
2000). Within turbulent flows, turbulent kinetic energy is generated
by the interaction between the larger eddies and the mean flow. On
the other hand, the dissipation of the kinetic energy into heat occurs
within the smallest eddies (Sheng et al. 2000). Hence, the turbulent
kinetic energy and dissipation rates serve as key parameters for
characterizing mixing processes. The turbulent frequency f is de-
fined in this study as follows (Celis and da Silva 2015, Magnussen
2005),

f = εtot/Ktot , (4.15)

where the total turbulent kinetic energy and its dissipation rate are
denoted by Ktot and εtot, respectively. As mentioned in Section 3.5,
the total dissipation rate can be approximated by SGS dissipation
rate. In the current study, the mixing frequency is specified as an
input parameter from the CFD studies (Esmaeelzade et al. 2021)
for the developed zero-dimensional multi-zone model. Chen (1997)
studied the influence of unmixedness in terms of residence time and
mixing frequency scale using the Probability Density Function (PDF)
equations for a Partially Stirred Reactor (PaSR). However, the devel-
oped model in this study provides a simpler deterministic model to
reflect the inhomogeneity of the JSRs.

4.4 modeling heat transfer coefficient

According to David et al. (1979) and Lignola and Reverchon (1988),
the heat transfer coefficient in the JSRs depends on the fluid dynamic
of the gas mixture. Later, the variation of the heat transfer func-
tion in predicting the oscillation frequency during the oxidation of
dimethyl ether (DME) is investigated (Stoehr et al. 2015). An empir-
ical correlation for the heat transfer of a cylindrical JSR is derived
by David et al. (1979). In this study, this correlation is adapted to
represent heat transfer between the zone and its wall for a spherical
JSR. The heat transfer coefficient, denoted as ht, is derived based on
the Nusselt number, as described by Lignola and Reverchon (1988),

ht = 0.89
λ

D
Re0.683

N Pr1/3 , (4.16)
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in which the Prandtl number follows the formula Pr = µ cp/λ
and the Reynolds number based on the nozzle conditions ReN =
ρ Q/π d µ.

In this study, the heat transfer coefficient for a spherical JSR of
40 mm having four inclined nozzles of diameter of 1 mm based
on the Computational Fluid Dynamic (CFD) results is calculated, in
which the Reynolds number is based on an averaged velocity and
the nozzle diameter, and Prandtl number is based on viscous and
thermal diffusion rate of the mixture.Therefore, in the current study,
the heat transfer coefficient is computed as 3.28 W m−2 K−1.



Part III

R E S U LT S

To understand the mixing quality in a spherical JSR de-
signed by Dagaut et al. (1986), the details of flow field
characteristics, turbulence structures, homogeneity, pro-
duction of turbulent kinetic energy and its dissipation,
etc., are numerically analyzed in the present study. In
the first part, a three-dimensional configuration of a JSR

is simulated for a non-reacting mixture by the LES turbu-
lent flow model in order to evaluate the mixing process.

Chapter 5 presents the numerical setup of the JSR to-
gether with the operating initial and boundary condi-
tions, which were adjusted to the experimental work
(tracer decay experiments) of Ayass et al. (2016). Subse-
quently, the mixing performance of a spherical JSR in
terms of the mean residence time distribution is ana-
lyzed in Chapter 6. Adding the modeling of the turbu-
lent nozzles to the computational domain improves the
results, which is discussed in Chapter 7. Later, the effects
of different geometrical and thermodynamic parameters
on the mixing quality of the JSR are studied in Chapter 8.

The results of the mixing process in Chapters 6-8 show
the necessity of a theoretical model to incorporate im-
perfect mixing with detailed chemistry in the real JSRs.
Therefore, in the second part, a theoretical model is de-
veloped to capture the inhomogeneous distribution of
the species mole fractions and the thermodynamic vari-
ables in a reacting composition, as addressed in Chap-
ter 9.

Later, the mixing quality inside a spherical JSR is im-
proved by proposing an alternative design of the noz-
zles. Chapter 10 discusses the details of the turbulence
structure and its effect on the mixing efficiency within
the new design of the JSR. Finally, the outcomes of this
thesis together with some suggestions for future work
are presented in Chapter 11.
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Figure 5.1: The Jet Stirred Reactor (JSR) configuration in three dimensions;
nozzle D points in the upward direction, length of 27.1 mm, its
orientation from the y-z plane of 18°; nozzle B points in the
downward direction, length of 22.8 mm, its orientation from the
y-z plane of 25°; nozzles C and A point in the horizontal direc-
tion, length of 21.4 mm, their orientations from the x-z plane of
23°; spherical chamber E; outlet F (Esmaeelzade et al. 2021)

Figure 5.1 shows different views of a three-dimensional configu-
ration of a spherical JSR following the design of Dagaut et al. (1986).
The reactor consists of a spherical vessel with a total volume of
32.8 cm3 and a diameter of 40 mm together with four nozzles (with
an outer diameter of 3 mm and an inner diameter of 1 mm), and
an outlet of the diameter of 10 mm. The inclinations of the noz-
zles to the z-axis and their distances to the outlet and to the walls
are described in the captions of Fig. 5.1. Positioning four turbulent
nozzles in the equatorial plane leads to the generation of two cir-
culating streams in the x-y and the x-z planes. Therefore, to under-
stand how far the studied JSR is from the ideal and homogeneous
conditions, the mixing quality inside a spherical JSR is numerically
investigated using the Open Source Field Operation and Manipula-
tion (OpenFOAM) software.

5.1 simulation setup in openfoam

The flow field inside the JSR is simulated by the solver of reacting-
Foam. The filtered governing equations of Eqs. 3.17-3.20 are solved
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in this solver. The simulations follow a tracer-decay technique using
carbon dioxide and nitrogen according to the experimental setup
(Ayass et al. 2016). Note that the study choice of a mixture of two
nonreacting species of carbon dioxide and nitrogen allows to focus
on the mixing quality without considering the reactions between
the species. Therefore, the source terms of Eqs. 3.19 and 3.20 are ne-
glected for all simulations in this study performed by OpenFOAM. Ac-
cording to the experiments (Ayass et al. 2016), a continuous stream
of CO2 gas is first injected into the JSR until the flow reaches the
steady state condition. Then, a solenoid valve suddenly blocks CO2
and a constant N2 stream hits the JSR walls by turbulent jets. The
turbulent jets exiting from the nozzles in four different directions
facilitate effective mixing of the flow. Finally, the flow leaves the
reactor through the outlet.

In this study, a 3-D configuration of the JSR is numerically an-
alyzed considering constant volumetric flow rates of 18.9 cm3 s−1,
84.6 cm3 s−1, and 162.2 cm3 s−1 depending on the desired mean res-
idence time. The numerical calculation of the mean residence time
based on the computed concentration at the outlet is also addressed
in Section 2.3.

Boundary Temperature Pressure

jets inlets fixedValue of 298 K fixedFluxPressure of 100 kPa

outlet zeroGradient totalPressure

spherical vessel fixedValue of 298 K zeroGradient

velocity mass fraction t < 1 s mass fraction t > 1 s

fixedValue of fixedValue of CO2 = 1; fixedValue of CO2 = 0;

|uz| = 26.96 m s−1 N2 = 0 N2 = 1

zeroGradient zeroGradient zeroGradient

noSlip zeroGradient zeroGradient

Table 5.1: Boundary conditions for the standard JSR over the jets inlets, out-
let and the spherical vessel in the case of Q = 84.6 cm3 s−1

The initial and the boundary conditions for the simulations fol-
low the experimental setup (Ayass et al. 2016). Herein, an ambient
temperature of 298 K, pressure of 100 kPa, and velocity of 0 m s−1

were set as the internal field. The boundary conditions are sum-
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marized in Table 5.1. The zeroGradient condition represents that
the boundary face value is set to the value of its owner cell ( ∂φ

∂n =
0) (Weller et al. 1998). However, the noSlip fixes a zero velocity at
the surface of the spherical chamber of the JSR. Over the fixedValue,
the variable’s value is kept fixed. The fixedFluxPressure on the jet
inlets chooses the pressure gradient such that it agrees with the ve-
locity boundary condition. Furthermore, the totalPressure boundary
condition at the outlet of the spherical JSR is considered. The total
pressure (also known as stagnation pressure) and static pressure are

connected by pstatic = ptot − ρu2

2 (Boite et al. 2023). This boundary
condition allows the static pressure to vary freely on the surface
according to the velocity vector. Therefore, it improves the numeri-
cal stability of the solution. Moreover, regarding the mass fraction
of carbon dioxide, a constant value of 1 is first considered inside
the reactor and at the inlets and in the same way, a constant value
of nitrogen is defined as zero at all inlets, as outlined in Table 5.1.
After running the simulations for 1 s, which is 660 times the ratio
of the JSR diameter to the injection velocity, the flow of CO2 gas
is stopped, following the procedure described in the experimental
setup by Ayass et al. (2016) for filling the JSR. Therefore, a stationary
steady-state condition is reached before the injection of N2 into the
reactor. Subsequently, the boundary conditions at the inlets of the
jets were modified such that the CO2 mass fraction became 0, while
the N2 gas was set to 1.

It should be noted that the flow inside the nozzle is first neglected
and a top-hat velocity profile is considered at the exit of the nozzles
in order to focus only on the decay of the tracer within the spherical
chamber and to simplify the calculations (as discussed in Chapter 6).
Next, the flow modeling through the nozzles is added to the com-
putational domain and a top-hat velocity profile is considered at the
entrance of the nozzles (as presented in Chapter 7). Note that the
calculated Reynolds number based on an averaged injection veloc-
ity of 26.9 m s−1, a nozzle diameter of 1 mm, and a reactor diameter
of 40 mm, the Reynolds number (for CO2 flow) is 2620 and 10400,
respectively.
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( N O Z Z L E F L O W M O D E L I N G N E G L E C T E D )

In this chapter, the modeling of the flow through the nozzles is
neglected and the injection of the flow stream at the outlet of the
nozzles is considered (boundary conditions were set on the nozzles
outlet). Due to these simplifications, fewer cells are generated over
the JSR, resulting in lower computational cost.

The details of the generated mesh was presented in Section 6.1.
Furthermore, a grid resolution study on three different cells was
used to understand the accuracy of the numerical simulations. Af-
terwards, the results of the flow field characteristics in terms of the
decaying process of the tracer and velocity distribution were dis-
cussed in Section 6.2. Further, the mean residence time for different
constant volumetric flow rates was studied in Section 6.3. The re-
sults of the current chapter have been compared with an ideal JSR

and the experimental data presented by Ayass et al. (2016).

6.1 overview on the generated mesh

(a) (b)

Figure 6.1: Generated mesh over (a) the internal field (b) the exit of the
nozzle (Esmaeelzade et al. 2019)
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Figures 6.1a and 6.1b show the generated meshes inside the JSR

configuration and close to the exit of one nozzle, respectively. Since
a high velocity stream is injected from the nozzles, smaller meshes
are distributed in the regions that are close to the exits of the noz-
zles. The mesh structure consists mainly of hexahedral and poly-
hedral grids which are distributed non-uniformly within the JSR by
the mesh generator of the SnappyHexMesh utility (OpenFOAM). The
mesh refinement is also applied at the walls and the outlet. These
regions have a higher rate of change of the flow properties, such as
velocity, pressure, and species concentration.

The meshing process is followed by drawing the JSR in SALOME
platform (Ribes and Caremoli 2007). Then, the STereoLithography
(STL) format of the drawing is imported into OpenFOAM. After that,
a rectangular box covering the entire geometry with a background
mesh is created by blockMesh. Thus, the snappyHexMeshDict executes
the control of the meshing, such as splitting all cells intersected
by STL geometries, cell refinement, splitting cells at edges and sur-
faces, and adding layers. The mesh is finally projected back from
the surface in the direction normal to the surface by a specified
thickness (Gisen 2014).

Cells 50k 130k 260k

(CO2)rms 0.034 0.033 0.032

Table 6.1: Study of grid resolution in terms of the root mean square of the
tracer mass fraction

In order to understand the accuracy of the numerical results,
the grid refinement study is performed on progressively increased
mesh size. To this end, the JSR is distributed into increasing mesh
sizes of 50k, 130k and 260k cells. The Root Mean Square (RMS) of
the CO2 mas fraction is calculated and given in Table 6.1. As can be
concluded from Table 6.1, the RMS of the CO2 mas fractions are very
close to each other by increment of the cell size. Therefore, the mesh
size of 130k was used for further analyses in this chapter to reduce
the computational efforts. Note that the previous CFD simulation of
the same spherical JSR using the RANS modeling, was performed
on 70k cells (Gil and Mocek 2012).
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(a) (b)

Figure 6.2: Time averaged distribution of the velocity at the cross section of
(a) the x-z plane and (b) the x-y plane considering a volumetric
flow rate of Q = 84.6 cm3 s−1

6.2 results of flow properties within the jsr

The interactions of the turbulent jets originating from the nozzles
are of great interest in studying the mixing process within the JSR.
Figure 6.2 shows the time-averaged magnitude of the velocity field
in the cross-sections of the x-z and the x-y axes. The average is calcu-
lated over the time instances where the flow is statistically station-
ary and the injection of nitrogen has not yet started inside the JSR.
As can be concluded from Fig. 6.2a, the flow issued by the nozzles
pointing upwards and downwards hits the front wall; then bends
counter-clockwise in the plane of the x-z. While at the same time, a
pair of horizontally oriented nozzles drive the flow circumstantially
in the x-y plane in the counter-clockwise direction, as illustrated
in Fig. 6.2b. Therefore, a continuous perpendicular flow generated
by two pairs of nozzles (i.e., the upwards and downwards pointing
nozzles and the horizontal pointing nozzles) enhances the turbu-
lence level and the efficient mixing through the JSR.

In this section, a top-hat velocity profile with a uniform velocity
distribution of 26.96 m s−1 is set at the outlet of the nozzles (over
the entire cross-sectional area of the nozzle). The top-hat velocity
over the nozzle exit is not clear, because the color map is restricted
to the range of 0 - 10 m s−1 for a better visualization of the velocity
distribution within the reactor.
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Further, the flow velocity decreases by 5 m s−1 by being far away
from the orifice nozzle. However, where the flow stream meets the
surface of the spherical wall, the flow velocity magnitude increases
to about 7.5 m s−1 (see Fig. 6.2b).

Figure 6.3: Instantaneous snapshots of the tracer mass fraction over time
related to a volumetric flow rate of Q = 162.2 cm3 s−1 (first
row), Q = 84.6 cm3 s−1 (second row) and Q = 18.9 cm3 s−1 (third
row) (Esmaeelzade et al. 2019)

As mentioned in Section 5.1, the process of evacuating the JSR

from CO2 stream by instantaneous injection of N2 stream is simu-
lated using the Large Eddy Simulation (LES) modeling in three cases
of volumetric rates of 162.2 cm3 s−1, 84.6 cm3 s−1 and 18.9 cm3 s−1.
An overview over the temporal evolution of CO2 mass fraction af-
ter injection of N2 over the cross section of the x-z axes is shown in
Fig. 6.3. From the first to the third row, the volumetric flow rates are
decreased and therefore their corresponding mean residence times
τ for each case are changed to 0.12 s, 0.44 s, and 0.80 s, respectively.
It is important to notice that for all three cases, a considerable non-
homogeneous tracer concentration is observed at time instants less
than 0.26τ and CO2 concentration becomes more uniform over time.
The results of the LES simulations in the current study are in rather
good agreement with the RANS simulations from earlier publica-
tions (Crawford 2014), which predict a high inhomogeneity over
the spherical JSR at the time of less than 0.2 s.

It should be noted that at the shorter residence time, the inho-
mogeneity between the inflow gas (N2) and the existing gas within
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the JSR (CO2) is very high in comparison to the longer residence
time. Therefore, the tracer mass fraction changes rapidly between
0.13τ to 0.52τ, compared to the time interval from 0.75τ to τ, as can
be seen in Fig. 6.3. More specifically, at the initial time, a stagnation
(dead) zone is created in the JSR center and the distance between the
nozzles, which leads to the later decay of the tracer, as already pre-
dicted by Zhang et al. (2018). As time progresses and the residence
time increases, the overall mass fraction gradient tends to decrease,
leading to a more uniform distribution of the tracer and a slower
rate of change of CO2 mass fraction.
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Figure 6.4: Profiles of the mass fraction CO2 for the case of Q = 84.6 cm3/s
along (b) the z-axis, (c) the y-axis, and (d) the x-axis. The loca-
tion of the axes is clarified in (a) segment (Esmaeelzade et al.
2019)

As shown in Fig. 6.3, a nearly homogeneous distribution of CO2
mass fraction is obtained at t=τ for all three cases of volumetric flow
rates. However, capturing the tracer mass fraction distribution is not
enough to evaluate the mixing quality inside the JSR. Therefore, fur-
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ther investigations on the mean residence time and the normalized
Residence Time Distribution (RTD) are performed.

Figure 6.4 depicts the spatial distribution of CO2 along three dif-
ferent axes of the z, y, and x as a function of residence time. The
positions of the three orthogonal axes are shown in Fig. 6.4a. As
shown in Figs. 6.4b - 6.4d, the spatial deviation of CO2 mass frac-
tion is decreased over time and accordingly homogeneity within
the JSR is improved. However, the mixture inside the studied JSR

does not achieve complete homogeneity at the mean residence time
(t = τ).

Figure 6.4b shows that regions close to the outlet (around z ≈ 15 mm)
predict a lower CO2 mass fraction, while a higher tracer mass frac-
tion is captured at the location of the outlet (z = 20 mm, where
the arrow points) due to the circular flow created by the horizon-
tal nozzles and the flow reversal that occurs as the flow leaves the
reactor. Moreover, the CO2 mass fraction decreases slightly in a re-
gion close to the top wall around z ≈ −20 mm compared to the
regions close to center of the JSR (z = 5 mm) due to the circulating
stream generated by the upwards and downwards pointing nozzles
(see Fig. 6.4b). In addition, the presence of the horizontal nozzles
at x ≈ ± 10 mm and the upward and the downward pointing
nozzles at y ≈ ± 10 mm leads to a drop in the tracer mass frac-
tion to zero due to the injection of fresh N2 stream, as shown in
Figs. 6.4c and 6.4d, respectively. Also, the discontinuity in the pro-
files of Fig. 6.4d is caused by the nozzle pointing upwards in this
area.

6.3 results of mean residence time studies

Table 6.2: A representation of the residence times corresponding to an ideal
reactor (τ), experimentally measured in Ref. (Ayass et al. 2016,
Ayass 2013) (τexp) and predicted by the numerical simulations
(τnum) for different flow rates (Q) (Esmaeelzade et al. 2019)

Q τ τexp τnum

18.9 cm3 s−1 0.70 s 0.725± 0.027 s 0.80 s

84.6 cm3 s−1 0.37 s 0.415± 0.011 s 0.44 s

162.2 cm3 s−1 0.10 s 0.207± 0.014 s 0.12 s
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In order to understand the mixing performance of the studied JSR

and its deviations from idealty, the mean residence time and the
normalized RTD are studied, which aid in further improvement of
the design of the real reactors. Table 6.2 presents the mean residence
time calculated based on the highly resolved LES simulations, the ex-
perimental measurement from Ref. (Ayass et al. 2016), and the theo-
retical calculations for an ideal JSR (see Eq. 2.4). Here, the volumetric
flow rates change as 18.9 cm3 s−1, 84.6 cm3 s−1, and 162.2 cm3 s−1.
Note that the residence time estimated by the LES simulations for a
spherical JSR at the operating conditions of 298 K and 1 bar is consis-
tent with the range of 0.01 - 3 s previously estimated by Dagaut et al.
(1986). Table 6.2 shows that a lower volumetric flow rate predicts a
longer mean residence time since it corresponds to a lower veloc-
ity and consequently, a lower exchange of the flow within the JSR.
Furthermore, the mean residence time predicted by the simulation
at the high flow rate of 162.2 cm3 s−1 is very close to the theoretical
mean residence time, since a higher velocity is defined at the noz-
zle exit and consequently a faster exchange of flow within the JSR is
predicted.
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Figure 6.5: Comparing numerically calculated normalized RTD to an ideal
reactor (Eq. 2.4) considering volumetric flow rate of 18.9 cm3 s−1

Since the mean residence time alone cannot accurately represent
the overall level of mixing within the JSR, the residence time dis-
tribution (RTD) are generally used to characterize and diagnose the
problems in the non-ideal reactors (Fogler 1999), as mentioned in
Section 2.3. To characterize the mixing over the simulated JSR, the
normalized RTD versus normalized time is calculated for the stud-
ied JSR having the volumetric flow rate of 18.9 cm3 s−1 and com-
pared to an ideal reactor, as shown in Fig. 6.5. In fact, the normal-
ized RTD (E(t/τ)) for an ideal reactor is calculated based on the
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exponential expression e−t/τ , where the theoretical mean residence
time is 0.70 s (see Table 6.2). In addition, the numerically predicted
E(t/τ) for the simulated reactor is calculated based on the expres-
sion (Cout(t)/C0), using Eqs. 2.6 and 2.9.

As shown in Fig. 6.5, the normalized RTD for the simulated JSR has
a unity value at the time of zero since the tracer concentration at the
outlet Cout is equal to the initial concentration of the tracer C0. The
normalized RTD curve has a large deviation from the ideal reactor
at the earlier time (around 0.2 s), which represents short-circulating
flow (bypassing process), following the RTD studies of Fogler (1999)
and (Wolf and Resnick 1963). In addition, a long tail of the RTD

curve at longer times represents the dead (stagnant) zones (Fogler
1999). Dead zones reduce the effective volume of the JSR, resulting
in a smaller active reactor volume than expected (Fogler 1999). It
can be concluded that the RTD curve for the simulated JSR does not
follow the ideal perfectly mixed reactor because it does not coincide
with the ideal reactor. Therefore, a theoretical model is needed to
represent the inhomogeneity within the JSR.

6.4 conclusions

In this chapter, a numerical analysis using the LES, Smagorinsly
model is performed to analyze the flow characteristics in a 3-D con-
figuration of a spherical JSR. In these simulations, the mixing quality
is studied during a tracer decay technique following the experimen-
tal work of Ayass et al. (2016), in which nitrogen gas is injected into
the steady state stream of carbon dioxide. The present large eddy
simulations reproduce the large scale dynamics of the flow within
the reactor, and the small scales are also modeled by the Smagorin-
sky turbulence model. This allows to capture the details of the flow
field inside the JSR such as the temporal distribution of the tracer
concentration and the velocity field, together with the evaluation of
the mixing quality and the location of the dead spaces within the
JSR.

The results of this chapter show that a continuous perpendicular
stream is generated by two pairs of nozzles (i.e., the upwards and
downwards pointing nozzles and the horizontal pointing nozzles)
which leads to the enhancement of the turbulence level and the mix-
ing efficiency inside the reactor. Furthermore, capturing the tempo-
ral evolution of the tracer mass fraction along three axes shows that
a totally uniform composition is not obtained at the mean residence
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time. In addition, comparing the calculated normalized RTD curve
for the simulated JSR with an ideal reactor predicts the short circu-
lating flow and dead spaces within the studied reactor.
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Figure 7.1: Velocity vectors through the upward and downward nozzles the
x-z cross section (red box illustrates the velocity profile at the
entrance of the downward nozzle)

In order to improve the results of the RTD studies presented in
Section 6.3, the flow inside the nozzles is additionally considered in
this chapter. It means, modeling of flow field inside the nozzles is
added to the previous simulations (the JSR chamber having a spher-
ical vessel of diameter of 40 mm). Figure 7.1 shows the 2-D distri-
bution of the direction and the magnitude of the velocity vectors
through the nozzles and inside the JSR. The velocity profile at the
entrance exhibits a top-hat shape (as shown in the magnified red
box of Fig. 7.1), characterized by a uniform and constant velocity of
26.96 m s−1 over the cross-sectional area of the nozzle entrance. Fur-
thermore, obtaining a fully-developed turbulent flow at the outlet of
the nozzle orifices results in a maximum velocity of approximately
48 m s−1. Therefore, it is expected that a flow with a higher turbu-
lence level will be generated by the high velocity nozzle flow com-

55
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pared to the results of the JSR modeling neglecting the flow through
the nozzle (Chapter 6).

In this chapter, in order to estimate the accuracy of the numerical
discretization, the Grid Convergence Method (GCI) (Celik et al. 2008)
is first applied to a progressively reduced mesh size as presented
in Section 7.1. Next, the flow characteristics inside the nozzles, such
as the pressure and velocity distribution in the regions close to the
nozzles are studied in Section 7.2. The initial and boundary condi-
tions were presented in Section 5.1. Later, the details of the flow
field within the spherical vessel such as the Q-criterion and the
velocity contour are analyzed in Section 7.3.

7.1 numerical accuracy in terms of richardson- ex-
trapolation

The main errors which might emerge through numerical simula-
tions of the flow field are modeling errors, iterative convergence
errors, and discretization errors (Roache 1997). In this section, the
focus is on discretization error, which arise from the difference be-
tween the exact solution of the governing equations and the exact
solution of the algebraic expressions in a discrete domain of space
and time. In order to calculate discretization error estimation in the
LES simulations, the Grid Convergence Index (GCI (Celik et al. 2008))
is used in the present study, which is based on Richardson- extrap-
olation method (Richardson 1911).

Discrete solution of a dependent variable φ can be written as fol-
lows (Roache 1998),

φext = φH + B1H+ B2 H2 + B3H3 + ... , (7.1)

where the exact value of a dependent variable and its approxima-
tions are denoted by φext and φH, respectively, with a grid cell size
of H. The grid size can also be calculated using the following ex-
pression,

H =
[ 1

N

N

∑
i=1

(∆Vi)
]1/3 , (7.2)

where ∆Vi is the volume of the ith cell. The error between the ex-
act value and the approximated value Er on the finite grid size is
explained by,

Er = φext − φH = B HP + O(HP+1) + ... , (7.3)
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where P represents the apparent order of the numerical accuracy.
The errors for three different grid sizes of H1, H2, and H3 from fine
to coarse mesh are computed as (Roache 1998),

Er,1 = φext − φ1 = B HP1 , (7.4)

Er,2 = φext − φ2 = B HP2 , (7.5)

Er,3 = φext − φ3 = B HP3 , (7.6)

By subtracting Eq. 7.4 from Eq. 7.5 and Eq. 7.5 from Eq. 7.6, the
following formula is obtained (Celik et al. 2008),

P =

∣∣∣ln (∣∣∣ φ3−φ2
φ2−φ1

∣∣∣+ Wm(P)
)∣∣∣

ln(r21)
, (7.7)

Wm(P) = ln
( rP21 − sm

rP32 − sm

)
, (7.8)

sm = sgn
(φ3 − φ2

φ2 − φ1

)
. (7.9)

The grid refinement factor is computed based on r32 = H3/H2 and
r21 = H2/H1, which should be larger than 1.3 (Celik et al. 2008).

Also, the error of ea approximates the error between the fine grid
solution and the unknown exact solution, which is given by

ea =

∣∣∣∣φ1 − φ2

φ1

∣∣∣∣ . (7.10)

Using this method, the numerical uncertainty on the finest grid is
evaluated by the GCI. The fine-grid convergence index, GCIfine (Ce-
lik et al. 2008) is also estimated as (Celik et al. 2008),

GCIfine =
1.25 ea

rP21 − 1
. (7.11)

Procedure to calculate Grid Convergence Index (GCI)

First, a representative grid size of H is defined based on the aver-
aged cell size on progressively 3-D mesh sets of 1M, 490k, and 240k
cells. Next, a number of essential variables were chosen to compute
the discretization errors based on them, such as averaged velocity
uave and mean residence time τ. Then, following the GCI procedure,
the apparent order P is extracted from the three solutions φ1, φ2,
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Table 7.1: An overview of discretization error over the time-averaged veloc-
ity uave, and the mean residence time τ (Esmaeelzade et al. 2021)

uave τ

H1 2.9× 10−11 m 2.9× 10−11 m

H2 6.61× 10−11 m 6.61× 10−11 m

H3 1.28× 10−10 m 1.28× 10−10 m

r21 2.72 2.72

r32 1.93 1.93

φ1 1.125 m s−1 0.339 s

φ2 0.982 m s−1 0.369 s

φ3 0.956 m s−1 0.374 s

P 1.25 1.23

ea 12% 8.8%

GCIfine 4% 3.2%

and φ3 on the mesh sets with an average cell size of H1, H2, and
H3, respectively, based on Eq. 7.7. Table 7.1 outlines the results of
numerical uncertainty. The apparent order of discretization for the
average velocity is approximated as 1.25 and for the mean residence
time as 1.23, which both are in the expected range as mentioned in
the literature (Celik et al. 2008). The GCI represents the numerical
errors which is estimated as 4% and 3.2%. Even though we cannot
separate the contributions of the errors, their sum has a minor effect
on the key results (Bose et al. 2010). Therefore, it can be concluded
that the numerical errors can be neglected in this chapter and for
further simulations a total number of cells of 490k is considered.

7.2 flow field study over the nozzles

Due to the importance of the turbulent jets generated by the nozzle
on the flow mixing inside the JSR, this section focuses on the flow
field characteristics through the nozzles.The distribution of the time
averaged velocity magnitude (time interval from 0.01 s to 0.04 s)
over four lines is shown in Fig. 7.2. These lines are located inside
and outside of the downstream nozzle, parallel to the x-axis, with
a grid spacing of 3× 10−6 m. The vertical distances of the segments
from the entrance of the nozzle are presented by z (see Fig. 7.2b).
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Figure 7.2: Magnitude of the velocity profile along four segments over the
downwards pointing nozzle

Specifically, the segment of z = 0.001 mm is situated inside the noz-
zle (very close to the nozzle entry) and extends for a length of
1 mm. The other three segments are located outside the nozzle at
z = 18 mm (very close to the nozzle exit), z = 19 mm, and z = 25 mm
with a length of 3 mm (see Fig. 7.2a).

As shown in Fig. 7.2b, a top-hat and uniform velocity profile
of 26.96 m s−1 is distributed over the line of z = 0.001 mm. Fur-
thermore, the velocity profile is fully developed along the nozzle
axis and reaches its highest magnitude of 48.9 m s−1 (see segment
z = 18 mm) due to the pressure drop inside the nozzle, which can be
described by the head form of the energy (White 1990). According
to White (1990), the turbulent velocity profile in the center of the
nozzle drops sharply to zero at the wall. Such a trend is predicted
by the segment z = 18 mm in Fig. 7.2b, but an asymmetric profile of
the velocity distribution is captured due to the bend of the down-
ward nozzle at the exit of the orifice. It should be noted that such a
curvature along the upwards and the horizontal pointing nozzles of
the JSR has a drastic effect on the asymmetry of the velocity profile,
which improves the mixing within the reactor (Keulegan and Beij
1937).

In the same way, for two additional segments located outside the
nozzle at z = 19 mm and z = 25 mm, a higher magnitude of velocity
is obtained at the region closer to the center of the jet. Furthermore,
within the decaying jet region (region between the nozzle exit and
the walls, see Section 2.1), the velocity magnitudes along these seg-
ments (z = 19 mm, 25 mm) predict lower values compared to the
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exit of the downward nozzle (z = 18 mm). Comparing the segments
of z = 19 mm and z = 25 mm shows that the axial velocity in the cen-
ter line of the z-axis decays and the radial velocity along the x-axis
increases (as already discussed in section 2.1) (Fellouah et al. 2009).
Note that the interaction of other nozzles pointing upwards, and
horizontally can affect the asymmetrical distribution of velocity.
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Figure 7.3: Time averaged pressure distribution over the length of the noz-
zle downward pointing

Next, the distribution of the time averaged pressure along the axis
of the downwards pointing nozzle is illustrated in Fig. 7.3. The aver-
aged pressure declines in the direction of flow movement due to the
energy loss resulting from flow friction, as already predicted by the
work of Keulegan and Beij (1937). Such a pressure drop along three
other nozzles (upward and horizontal nozzles) is also captured. Al-
Rafai et al. (1990) predicted more pressure drop in a smaller and
highly curved nozzles, which can improve mixing inside the cham-
ber.

Furthermore, the rate of pressure loss at the nozzle entrance (where
a nearly inviscid stream flow converges and enters the nozzle (White
1990)) is greater than in the fully developed region, as already pre-
dicted by Düz (2019) (see the slope of the pressure distribution over
the distance of 0 mm-2 mm from the nozzle entry in Fig. 7.3). The
reason for the significant change in the pressure drop at the nozzle
entry (around 1 kPa) is related to the difference in the direction of
flow injection and the inclination of the nozzle. More specifically,
the downward nozzle has an inclination of 25° to the y-z plane, al-
though a top-hat velocity profile parallel to the z axis is defined at
the nozzle entrance. Therefore, the adjustment of the velocity distri-
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bution to the nozzle bend, which takes place at the entrance of the
nozzle, affects the pressure drop more than the pressure drop along
the nozzle (Keulegan and Beij 1937).

7.3 details of the flow field

(a)

(b) (c)

Figure 7.4: Time averaged velocity field visualized by the LIC method in
the cross-sections of (a) the x− z axes, (b) the y− z axes, (c) the
x− y axes

Due to the importance of the jets in the performance of a JSR,
the post processing tools of surface-Line Integral Convolution (LIC)
technique in paraview is used in the current study to illustrate the
velocity contour over the spherical vessel and inside the nozzles, as
shown in Fig. 7.4. The LIC technique was first introduced by Cabral
and Leedom (1993) and used an image vector field algorithm to
visualize the flow traces more efficiently. This method provides a
qualitative representation of the flow, indicating regions of high
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or low velocity, vortices, separation regions, and gradients, allow-
ing for a better understanding of the complex and detailed flow
fields compared to the streamlines (Satheesh Kumar et al. 2020). As
shown in Fig. 7.4a, the turbulent jets issuing from the nozzles point-
ing downwards and upwards, approach the in-front walls of the
spherical vessel, the axial velocity of the jets is reduced in the stag-
nation region and then several vortices are formed along the wall
jet region (see Section 2.1). The vortical structures, which contain a
wide range of turbulent lengths, play a leading role in improving
the mixing quality inside the JSR. The same behavior is captured for
the other two jets issuing from the nozzles pointing in horizontal
directions, as illustrated in Figs. 7.4b and 7.4c. In conclusion, gener-
ating a highly turbulent vortex regime emerges from four nozzles
leads to improving the mixing of the composition inside the reactor.

In contrast to the generation of several vortices near the spherical
vessel and the outer diameter of the nozzles, fewer vortical struc-
tures were captured in the center of the JSR and the conical area
between the nozzles (see Fig. 7.4), which negatively impacts the ef-
ficiency of mixing within the reactor. This could be a motivation for
the development of an optimal configuration of multiple pairs of
the jets as discussed in Chapter 10.

(a) (b)

Figure 7.5: Visualization of the distribution of time averagedQ-criterion in
the cross section of (a) the x-z and (b) z-y planes (Esmaeelzade
et al. 2021)

To identify existence of the vortex and the vortical structures
within the JSR, the post processing tools of Q-criterion is used in
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this study (Jawahar et al. 2018). This criterion is calculated based
on the second invariant of velocity gradient tensor (OpenFOAM,
Jawahar et al. 2018),

Q =
1
2
(Ω2 −S2) , (7.12)

Ωi,j =
∂ui
∂xj
−

∂uj

∂xi
, (7.13)

where,

Si,j =
∂ui
∂xj

+
∂uj

∂xi
. (7.14)

Here, S and Ω represent the strain rate tensor and the rotation
tensor, respectively (Chong et al. 1990), which are derived from the
velocity components. A positive value of the Q represents that the
vorticity field is dominant and a negative value of it means that
shear and strain rates have the leading roles. Figures 7.5a and 7.5b
illustrate the distributions of the time-averaged Q-criterion in the
cross section of the x-z and the y-z planes, respectively. As expected,
the regions coherent to the spherical vessel walls, to the nozzle
walls, and close to the outlet predict a strong shear region (see blue
regions in Fig. 7.5). Slightly farther from the walls and in the areas
where the turbulent jets hit the in-front wall, significant vorticity is
generated (see Fig. 7.5a). This shows the importance of the turbu-
lent jets in generating the vortical structures within the JSR. On the
other hand, in the center of the spherical chamber, the value of the
Q-criterion is almost zero due to the interaction of two circumfer-
ential flows generated by two pairs of nozzles. This means that the
values of vorticity and strain rate in the center of the JSR are equal.
It can be concluded that the center of the JSR acts as a dead zone
within the reactor, preventing efficient mixing within the JSR.

In order to obtain a homogeneous and fully-mixed composition
inside the JSRs, the highly-turbulent structures are desired to be dis-
tributed uniformly over space and time (Abdalla et al. 1982). To
study this issue, turbulent kinetic energy and turbulent dissipation
rate could be a proper representative of the mixing quality within
the JSR. Figures 7.6a and 7.6b show the distribution of the resolved
turbulent kinetic energy calculated based on Eq. 3.31 and the sub-
grid scale (SGS) dissipation rate using the LES turbulence modeling,
respectively. Note that the resolved turbulent kinetic energy using
a well-resolved LES simulation could be a representative of a total
Turbulent Kinetic Energy (TKE) since the resolved one contains 80%
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(a) (b)

Figure 7.6: (a) Distribution of the resolved specific turbulent kinetic energy,
and (b) SGS dissipation rate in the x-z plane (Esmaeelzade et al.
2021)

of the total energy (Pope 2000). As can be concluded from Fig. 7.6a,
the highest turbulence fluctuations occur where the jets hit the in-
ner surface of the vessel, as discussed previously by Hodzic et al.
(2018). This behavior indicates the importance of jets for the design
of the JSRs. Furthermore, capturing the TKE and dissipation rate at
the center of the JSR proves the lack of the turbulent structures there.

The SGS dissipation rate in Fig. 7.6b is computed based on Eq. 3.32,
which is nearly equal to the total dissipation rate. As can be con-
cluded from Fig. 7.6b, the highest dissipation rates are obtained at
the exit and through the nozzles, as well as where the jets impinges
the spherical wall. Note that the values of the resolved specific tur-
bulent kinetic energy over three points were specified in Fig. 7.6a
for further comparison of cases mentioned in Chapters 8 and 10.

As mentioned in Section 3.2, in order to analyze the distribution
of TKE across eddies of different sizes (wave number) and frequen-
cies, the energy spectra is studied (Pope 1985). Figure 7.7 shows
the specific kinetic energy density versus frequency for a point lo-
cated at the center of the JSR. In order to plot the energy spectra,
the Fast Fourier Transform (FFT) of the velocity field is computed
over a time interval of 0.01 - 0.06 s, which is larger than the integral
time (Grosshans and Papalexandris 2017). According to Fig. 7.7, the
specific kinetic energy density has a maximum value for the fre-
quency numbers corresponding to the large energy-containing ed-
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Figure 7.7: Specific kinetic energy spectrum at the point located in the cen-
ter of reactor (Esmaeelzade et al. 2021)

dies. Moreover, the energy spectrum follows the −5/3 law for a
wide range of frequencies, which indicates a state of fully-developed
turbulence. Note that the energy spectrum is captured for frequen-
cies less than 105 s−1. That means for those frequencies that are
properly resolved by the numerical time step.

7.4 conclusions

The turbulent flow inside the nozzles is modeled and its charac-
teristics are further studied by means of well-resolved large vortex
simulations. First, the accuracy of the numerical modeling is proved
by applying the Richardson-extrapolation method. By initializing a
top-hat shaped velocity at the nozzles entry, a developed velocity
profile is obtained at the exit of the nozzle. As the turbulent jets
leave the nozzles and approach the in-front walls, axial velocity de-
velops over the walls of the spherical vessels and forms vortical
structures.

In this chapter, the flow streams and the interaction of four jets
were illustrated using the LIC method. This approach effectively cap-
tures the vortical structures in the regions close to the JSR walls. In
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addition, analyzing the time-averaged distribution of theQ-criterion
reveals the potential of the coherent regions to the walls for the
shear stress and the regions farther from the walls and the jets for
the vorticity. Moreover, the center of the JSR chamber and between
the jets suffers from good mixing and predicts an almost zero value
of the Q- criterion. Therefore, the center of the JSR is considered
a dead zone that prevents sufficient mixing inside the reactor. The
absence of turbulent structures in the central region is subsequently
confirmed through the comprehensive analysis of the TKE and its
dissipation rate within the JSR. Furthermore, the result obtained by
plotting the energy spectrum over a wide range of frequencies fol-
lows the −5/3 law, which is representative of a fully developed
turbulent state.
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In order to find out the best mixing condition within the spheri-
cal JSR, a parametric study is performed on the geometrical (Sec-
tion 8.1) and thermodynamic parameters (Section 8.2). For this pur-
pose, the diameter of the spherical vessel and the turbulent nozzles
together with the operating pressure and temperature are changed.
Table 8.1 represents an overview of the studied conditions which are
discussed in this chapter. To compare the mixing behavior within
the studied JSRs with different sizes, the theoretical residence time
is kept identical to 0.37 s (ideal case, Eq. 2.4). Accordingly, the volu-
metric flow rate for each case is calculated. It should be mentioned
that a JSR with a vessel diameter smaller than 35 mm and larger
than 65 mm and also the nozzles diameter less than 1 mm were not
studied in the present work, because of the limitations of the con-
struction of the JSR, as discussed in Section 2.2.

Table 8.1: Operating conditions in terms of the diameter of the spherical
chamber (D), the diameter of the nozzles (d), temperature (T),
and pressure (p)

D d T p

40 mm 1 mm 298 K 1 bar

60 mm 1 mm 298 K 1 bar

35 mm 1 mm 298 K 1 bar

40 mm 1.5 mm 298 K 1 bar

40 mm 1 mm 700 K 1 bar

40 mm 1 mm 298 K 0.1 bar

40 mm 1 mm 298 K 10 bar

Next, to compare the mixing performance inside the JSR consid-
ering different conditions, the normalized weighted standard devi-
ation of CO2 mass fraction is calculated according to Eq. 2.10. The
standard deviation using volume as a weighted factor shows the de-
viation of the tracer mass fraction from its mean value considering
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the volume of each zone. Therefore, when σm approaches zero, the
deviation between the tracer mass fraction and the average value
becomes smaller, leading to a more homogeneous composition.

8.1 parametric investigation of the thermodynamic

conditions
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Figure 8.1: Temporal evolution of the weighted normalized standard devi-
ation of the tracer mass fraction at different operating tempera-
tures

Figure. 8.1 shows the normalized weighted standard deviation σm
of the tracer over time at different operating temperatures of 298 K
and 700 K in a non-reacting mixture of CO2 and N2 within the JSR.
It should be mentioned that the initial and boundary conditions of
temperature are only elevated to the mentioned value and other pa-
rameters such as the operating pressure of 1 bar and the geometrical
conditions have the same values as the standard JSR designed by Da-
gaut et al. (1986), as discussed in Section 5.1. As shown in Fig. 8.1, σm
increases at the beginning time (t < 0.05 s) for the both cases. This
is because, according to the experimental procedure (Ayass et al.
2016), N2 stream is suddenly injected through the nozzles into CO2
stream and increases the standard deviations of CO2 mass fraction.
However, after a certain moment (around t > 0.05 s), the deviation
between CO2 mass fraction and the averaged value (σm) decreases
as the fluid elements leave the JSR.

According to Fig. 8.1, a higher operating temperature predicts a
higher value of σm compared to the lower operating temperature
case in the initial phase (the time interval of 0 s-1.2 s). Hence, one
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might include that a higher amount of inhomogeneity is predicted
for the JSR operating at higher temperatures at the mean residence
time of 0.37 s. However, at the steady state (after time instant of
1.2 s), which is approximately 3.2 times longer than the mean resi-
dence time duration, both cases converge to a level of the standard
deviations under 0.006. Therefore, it can be concluded that mixing
efficiency and homogeneity at higher temperature predict similar
values to those at lower temperature over a longer period of time.

The reason for the higher standard deviation of the temperature
of 700 K compared to the temperature of 298 K at the mean resi-
dence time can be explained by a number of reasons. First, higher
temperatures decrease the gas density following the ideal gas law.
Therefore, a decrease in the gas density leads to a decrease in the
Reynolds number and a decrease in the residence time. Second, the
molecular viscosity is calculated by the Sutherland law as a function
of temperature,as already described in Section 3.6. This means that
increasing temperature leads to an increase in the dynamic gas vis-
cosity (Kenney et al. 1956). More specifically, higher temperatures
affect the rapid motion of gas molecules and their collision, and
thus the gas viscosity rises. An increase in the gas viscosity also
decreases the Reynolds number. Consequently, the Reynolds num-
ber of the gas mixture decreases as the temperature increases. In
lower Reynolds number flow, less turbulent fluctuations are gener-
ated, which leads to low-intensity mixing and consequently impairs
the homogeneity of the composition inside the JSR. To prove that the
TKE and its dissipation rate inside the JSR for both temperatures are
compared. The resolved turbulent kinetic energy and the turbulent
dissipation rate (calculated based on Eq. 3.32) globally and locally
(over three identical points for both cases), at the temperature of
700 K is shown in Fig. 8.2. Comparing these figures with the TKE and
dissipation rate at the temperature of 298 K (as shown in Fig. 7.6)
shows that the kinetic energies of the resolved turbulent structures
and their dissipation rate at higher temperature have lower values;
hence, mixing quality is poor compared to that at the temperature
298 K. This leads to the prediction of a higher standard deviation of
the tracer mass fraction at the higher temperatures.

Next, the effect of the operating pressure on the JSR homogeneity
and mixing quality is studied. For a Jet Stirred Flow Reactor (JSFR),
maximum mixing for gas phase operation is captured at higher
pressures since pressure improves fluid dynamic jet stirring (Lig-
nola and Reverchon 1988). Such a behavior (improving the JSR mix-
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(a) (b)

Figure 8.2: Distribution of the (a) resolved specific turbulent kinetic energy
and (b) turbulent dissipation rate of the flow field in the x-z
plane for the case of T = 700 K (Esmaeelzade et al. 2021)
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Figure 8.3: Temporal evolution of the normalized weighted standard devi-
ation of the tracer mass fraction for an elevated pressure (Es-
maeelzade et al. 2021)

ing quality at higher pressures) is also captured through the studied
simulation. As shown in Fig. 8.3, simulating the JSR at the operat-
ing pressure of 0.1 bar predicts a greater standard deviation and
consequently less optimal mixing within the JSR compared to the
pressures of 1 bar and 10 bar, especially in the initial stages. The rea-
son for improving the mixing quality at the higher operating pres-
sure can be related to the increase in gas density at higher pressure.
Therefore, a gas composition having a higher gas density tends to
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keep the fluid elements inside the reactor longer and prevents the
short circulation of the fluid elements.

Another reason can be related to the distribution of fluctuating
components and vortical structures inside the reactor and their role
in mixing. In fact, an increase in gas density leads to a higher
Reynolds number of the gas mixture, resulting in more turbulent
fluctuations and better mixing at the higher pressure compared
to the lower pressures. Figures 8.4a and 8.4b represent the time-
averaged velocity magnitude captured with the LIC method at the
location close to the outlet surface (over the x-y plane) for a pressure
of 1 bar and 10 bar, respectively. Comparing these two figures shows
that the higher pressure of 10 bar predicts a higher value of velocity
and also a larger number of vortexes. It is therefore expected that
the mixing field will be improved in high Re number flows with
highly turbulent structures (Pope 2000).

(a) (b)

Figure 8.4: Time-averaged velocity contour (in the range of 0.08 s - 0.09 s
after tracer injection) extracted with the LIC method in the cross
section described by the x-y axes over the outlet surface for the
case of (a) p=1 bar and (b) p=10 bar (Esmaeelzade et al. 2021)

8.2 parametric investigation of the geometrical con-
ditions

Figure. 8.5a illustrates the comparison of the normalized weighted
standard deviation of CO2 mass fraction over time for different di-
ameters of a spherical vessel and the size of the nozzle diameter,
while the thermodynamic conditions for all cases were kept as am-
bient conditions.
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Figure 8.5: Temporal evolution of the normalized weighted standard de-
viation of the tracer mass fraction for different (a) diameters
of spherical vessel and (b) nozzle diameters (Esmaeelzade et al.
2021)

From this plot, we understand that the JSR with a diameter of
40 mm predicts a lower value of the standard deviations of the
tracer compared to the case of D = 35 mm and D = 60 mm in the
steady behavior (over the longer time period). That means the stan-
dard design of the JSR with spherical chamber of 40 mm (Dagaut
et al. 1986) predicts a more homogeneous composition and better
mixing performance. Although the JSR with a diameter of 35 mm
predicts values very close to the standard JSR at earlier times, it
shows a deviation in the steady state. Indeed, the smaller vessel of
35 mm with the same diameter of outlet of 10 mm leads to more
short circulation of the flow compared to the case of 40 mm, since
the distance between the nozzles and the outlet is shorter than the
case of smaller reactor.

Note that during the filling process of the JSR, the reactor of
D= 60 mm reaches its maximum of standard deviation later (at
t = 0.15 s) compared to the other two cases. Because N2 stream is
suddenly injected into a homogeneous composition of CO2, there-
fore the fluid elements leave the outlet in a longer distance and time
compared to a smaller vessel. Therefore, a homogeneous composi-
tion is achieved in a later stage.

Further, the tracer standard deviation over time for two cases
of the JSR having a nozzle diameter of d = 1.5 mm and d = 1 mm
are compared in Fig. 8.5b. The results indicate that increasing the
nozzle diameter does not improve mixing inside the JSR since a
higher standard deviation is predicted for the nozzle diameter of
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Figure 8.6: Dead spaces visible in the time-averaged distribution of CO2
mass fraction (at the time interval of 0.08 s - 0.09 s after the
tracer’s injection) over the x-y plane for the cases of (a) d = 1 mm;
D = 40 mm, (b) d = 1.5 mm; D = 40 mm (Esmaeelzade et al. 2021)

d = 1.5 mm. The reason can be explained by comparing the highest
Reynolds number for both cases. For a better comparison, the theo-
retical mean residence time of 0.37 s is considered identical for both
cases. Therefore, the volumetric flow rate and the volume must be
equal. The total volume of both reactors is the same since only the
nozzle diameter was changed. In order to keep the same volumetric
flow rate (Q= uAs) in both situations, the inflow velocity magnitude
at the nozzle exit must be smaller in the case of d = 1.5 mm than in
the case of d = 1 mm, which leads to a lower Re number. Accord-
ingly, a flow with a lower Re number is expected to have less turbu-
lence, resulting in poor mixing within the JSR. Furthermore, lower
intensive vortical structures intensify the dead zones, which means
a very small exchange of material happens inside the reactor with
insufficient molecular mixing (Corrigan and Beavers 1968).

Figure 8.6 compares the time-averaged mass fraction of the tracer
over the x-y plane in the case of the nozzle diameter of (a) d = 1 mm
and (b) d = 1.5 mm. Considering the same time interval for both
cases, the local mass fraction of CO2 over three points inside the
JSR for the case of the larger diameter of nozzles reveals a larger
value of the tracer mass fraction. This means that a more intensive
distribution of the dead zones is captured in the case of the large
diameter of the nozzle, which impairs the efficient mixing of the
composition inside the JSR.
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8.3 conclusions

This chapter presents the results of a parametric study of the ef-
fect of temperature and geometrical parameters on mixing inside a
spherical JSR. The normalized weighted standard deviation is calcu-
lated for each case over a longer period of time. Operating the JSR

at a lower temperature for a non-reacting case leads to a better mix-
ing inside the JSR. Since the calculated turbulent kinetic energy and
its dissipation have lower values compared to the ambient tempera-
ture. Therefore, lower fluctuations lead to a weaker mixing quality.
Note that after a certain time, the standard deviation of the different
temperatures will coincide, representing the achievement of a simi-
lar level of homogeneity over time. Furthermore, the simulation of
the spherical JSR at higher pressure leads to better mixing at earlier
times. The formations of vorticity over the outlet at the pressure of
10 bar confirms the existence of more turbulent structures and there-
fore a more efficient mixing compared to the cases of 0.1 bar and
1 bar. Moreover, comparing the results of the standard deviation of
the tracer mass fraction in different sizes of the vessel shows that
a standard JSR design with a vessel diameter of 40 mm and nozzle
diameter of 1 mm predicts a more homogeneous composition.
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The results of Chapters 6- 7, and the experimental residence time
distribution curves presented in Ref. (Ayass et al. 2016), show that
an ideal JSR with a theoretical mean residence time of 0.37 s cannot
be achieved. Therefore, the Perfectly Stirred Reactor (PSR) model,
which assumes a fully-mixed and homogeneous composition, can-
not be used for analyzing the detailed chemical kinetic mechanisms
inside the JSRs. In order to model the imperfect mixing within the
studied JSR, a theoretical multi-zone model is developed as described
in Section 4.2 and later implemented in HOMogeneous REAction
(HOMREA) (Maas and Warnatz 1988). In this chapter, the developed
multi-zone model is applied to the oxidation processes of dimethyl
ether (DME) or CH3OCH3 from the NUI-Galway mechanism (Burke
et al. 2015b).

First, the initial conditions of the simulation setups are intro-
duced in Section 9.1. Subsequently, the non-uniform distribution of
the mole fractions of the reactants during DME oxidation over sev-
eral zones inside the JSR is studied in Section 9.2. Next, the impact
of mixing exchange rate between zones on the multi-zone model is
investigated in Subsection 9.2.1. Additionally, the effect of different
numbers of zones on capturing the non-ideal behavior of the JSRs

is elaborated in Subsection 9.2.2. After that, Section 9.3 addresses
the results of the inhomogeneous distribution of the total volume
through the reactor, while each zone's temperature and the initial
mole fraction of the reactants do not change over time. Later, the ef-
fect of nonuniform wall temperature over the zones is investigated
in Section 9.4. Next, the effect of different heat transfer coefficients
using the single zone model is investigated in Section 9.5. Finally,
the nonuniform distribution of heat transfer coefficient over zones
using the developed multi-zone model is studied in Section 9.6.
Therein, the volume and the initial mole fractions of the reactants
are kept identical over all zones.

In this chapter, the predicted species mole fraction profiles using
the multi-zone model are compared to a PSR model and the experi-
mental results reported in Ref. (Moshammer et al. 2016).
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9.1 simulation setup in homrea

Since the applied multi-zone model uses zero-dimensional equa-
tions, the JSR vessel cannot be divided into spatial zones. Therefore,
in the present study, the JSR volume is divided into a number of
representative zones. Based on the multi-zone model the sum of all
five zones must be equal to the total volume. The multi-zone model
proceeds through the following steps.

1. The inflow and initial conditions for the HOMREA input file are
derived from the experimental data in Ref. (Moshammer et al.
2016). These include parameters such as the inflow and the ini-
tial mixture composition of XDME = 2.295, XAr = 78.097, and
XO2 = 19.607, the pressure of 0.933 bar, the total internal vol-
ume of 33.5× 10−6 m3, the inflow rate of 8.51× 10−6 kg s−1,
the inflow temperature of 350 K, and the initial wall tempera-
ture in the range of 460 - 1000 K.

2. Subsequently, the multi-zone model examines several param-
eters individually to capture the source of the inhomogeneity
within the JSR. These parameters include the inhomogeneous
distribution of the initial mole fractions, the total volume, the
initial wall temperature, and the heat transfer coefficient. Lim-
its for each parameter were determined based on experimen-
tal data (Cornell et al. 2022, Rousso et al. 2018, Stoehr et al.
2015). For example, following the estimated uncertainty of the
reactant composition in Ref. (Cornell et al. 2022), inhomoge-
neous distribution of the reactant mole fractions of 4% were
considered between the zones using the multi-zone model, as
discussed in Section 9.2. However, the volume of 0.2 Vtot, the
heat transfer coefficient of 25 W m−2 K−1, and the inflow gas
temperature of 350 K are assumed to be identical for all zones.

Section 9.3 specifies inhomogeneous distribution of the total
volume, considering the volume of 1%, 24%, 35%, 5%, and 26%
of the total volume from the first to the fifth zone, respectively.
In this section, the inflow composition of DME/Ar/O2 with
the equivalence ratio of 0.35 enters the JSR at a temperature of
350 K.

Next, based on the temperature uncertainty reported by Rousso
et al. (2018), the wall temperature of the JSR is considered dif-
ferently for each zone (10 K between the zones), as studied
in Section 9.4. Here, the initial mole fraction of the reactants
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(equivalence ratio of 0.35), the volume (0.2 Vtot), the heat trans-
fer coefficient (25 W m−2 K−1), and the inlet gas temperature
of 350 K are maintained identical for all zones.

Finally, the stability of the oxidation of DME is investigated by
a single zone model considering different values of the heat
transfer coefficient in Section 9.5. Based on the results of the
single zone model, the multi-zone model considers inhomoge-
neous distribution of the heat transfer coefficient over zones in
Section 9.6. In this section, the inflow and the initial conditions
for the mole fractions, the volume, and the initial temperature
are considered identical for all zones.

3. The multi-zone codes calculate the model parameters (mass
and heat exchange rates between the zones, and heat transfer
coefficient) based on the Computational Fluid Dynamic (CFD)
results. More specifically, the mass exchange rate obtained/-
given by a zone is proportional to the mass of the zone, the
mass ratio of the interacting zones, and the mixing frequency
(see Eqs. 4.11 and 4.12). In this study, the mixing frequency
of 1.2 s−1 is given to the HOMREA as an input value and is cal-
culated as Eq. 4.14 (the model parameter of 0.18 and the tur-
bulent frequency of 6.8 s−1). The turbulent frequency is calcu-
lated as the dissipation rate of the TKE divided by the total tur-
bulent kinetic energy (see Eq. 4.15). The turbulent frequency
is determined by dividing the dissipation rate of turbulent
kinetic energy (TKE) by the total turbulent kinetic energy, as
derived from CFD calculations.

The heat exchange rate between zones is specified in the multi-
zone as a function of the mass exchange rate and the dif-
ference between the enthalpy and mass fraction of the inter-
acting zones (see the sixth and the seventh terms of Eq. 4.6).
Furthermore, the heat transfer coefficient of 3.28 W m−2 K−1

between the zone and its wall follows the gas heat transfer
correlation based on the Nusselt number (Lignola and Rever-
chon 1986). In particular, the heat transfer coefficient is speci-
fied as a function of the thermal conductivity of the mixture,
the Reynolds number (based on the averaged velocity), the
Prandtl number (based on the viscous and thermal diffusion
rate of the mixture), and the diameter of the spherical cham-
ber (see Eq. 4.16). Note that enthalpy, internal energy, molar
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production rate, and molar mass of species are provided by
the HOMREA.

4. Finally, the governing equations from Eq. 4.4 to 4.6 are solved
in the multi-zone model.

Note that the initial time step of 1.00× 10−7 s is considered for
all simulations in the multi-zone model. Furthermore, the absolute
and relative error tolerance of 1.00× 10−9 and 1.00× 10−7 are spec-
ified, respectively, for defining accuracy of mole fractions, and the
thermodynamic parameters.

Table 9.1: Adjustment of the total volume (Vtot) with the reactor tempera-
ture (T) and the residence time ( m

ṁin
), following the PSR model in

Ref. (Moshammer et al. 2016)

T m
ṁin

Vtot

460 K 3.93 s 35.5× 10−6 m3

500 K 3.89 s 38.2× 10−6 m3

540 K 3.85 s 40.9× 10−6 m3

580 K 3.82 s 44.4× 10−6 m3

620 K 3.80 s 47.1× 10−6 m3

660 K 3.77 s 49.5× 10−6 m3

700 K 3.75 s 52.0× 10−6 m3

740 K 3.73 s 54.6× 10−6 m3

780 K 3.72 s 57.7× 10−6 m3

820 K 3.70 s 61.4× 10−6 m3

860 K 3.69 s 64.7× 10−6 m3

900 K 3.68 s 67.6× 10−6 m3

940 K 3.67 s 70.2× 10−6 m3

980 K 3.66 s 72.7× 10−6 m3

1000 K 3.65 s 73.9× 10−6 m3

Moreover, following the PSR model used in Ref. (Moshammer et al.
2016), the mean residence time was calculated based on τ = m

ṁin
and

was adjusted in the range of 3.65 - 3.93 s. As mentioned in Ref. (Mosham-
mer et al. 2016), the temperature measured by the thermocouple is
lower than the actual reactor temperature. Therefore, the residence
times obtained by the experimental data (Moshammer et al. 2016)
were lower than the targeted value of 4 s, because the inflow mass
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flow rate is fixed for all cases. Accordingly, it was necessary to ad-
just the residence time to the experimental values. To this end, the
reactor volume was adjusted for each temperature (Moshammer
et al. 2016). Table 9.1 represents the adjusted residence times and
the volume reactor in the temperature range used in Ref. (Mosham-
mer et al. 2016) and applied in the studied simulations.

9.2 considering inhomogeneous mole fraction distri-
bution

According to the JSR experimental setup in Refs. (Cornell et al. 2022,
Moshammer et al. 2015), an uncertainty in the reactant mixture com-
position is estimated. In order to study the effect of the uncertainty
of the reactant composition on the products during the oxidation
of DME, the developed multi-zone is applied considering different
initial mole fractions distributed in the representative zones. In this
section, the total volume of the JSR is divided equally into five zones.
From the first to the last zone, the mole fraction of DME changes by
4%, while keeping the equivalence ratio of 0.35. Table 9.2 represents
the distribution of the initial mole fraction of the reactants in each
zone.

Table 9.2: Operating conditions for the case of inhomogeneous mole frac-
tion distribution

Zone XAr XDME XO2

1 76.344 2.478 21.176

2 77.220 2.387 20.391

3 78.097 2.295 19.607

4 78.973 2.203 18.823

5 79.84 2.111 18.039

Furthermore, the inlet gas temperature of 350 K is assumed for
all simulations. The wall temperature and the initial temperature of
the zone are both set to the same value (in the range of 460 - 1000 K).
Note that assuming a large value for the heat transfer coefficient
(25 W m−2 K−1) prevents any major changes in zone temperature.
Note that the steady state condition is typically considered when
there is no significant change in the product mole fractions. In the
current study, the steady state condition is reached at approximately
10 s.
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Figure 9.1: Mole fraction profiles of (a)DME and (b)HOOCH2OCHO over
the initial temperature of the JSR considering inhomogeneous
distribution of the initial mole fraction of the reactants (4% dif-
ference of the reactant mole fractions between nearby zones)

Figure 9.1 compares the mole fraction profiles of the main species
of DME and the intermediate species of keto-hydroperoxide or HMPF
(HOOCH2OCHO) during the oxidation of DME over the initial tem-
perature using the multi-zone model to the PSR approach and the
experimental results (Moshammer et al. 2016). The main conclusions
of this section are summarized below.

• The deviations between the zones are quite small, represent-
ing the lower sensitivity of the products to the inhomoge-
neous mole fraction distribution. More specifically, the largest
deviation of DME mole fraction between the first and the fifth
zone ( XDME,5−XDME,1

XDME,1
) reaches 6%. However, the sensitivity of

some products is higher at certain temperatures, such as the
mole fraction of H2O and the mole fraction C2H6 over the tem-
perature ranges from 900 K to 1000 K as shown in Figs. A.1a
and A.1d of Appendix A.1.

• The averaged DME mole fraction over five zones is almost iden-
tical to the PSR model due to the linear increase of the inflow
mole fractions. Specifically, a change of 4% in the distribution
of inflow mole fractions results in the largest deviation be-
tween the averaged DME mole fraction derived from the multi-
zone model and the PSR model (|XAV-XPSR|)/XPSR at 800 K
of about 0.05%. Thus, it can be concluded that the predicted
product mole fractions during the oxidation of DME for the
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case of inhomogeneous distribution of the initial mole frac-
tions of the reactants cannot capture the imperfect mixing in-
side the JSRs and do not follow the experimental data from
Ref. (Moshammer et al. 2016), because changing the initial val-
ues cannot significantly affect the steady state conditions.

9.2.1 Studying mass exchange rate between zones
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Figure 9.2: Deviation of the species mole fractions between zones over tur-
bulent frequency

According to the developed multi-zone model in Section 4.3, the
mixing exchange rates between the zones is a function of the mixing
frequency. In order to study the effect of mass exchange rates on the
multi-zone model, a parametric analysis of the mixing frequency is
performed. The deviation in species mole fractions predicted by the
zones is calculated as a function of turbulent frequency (in the range
of zero to 15 s−1), as shown in Fig. 9.2. The vertical axis represents
the deviations in DME and H2O2 mole fractions between the first
and the fifth using the multi-zone model divided by the predicted
mole fraction with zero turbulent frequency (in percentage) (X fmix,5-
X fmix,1)/(X( fmix=0),5-X( fmix=0),1), where fmix is the mixing frequency.
As can be seen from Fig. 9.2, increasing the mixing frequency, which
results in an increased mass exchange rate, leads to a reduced devia-
tion between zones. To be more precise, insufficient mixing between
zones causes all the zones to behave like several individual PSRs

that are coupled by pressure and can have a different amount of ini-
tial reactant mole fractions, volumes, wall temperatures, and heat
transfer coefficients. However, increasing the exchange rate (better
mixing inside the JSR) leads to a decrease in the deviation between
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the zones. Consequently, the deviation between the zones (from the
first to the fifth zone) in the multi-zone model can be affected by
the amount of exchange rate between zones.

9.2.2 Numerical accuracy in terms of different number of zones

To understand the effect of the number of zones on the multi-zone
model, a nine-zone model is performed in the case of the inhomo-
geneous distribution of the initial mole fractions of the reactants.
Table 9.3 compares the averaged value of the mole fractions of CO
and DME for a five-zone and nine-zone model at the temperature of
710 K.

Table 9.3: Comparing the mole fraction of the products of DME oxidation
using a 5- and 9-zone model

Number of zones XCO XDME

9-zone 0.0029958 0.018312

5-zone 0.0030008 0.018301
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Figure 9.3: Mole fraction profiles of (a)DME and (b)H2O over a nine-zone
model

Later, the predicted mole fractions of DME and H2O versus initial
temperature are shown in Fig. 9.3a and 9.3b, respectively. By com-
paring Fig. 9.3 with Fig. 9.1 and referring to the results shown in
Table 9.3, it can be concluded that the averaged product mole frac-
tions during the oxidation of DME over nine zones predict values
that are quite close to the averaged mole fraction using the five-zone
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model. Therefore, the numerical accuracy for a 5-zone model would
be sufficient for further investigation and can be used to represent
the inhomogeneity within the JSR. Note that the previous study by
Aceves et al. (2000) had already predicted such behavior and speci-
fied that only small differences exist between the results with higher
zone numbers in the rapid-compression machine model.

9.3 considering inhomogeneous volume distribution
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Figure 9.4: Mole fraction profiles of (a)DME and (b)HOOCH2OCHO over
the initial temperature of the JSR considering inhomogeneous
distribution of the total volume

Following the results of Chapters 6 and 7, stagnant regions (dead
zones) are formed at the center of the JSR and in the conical re-
gion between the nozzles. Therefore, the flow moves at the slowest
velocity in the dead zones, impairing perfect mixing within the re-
actor (Hu et al. 2021); however, more mass exchange takes place
in the regions closer to the turbulent jets. In this section, the vol-
ume of each zone is considered to be different over the represen-
tative zones, while the sum of all the zones is equal to the total
volume. The volume size from the first to the last zone changes
as V1 = 0.1Vtot, V2 = 0.24Vtot, V3 = 0.35Vtot, V4 = 0.05Vtot,
V5 = 0.26Vtot. The initial mole fractions of all zones are identical
to each other as XDME = 2.295, XAr = 78.097, and XO2 = 19.607. More-
over, initial temperature of the reactor remain nearly constant and
equal to the wall temperature due to the assumption of a high heat
transfer coefficient (25 W m−2 K−1). In addition, the inflow compo-
sition enters the JSR at the temperature of 350 K.
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Figure 9.4 shows the species mole fraction profiles during the ox-
idation of DME and HMPF calculated by the multi-zone model, the
PSR model, and measured by experiments (Moshammer et al. 2016).
Note that in Fig. 9.4b only the averaged mole fraction of HMPF
over five zones has been shown for better clarity. The most impor-
tant conclusions of this section are listed in the following.

• The average value over five zones considering inhomogeneous
distribution of total volume is very close to the PSR model.
More specifically, changing the distribution of the total vol-
ume within the reactor (from the largest to the smallest zone
(V3/V4)) seven times results in a 1.8% deviation of the aver-
age mole fraction of DME over five zones from the PSR model
(|XAV-XPSR|)/XPSR at the temperature of 800 K. Therefore,
the multi-zone model, which considers inhomogeneous dis-
tribution of volume in each zone, cannot capture the inhomo-
geneity inside the JSR and be a proper representative of the
behavior of real JSRs and the experimental data (Moshammer
et al. 2016).

• The zones contains the smallest and the largest volume, in a
network of five zones deviate more from the PSR model and
the experimental data (Moshammer et al. 2016), as shown in
Fig. 9.4 and Fig. A.2 in Appendix A.2. The reason can be un-
derstood by the dependency of the mean residence time on
the volume of each zone. That means each zone with a smaller
volume has a shorter residence time compared to those with
a larger volume with the consideration of the constant inflow
mass rate in each zone. The calculated residence times from
the first to the fifth zone follow these values, 2.01 s, 4.45 s,
6.54 s, 0.71 s and 4.84 s, respectively, while the average of the
mean residence time for all five zones is 3.71 s in the tempera-
ture of 800 K.

• The zones with similar volume size predict similar mole frac-
tions (see the second and fifth zones in Fig. 9.4a).

9.4 considering nonuniform distribution of wall tem-
perature

Following the experimental setup of the JSR (Moshammer et al. 2016),
a temperature-controlled oven completely encloses the reactor to
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Figure 9.5: Mole fraction profiles of (a)DME and (b)HMPF considering in-
homogeneous distribution of the wall temperature over five
zones

keep the gas temperature at the desired temperature. However, the
temperatures measured by the thermocouple along the quartz noz-
zle monitored a temperature uncertainty of around ±20 K, as men-
tioned in Ref. (Rousso et al. 2018). Moreover, Moshammer et al.
(2016) and Lignola and Reverchon (1986) reported a smaller value
for the temperature uncertainty. Note that a small amount of un-
certainty in temperature measurement has a significant impact on
heat exchange evaluation (Lignola and Reverchon 1986). Therefore,
in this section, to study the effect of nonuniform wall tempera-
ture on homogeneity, the temperature of the walls is arbitrarily
distributed over five zones. In this section, the wall temperature
is varied by 10 K from the first to the fifth zone with a mixing fre-
quency of 1.2 s−1. The initial mole fraction of the reactants (equiv-
alence ratio of 0.35), volume (0.2 Vtot), the heat transfer coefficient
(25 W m−2 K−1), and the inlet gas temperature of 350 K are assumed
to be identical for all zones.

Figures 9.5 and A.3 in Appendix A.3 show the sensitivity of the
main and intermediate species during the oxidation of DME, consid-
ering non-uniform distribution of the wall temperature. The species
mole fractions using the multi-zone model considering nonuniform
distribution of the wall temperature give important clues about the
sensitivity of different species to temperatures; however, it cannot
capture the inhomogeneity within the JSRs, since the averaged value
of the species mole fraction coincides with the PSR model. As a re-
sult, the multi-zone model using an inhomogeneous distribution of
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the wall temperature cannot capture the imperfect mixing inside
the JSR.

9.5 studying the effect of heat transfer coefficient

using single zone model
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Figure 9.6: Stability diagram during the oxidation of DME dependent on
heat transfer coefficient (ht) and the initial temperature

In this section, the stability of the oxidization of DME is studied de-
pendent on heat transfer coefficient (in the range of 0 - 30 W m−2 K−1)
and initial temperature Tinit (in the range of 460 - 1000 K), using the
single zone model. The single zone model is a simplified form of
the developed theoretical model in which the terms related to the
mixing exchange between the zones are removed from the conser-
vation equations of Eqs. 4.4 - 4.6. For all simulations in this section,
the inlet mixture temperature of 350 K is considered. The stability
diagram in Fig. 9.6 gives an overview of the stable combustion (blue
points) and the oscillations (red points) in the studied JSR. The sta-
bility diagram using the single zone model predicts stable combus-
tion during the oxidation of DME in two extreme cases of zero and
large heat transfer coefficients (ht ≥ 25 W m−2 K−1). Indeed, the as-
sumption of a large heat transfer coefficient follows the isothermal
perfectly stirred reactor model and therefore predicts stable ignition.
Furthermore, when no heat transfer to the walls is considered, the
model predicts three different stable combustion regimes, which are
discussed in detail in Subsection 9.5.1.
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The single zone model predicts low- and high-temperature oscil-
lations for the intermediate heat transfer coefficients (see the red
points, representing the low-temperature oscillations in the range
of 560 - 610 K and high-temperature oscillations in the range of 820 -
940 K, respectively, in Fig. 9.6). These oscillations were already pre-
dicted by the work of Stoehr et al. (2015) and Lammersen et al.
(2013). The high-temperature oscillations are damped at lower heat
transfer rates (above 6 W m−2 K−1) in the steady state, but the low-
temperature oscillations persist within the JSR (Stoehr et al. 2015).
The source of the low-temperature oscillations is related to the thermoki-
netic process of the DME oxidation, since changing the heat transfer
coefficient has minimal impact on the oscillations (Stoehr et al. 2015).
According to the study of Stoehr et al. (2015), the formation and
consumption of semi-stable intermediate species (such as hydroper-
oxymethyl formate (HMPF), OH, and formaldehyde) drive the low-
temperature oscillations. More details are given in Subsection 9.5.2.
Furthermore, the origin of the high-temperature oscillations can be
attributed to the initial conditions of the mixture; a fresh inlet gas
with a temperature of 350 K enters the JSR, while the initial temper-
ature of the JSR is in the range of 460 - 1000 K. At the same time,
the heat of reaction increases the temperature of the mixture, and
the heat transfer occurs between the mixture and the walls. The in-
teraction of these three factors (inlet temperature of 350 K, heat of
reaction, and heat exchange with the reactor walls), induces oscilla-
tions at the higher temperature (in the range of 820 - 940 K).

9.5.1 Cases of zero and large heat transfer coefficients

The product mole fractions during the oxidation of DME using the
single zone model in two extreme cases of zero and large heat trans-
fer coefficients (25 W m−2 K−1) over the initial temperature (Tinit)
are compared with the experimental data (Moshammer et al. 2016)
and the PSR model in Fig. 9.7. The single zone model, which as-
sumes no heat exchange with the walls (ht = 0 W m−2 K−1), predicts
three distinct ignition behaviors for the studied PSR depending on
the initial temperature: no ignition, intermediate ignition (partial
oxidation of DME), and full ignition of the mixture (Fully oxidized
DME).

At the lower initial temperatures, the oxidation of DME results in
no temperature rise, no consumption of reactants, and consequently,
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Figure 9.7: Mole fraction profiles of (a)DME, (b)H2O, (c)H2O2, and
(d)HMPF over the initial temperature of the JSR: Comparison of
the single zone model, considering the heat transfer coefficient
of 0 W m−2 K−1 (blue curve) and 25 W m−2 K−1 (red curve) with
the previous experimental study (Moshammer et al. 2016) and
the PSR model

the absence of the product species formation (see species mole frac-
tions in the temperature range of 460-580 K in Fig. 9.7).

Further increase of Tinit results in the partial ignition of the mix-
ture and the formation of some intermediate species (such as H2O2
mole fraction in the temperature range of 590-880 K as shown in
Fig. 9.7c and CO mole fraction in Fig. A.4a in Appendix A.4. In this
regime, 50% of the initial fuel (DME) is consumed and the rest leaves
the reactor without reacting (Lammersen et al. 2013). This happens
because the equilibrium temperature of the mixture reaches 640 K,
which prevents the DME from becoming fully consumed.

Subsequent increase in the initial temperature leads to the com-
plete oxidation of DME and the increased formation of product species
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(see the temperature range of 880-1000 K of the single zone model
in Fig. 9.7). As predicted by the single zone model, the entire DME is
consumed, and the equilibrium temperature of the mixture reaches
1535 K in the steady state.

The predicted product mole fractions by the single zone model,
considering a large heat exchange with the walls (ht = 25 W m−2 K−1),
coincide with the predicted mole fraction by the PSR model. Indeed,
assuming a high heat transfer coefficient, the heat of the reaction
transfers to the surroundings and the gas temperature approaches
the wall temperature. As a result, the mole fractions of the product
are very similar to those obtained by an isothermal perfectly stirred
reactor model.

9.5.2 Case of the heat transfer coefficients of 3 W m−2 K−1

As shown in the stability diagram in Fig. 9.6, the single zone model
with the heat transfer coefficient between zero and 25 W m−2 K−1

predicts temperature oscillations, which are consistent with the ear-
lier studies (Stoehr et al. 2015, Lammersen et al. 2013). This subsec-
tion studies the ignition behavior of the oxidation of DME consider-
ing the heat transfer coefficient of 3.0 W m−2 K−1. Figure 9.8 shows
the mole fraction profiles in the lowest (min) and highest (max) val-
ues of the species oscillations. The ignition process of DME consid-
ering the heat transfer coefficient of 3.0 W m−2 K−1 is divided into
five regimes depending on the initial temperature (Lammersen et al.
2013, Wada et al. 2009). These regimes and the main conclusions are
summarized as follows.

• When the initial temperature of the JSR is low (in the range
of 460 - 530 K), no reaction of the mixture takes place, and no
products are generated (1st regime). Further rise of Tinit results
in an oscillating behavior of temperature and the species mole
fraction, where the gas mixture in the JSR periodically ignites
and quenches (low- temperature oscillations, 2nd regime), as
can be seen in the temperature range of 540 - 610 K in Fig. 9.8.
Further increase of the initial temperature leads to a stable
combustion (3rd regime) (see the temperature range of 620 -
800 K). Subsequent increase of the initial temperature to a
higher value leads to the high-temperature oscillations (4th

regime), as shown in the temperature range of 820 - 950 K. A
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Figure 9.8: Mole fraction profiles of (a)DME, (b)H2O, (c)CH2O, and
(d)HMPF over the initial temperature of the JSR: Comparison
of the single zone model, (considering minimum and maxi-
mum value of the species) at the heat transfer coefficient of
3 W m−2 K−1 with the previous experimental study (Mosham-
mer et al. 2016) and the PSR model

further increase of Tinit leads to a stable combustion again (5th

regime) (see the temperature range of 960 - 1000 K in Fig. 9.8).

• The origin of the low-temperature oscillations in the second
regime is related to the formation of HPMF (Stoehr et al. 2015),
which is formed only at the lower temperatures (see Fig. 9.8d).
Furthermore, the formation of formaldehyde (CH2O) not only
increases the temperature, but also acts as an inhibitor for the
reaction (Stoehr et al. 2015) that leads to a decrease in temper-
ature. Therefore, temperature oscillations are generated at the
lower initial temperatures.
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• The oscillations at higher temperatures (4th regime) are re-
lated to the interaction of three main parameters; 1) a fresh
inflow gas with a temperature of 350 K enters the JSR, 2) heat
transfers between the mixture and the walls with a constant
heat transfer coefficient, 3) the heat of the reaction increases
the temperature of the mixture inside the JSR.

• The measured mole fractions of the species by Moshammer
et al. (2016) are in the range between the lowest and highest
oscillations of the species mole fractions predicted by the sin-
gle zone. This is particularly evident in the case of DME and
H2O mole fractions in the temperature range of 540 - 600 K
and 820 - 900 K in Fig. 9.8.
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92 application of multi-zone model

A detailed investigation of the gas temperature and product mole
fractions over a cycle provides valuable insights into the underly-
ing mechanisms of low-temperature oscillations within the JSRs. As
can be seen from Fig. 9.9, the rates of formation and consumption
of product species are different over a cycle of temperature oscil-
lations. The oxidation of DME leads to the production of a large
amount of the semi-stable species of HMPF (HOOCH2OCHO). Pro-
ducing HMPF leads to an increase in the temperature (Stoehr et al.
2015). Then, HMPF dissociates suddenly as the temperature reaches
around 700 K and provides OH, as shown in the magnified part
of Fig. 9.9 (Stoehr et al. 2015). After that, the remaining of pro-
duced OH and the chain branching lead to the production of CH2O.
The generated formaldehyde (CH2O) consumes the chain branch-
ing radical OH, leading to the further temperature increase up to
the temperature of 760 K, as previously predicted by Stoehr et al.
(2015). The remaining CH2O acts as a chemical inhibitor and in-
hibits the further combustion, resulting in a decrease in tempera-
ture (reaching the temperature of 580 K). Then the fresh inlet gas
enters the reactor again, and the entire cycle is repeated. Finally, it
can be concluded that the formation of HMPF and CH2O during the
low temperature oxidation of DME induces temperature oscillations
within the reactor.

9.6 considering nonuniform distribution of heat trans-
fer coefficient

Following the construction of the JSR described in Chapter 2, the
JSR vessel is located in an oven to adjust the operating temperature
for studying the oxidation of DME. Adjustment of the reactor to the
temperature of the oven introduces inhomogeneity within the JSR.

This means that the regions inside the JSR, where a fresh inflow
enters, have a different amount of heat transfer compared to zones
near the walls. Therefore, employing the single zone model cannot
represent the conditions exits in the real JSR. In this section, the ig-
nition of DME is studied using the multi-zone model considering
different values of the heat transfer coefficients over five representa-
tive zones.

Following the gas heat transfer correlation based on the Nus-
selt number (Lignola and Reverchon 1988), the heat transfer coef-
ficient for the studied JSR is calculated to be 3.28 W m−2 K−1. Ac-
cordingly, the heat transfer coefficients are distributed differently



9.6 considering nonuniform distribution of heat transfer coefficient 93

Table 9.4: Distribution of the heat transfer coefficients over five zones to-
gether with the average of the heat transfer coefficients (Aver-
age), their standard deviation (STD), and their deviation divided
by the average (STD/Average)

ht/ W m−2 K−1 Over 5 zones

Case 1
st

2
nd

3
rd

4
th

5
th Average STD STD/Average

1 0.1 0.7 1.0 5.0 9.6 3.28 4.03 1.22

2 2.0 2.8 3.2 4.0 4.4 3.28 0.95 0.29

over the five zones in two cases, with the same averaged value of
the heat transfer coefficients and different amount of deviations be-
tween the zones, as can be seen in Table 9.4. Furthermore, the initial
temperature of the gas and the wall temperature are assumed to be
identical. The inflow gas temperature of 350 K, the initial mole frac-
tion of the reactants (equivalence ratio of 0.35), and the volume size
(V = 0.2Vtot) are kept identical for all zones.

As discussed in Subsection 9.5.2, the oscillations were captured in
the temperature range of 540 - 610 K and 820 - 960 K, therefore, the
species mole fractions during the DME oxidation were studied in the
low- and high temperature regimes using the multi-zone model, as
shown in Fig. 9.10.

Comparing the mole fraction profile of the main and intermedi-
ate species in cases 1 and 2 with the experimental data and the
PSR model in Fig. 9.10 shows a good agreement between the de-
veloped model and the experiments. Indeed, the multi-zone model
accurately predicts the temperature and mole fraction oscillations
within the JSR by defining different zones that exchange mass and
heat with each other, a factor neglected by the PSR model. Further-
more, defining larger deviations between the zones (case 1) leads
to a more accurate estimation of the experimental data compared
to case 2. This is because deviations in the heat transfer coefficients
between the zones reflect the real conditions within the studied JSR.

Consequently, the developed multi-zone model in this study con-
sidering inhomogeneous distribution of the heat transfer coefficient
successfully predicts the temperature oscillations and the product
mole fraction profile during the oxidation of DME.
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Figure 9.10: Profiles of the averaged mole fractions of (a)DME, (b)O2,
(c)HMPF over five zones in the low-temperature regime and
(d)H2O, (e)CO2 in the high-temperature regime considering
different heat transfer coefficients (Cases 1 and 2)

9.7 conclusions

In order to capture the inhomogeneity inside the real JSRs, a zero-
dimensional multi-zone model is applied to the oxidation of DME.
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In this model, the total volume of the JSR is divided into a number
of representative zones, in which all scalar fields are assumed to
be uniform. However, thermodynamic variables (except pressure),
mixture composition, and turbulence characteristics may vary from
one zone to the next. As a result, each zone exchanges mass and
heat with the other zones, as defined in the model.

It is concluded that the selection of an appropriate mixing ex-
change rate between zones, representing the intensity of mixing, is
crucial for modeling inhomogeneity and accurately estimating the
behavior of the real reactor. Moreover, the results show that the
inhomogeneous distribution of the heat transfer coefficients more
accurately represents the non-perfectly mixed JSR compared to the
case of the inhomogeneous distribution of the initial mole frac-
tion of the reactants, the total volume, and the wall temperature.
It also captures the product mole fractions during the oxidation of
DME and the temperature oscillations predicted by the experimental
studies (Moshammer et al. 2016, Stoehr et al. 2015).

As a result, it can be inferred that the multi-zone model with the
consideration of the inhomogeneous distribution of the heat trans-
fer coefficients can be employed to describe mixing characteristics
in real JSRs.
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The mixing performance was examined in a spherical JSR by ana-
lyzing the RTD, the distribution of the velocity field, the TKE and its
dissipation in Chapters 6 and 7. According to these chapters, the
dead spaces generated in the center of the spherical JSR and the
short circulation of flow lead to imperfect mixing. Therefore, the
JSR design that could improve the mixing and overcome the prob-
lems of dead zones and short circulation is still needed. To this end,
the design of the reactor is modified by adding two nozzles to the
standard four-nozzle design of the spherical JSR introduced by Da-
gaut et al. (1986) to improve the mixing quality. These two nozzles
with an outer diameter of d = 3 mm and an inner diameter of d =
1 mm point the highly turbulent jets directly into the center of the
JSR, eventually eliminating the dead zone. Figure 10.1 provides an
overview of the simulated six-nozzle JSR design by OpenFOAM. As
can be seen, nozzles G and H direct the flow straight to the center.

Figure 10.1: Proposed new design of the JSR with six nozzles: two addi-
tional nozzles (G and H) pointing to the center (Esmaeelzade
et al. 2021)

To simulate the proposed JSR with six nozzles, approximately 1.2M
cells were distributed within the reactor. Mesh refinement was fo-
cused particularly on the nozzle exits and walls to capture fine de-
tails of the flow. The detailed simulation setup and the boundary
conditions were previously outlined in Section 5.1.

96
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(a)

(b)

Figure 10.2: Time-averaged mass fraction of CO2 in the cross-sections de-
scribed by the (a) x-z plane, (b) x-y plane, (Left: Six-nozzles
JSR, Right: Four-nozzles JSR) (Esmaeelzade et al. 2021)

Further, the time averaged CO2 mass fraction is compared in the
case of the six- (the left reactor) and four- (the right reactor) nozzle
design over a cross-section on the x-z and x-y planes in Figs. 10.2a
and 10.2b, respectively. A comparison of these two reactors reveals
that two additional nozzles (nozzles G and H as shown in Fig. 10.1)
effectively agitate the areas near the center and space between the
inclined nozzles. Indeed, another circulating stream is created by
two new applied jets, which influence the fluid contents in the cen-
ter to flow; thus eliminating the formation of dead zones and the
subsequent short circulating of the fluid elements. As a result, a six-
nozzle JSR design produces a more homogeneous composition than
a four-nozzle design in the same time interval.
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Figure 10.3: Temporal evolution of the standard deviation of the tracer
mass fraction for the four- and six-nozzle designs (Es-
maeelzade et al. 2021)

To quantitatively compare the mixing quality within the two se-
tups of the JSR, the normalized weighted standard deviation of the
CO2 (tracer) mass fraction over time is shown for the cases of the
standard four inclined nozzles and the proposed six-nozzle JSR de-
sign, as can be seen in Fig. 10.3. The predicted standard deviation of
the tracer mass fraction for the six-nozzle design shows lower val-
ues over time compared to the four-nozzle case, which represents a
more uniform and homogeneous composition.

(a) (b)

Figure 10.4: Flow field resulting from the new JSR design consisting of
six nozzles in the cross-section described by the x-z plane.
(a) Time-averaged velocity vectors field; (b) Turbulent kinetic
energy field
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The reason for the lower values of the standard deviation of the
tracer in the six-nozzle JSR can be explained by capturing the ve-
locity field using the LIC technique and also TKE of the design of
the six-nozzle JSR, as illustrated in Fig. 10.4a and 10.4b, respectively.
According to Fig. 10.4a, several vortexes are created in the center of
the chamber and between four inclined nozzles due to the highly
turbulent flow issued by the two added nozzles. It is therefore ex-
pected that the mixing process inside the JSR will be intensified by
these vortices, resulting in a more homogeneous composition. As
can be seen from Fig. 10.4b, the TKE has higher values and the tur-
bulent structures are significantly improved especially in the region
close to the center of the JSR compared to the standard JSR with
four-nozzle as shown in Fig. 7.6a.
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The primary objective of this thesis has been the numerical analy-
sis of the flow field inside a spherical JSR with four inclined noz-
zles. The results of this research work were divided into two parts.
First, a detailed analysis of the flow characteristics within the mix-
ing chamber and through the nozzles was presented using the CFD

tools of OpenFOAM in Chapters 6-8. In this part, the LES-simulations
of the tracer-decaying process of a non-reacting mixture within a
3-D configuration of the JSR setup were investigated. Subsequently,
the mixing performance of a spherical JSR was examined consider-
ing different geometrical and thermodynamic conditions. The re-
sults showed that the numerically calculated RTD does not follow
the residence time distribution for an ideal reactor and that turbu-
lent structures are distributed nonuniform within the studied reac-
tor. Thus, a homogeneous and perfectly mixed composition was not
obtained for the simulated JSRs. According to the results of Chap-
ters 6-8, the potential of the center of the JSR was identified as a
source of the imperfect mixing within the reactor, due to the cre-
ation of the dead spaces.

Next, in order to capture the inhomogeneity inside the JSR, a zero-
dimensional theoretical multi-zone model was developed and im-
plemented in HOMREA in the second part. The developed model
was applied to the oxidation process of DME in order to identify the
source of the inhomogeneity within the JSR. For this purpose, var-
ious parameters such as the initial mole fraction of the reactants,
the total volume, the wall temperature, and the heat transfer coeffi-
cients were distributed differently over five representative zones, as
described in Chapter 9. Finally, it was concluded that the multi-zone
model considering inhomogeneous distribution of the heat transfer
coefficients over representative zones can capture imperfect mixing
inside the JSR. Indeed, the developed model predicted the temper-
ature oscillations and the product mole fraction profiles measured
by the experimental studies of Moshammer et al. (2016) and Stoehr
et al. (2015).

At the end, in order to improve the mixing quality and eliminate
the dead spaces and short circulation of flow inside the standard

100
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JSR with four inclined nozzles, an alternative JSR design with six
nozzles (two of the jets pointing to the JSR center) was proposed in
Chapter 10.

The main contributions of this work are summarized briefly be-
low.

• Capturing the normalized RTD curve for the studied JSR and
comparing it with the ideal reactor shows that the larger de-
viation at the earlier time and the long tail of the RTD curve
at longer times represent the short circulating (bypassing pro-
cess) and the dead (stagnant) zones within the JSR, respectively
(Chapter 6).

• The importance of modeling the flow through the nozzles in-
side the JSR is emphasized in order to accurately capture the
flow field. In fact, the modeling of the top-hat velocity profile
at the entrance of the nozzle leads to a developed turbulent
velocity profile at the exit of the nozzle.

• The interaction of two circumferential flows expanding to-
wards the spherical walls causes poor mixing in the center of
the JSR chamber and in the space between the nozzles (Chap-
ter 7).

• The analysis of the velocity field, the TKE and the Q-criterion
shows the potential of the regions coherent to the walls for the
shear stress and of the regions slightly away from the walls
and the nozzles for the vorticity (Chapter 7).

• Operating the spherical JSR at higher pressure leads to captur-
ing more efficient mixing compared to the case of the ambient
pressure (Chapter 8).

• Based on the theoretical multi-zone model, the choice of an
appropriate mixing exchange rate between the zones, which
represents the intensity of mixing, is essential for modeling
the inhomogeneity and accurately estimating the behavior of
the real reactor (Chapter 9).

• The developed theoretical multi-zone model considering the
inhomogeneous distribution of the heat transfer coefficients
represents the imperfect mixing and inhomogeneity within
the non-ideal JSR.
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• The mixing performance of the common spherical JSR design
with four inclined nozzles can be improved by adding two
nozzles that direct the flow to the center of the reactor (Chap-
ter 10).

Although this work involved a comprehensive investigation into
the simulation of the JSR, some of the ideas and works can be re-
tained for future work. The following are some of the suggestions.

• The CFD simulation of a non-reacting flow is investigated in
the current study. However, the addition of a reacting mixture
to a 3-D simulated JSR can provide valuable information on
the chemical mechanisms and defects of the JSRs.

• The effect of the curvature of the JSR nozzles on the mixing
quality can be investigated.

• An experimental setup of the spherical JSR with six nozzles
directed towards the center of the JSR can be constructed for
further comparison with the numerical analyses presented in
this study.

• Capturing the homogeneity within the spherical JSR could be a
motivation for future stochastic modeling based on the Probability
Density Function (PDF) approaches and also compared to the
multi-zone developed in this study.

• The developed multi-zone model for the JSR can be applied to
other chemical mechanisms.
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Figure A.1: Mole fraction profiles of the main and intermediate species dur-
ing the oxidation of DME considering inhomogeneous distribu-
tion of reactants mole fractions
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a.2 considering nonuniform distribution of the vol-
ume
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Figure A.2: Mole fraction profiles of the main and intermediate species dur-
ing the oxidation of DME considering inhomogeneous distribu-
tion of the total volume
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a.3 considering nonuniform distribution of the wall

temperature
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Figure A.3: Mole fraction profiles of the main and intermediate species dur-
ing the oxidation of DME considering inhomogeneous distribu-
tion of the wall temperature
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a.4 considering nonuniform distribution of the heat

transfer coefficient
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Figure A.4: Mole fraction profiles of the products species during the oxi-
dation of DME considering the inhomogeneous heat transfer
coefficients of zero and 25 W m−2 K−1
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