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More than humanoid robots and cyborgs? 

How German print media visualize articles on 

artificial intelligence 

 

ABSTRACT: Engaging with the ongoing debate regarding the portrayal of artificial 

intelligence (AI) in the public sphere – particularly the alleged predominance of sci-fi 

imagery and humanoid robots – our study examines how six German print media 

visualize articles related to AI. A mixed-methods approach combines qualitative and 

quantitative visual content analysis, analyzing 818 images from articles published in 

2019 and 2022/23. Our findings indicate that human figures, rather than robots, serve 

as dominant visual objects, and no significant image-to-text gaps were observed. 

Overall, German print media appear to present a nuanced perspective on AI, balancing 

opportunities and risks associated with this technology. 
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Context and Relevance 

“Type ‘AI images’ into your search engine and you will notice a pattern [Better Images 

of AI, 2024; see also Romele, 2022]. The pattern that the NGO “Better Images of AI” 

is suggesting here is a predominance of sci-fi inspired and anthropomorphized images 

of Artificial Intelligence (AI), like humanoid robots or cyborgs, robots with brains 

respectively human brains with computer elements, outstretched robot hands (as 

variations of Michelangelo’s The Creation of Adam) or Terminator visualizations. This 

“clichéd” [Romele, 2022, p. 5] way to describe AI and a predominant usage of robot or 

sci-fi imagery is suspected and critically reflected by many other actors and 

researchers as well (e. g. [Guzman, 2017; Meinecke & Voss, 2018; Moretti & Rogers, 

2022; Mustaklem, 2024, quoted from Adami, 2024; Romele, 2022; Schmitt, 2021]; or 

a project group called “AI Myths” [n.d.]).  

Lately, a lively debate about potential problems of a lack of variety respectively the 

predominant use of sci-fi images to visualize AI has developed. The critics (for example 

AI researchers) argue, through an inappropriate visualization of AI public 

misconceptions can be generated and the public’s understanding of how AI systems 

are currently used or how they work, what potential and what limitations are associated 

with it, could be impaired or even distorted (e. g. [Better Images of AI, 2024; Guzman, 

2017; Kurenkov, 2019; Mustaklem, 2024, quoted from Adami, 2024]). Romele [2022, 

p. 4] even describes some stock images on the one hand as “unethical”, because they 

“do not ‘humbly’ represent the ‘things themselves’; they let more than what they are 

supposed to show be seen (certainly more than what is concretely done in 

technological innovation in AI)” and on the other hand as “unpolitical”, because of their 

“incapacity to promote forms of disagreement among concerned groups beyond a 

simplistic logic of oppositions – goodness/ badness, risk/ opportunity, humans/ 

nonhumans” [Romele, 2022, p. 4]. To quote a few more concerns: 

Abstract, futuristic or science-fiction-inspired images of AI hinder the 
understanding of the technology’s already significant societal and 
environmental impacts. Images relating machine intelligence to human 
intelligence set unrealistic expectations and misstate the capabilities of AI. 
Images representing AI as sentient robots mask the accountability of the 
humans actually developing the technology, and can suggest the presence of 
robots where there are none. [Better Images of AI, 2024] 

… pictures of shiny humanoid robots mislead us as to what AI is, and also 
reinforce harmful stereotypes [AI Myths, n.d.]. 

Concerns surrounding clichéd AI visualizations arise because the visual plays a crucial 

role in the social construction of reality [Lucht, Schmidt & Tuma, 2013]. The 

considerations are based on a constructivist idea: It is assumed that the way AI is 

visually represented shapes society’s knowledge and ideas about AI [Berger & 

Luckmann, 1969; Hepp et al., 2017; Kalwa, 2024, quoted from Metz, 2022]. By directly 

addressing the human sense of sight, visualizations create a sense of reality. Further, 

AI images make the invisible (technology) visible. Through this visibility, they construct 

a – possibly unrealistic – reality [Grittmann & Ammann, 2011; Müller 2003]. Even 
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further goes Romele [2022, p. 2], who argues that visual as well as written 

representations of technology “become conditions of possibility for the existence and 

development of specific technologies”, which is why visualizations of AI as an emerging 

technology matter. 

As part of our study, we examine whether the concerns regarding the visualizations of 

AI are justified respectively have an empirical basis. We are investigating how selected 

German quality print media visualize and frame articles on AI. Our paper is organized 

as follows: We commence by examining the significance of visual media 

representations of artificial intelligence as a compelling subject for investigation. 

Subsequently, we present an overview of the current state of research and derive our 

research questions. We then delineate our methodological approach and present the 

results of our analyses. Finally, our paper concludes with a summary and a discussion 

of the findings. 

Why an Analysis of AI Images in News Media Coverage? 

As a matter of fact, images are an integral part of journalistic reporting [Renner, 2013] 

and generate a high level of attention among the recipients, even more than pure text. 

They can be processed quickly, are easy to mentally fixate and to remember [Geise, 

Lobinger & Brandtner, 2015; Geise & Rössler, 2012; Kong, 2019; Müller, 2003]. Above 

and beyond, images are “powerful framing tools” [Rodriguez & Dimitrova, 2011, p. 50; 

see also Geise, Lobinger & Brandtner, 2015] – when textual and visual framing are in 

conflict, visual frames often prevail [Rodriguez & Dimitrova, 2011]. 

And this is of particular relevance considering the public’s knowledge of AI, which is at 

best “patchy” [Nader et al., 2022, p. 713; see also Adami, 2024], even though AI is 

anticipated to become increasingly embedded in our daily lives. This is why (media-

mediated) images of AI are expected to hold significant potential to affect public 

perception of AI as well as expectations, fears or hopes about it [Cave et al., 2018; 

Kong, 2019]. 

According to Gamson et al. [1992, p. 374], especially images generated through and 

disseminated by mass media are utilized by the recipients “to construct meaning about 

political and social issues.” This view is also expressed in an article from the Guardian 

on misleading media coverage of AI: “Why do people believe so much nonsense about 

AI? The obvious answer is that they are influenced by what they see, hear and read in 

mainstream media.” [Naughton, 2019]. Also Kalwa [2024, quoted from Metz, 2022] 

states, that when people come into contact with illustrated (journalistic) texts on AI in 

public debates, this influences how knowledge and ideas about AI are constituted. 

However, AI visualizations contained in media coverage are also assumed to be 

“inappropriate” in a way by various actors: 

… if you were writing a news article about apples, you wouldn’t put a photo of a 
pear at the top. But if you're reading a story about large language models, you 
have a photo of a robot at the top, even though there are no robots anywhere 
near large language models. I think that it reinforces the opacity and difficulty 
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accessing and understanding the technology even for people in the media and 
for researchers. This is creating a gap in terms of how well we understand the 
technology. [Mustaklem, 2024, quoted from Adami, 2024]. 

Even technology that is per definition not robotics (e.g. artificial intelligence or 
simple software) is routinely referred to as a robot and illustrated with pictures 
of humanoid robots that have nothing to do with the technology at the center of 
the article. … artificial intelligence used for research tasks in law firms becomes 
a ‘robot lawyer’ and investment software becomes a ‘robot adviser’ [Meinecke 
& Voss, 2018, p. 211]. 

Schmitt [2021] takes this further, asserting that many AI images are not only unrelated 

to the news article and merely decorative, but even harmful to the public imagination. 

“They influence how we develop, think of and design policy for emerging technologies”. 

He continues: “Instead of inviting public discourse around urgent questions like bias in 

machine learning systems …, these images suggest that readers should run from robot 

overlords or thrust their heads into a blue binary code utopia.” [Schmitt, 2021] 

State of Research and Research Questions 

Despite these concerns, to our knowledge there are no reliable (quantitative) analyses 

on the topic of AI visualizations in media coverage available so far. 

While content analysis is one of the most frequently used methods in communication 

studies, visual content analysis is a rather “little-studied field of research” [Rössler, 

2010] – although visual elements in media coverage have increased significantly since 

the 19th century [Wilke, 2011; Geise & Rössler, 2012]. Consequently, several 

researchers complain about the marginality of the image as a central research object 

[Grittmann & Lobinger, 2011; Schnettler & Bauernschmidt, 2018]. If images are 

analyzed in content analysis, most studies concentrate on the description of formal 

elements or the counting of depicted actors often neglecting the deeper content of 

images and its visual representation [Geise & Rössler, 2012].  

With regards to the topic AI, textual communication about generative AI in news media 

coverage has already been analyzed (e. g. [Brennen, Howard & Kleis-Nielsen, 2018; 

Ding & Kong, 2019; Kieslich et al., 2022; Obozintsev, 2018; Ouchchy, Coin, Dubljević, 

2020; Sun et al., 2020; Vergeer, 2020]) – however, images of AI in news coverage 

were – if at all – simply recorded as additions. We are only aware of a single conference 

proceeding that focuses on AI representations in news photographs in the U.S. and 

China [Kong, 2019]. According to Kong [2019], the analyzed news images paid more 

attention to humans than to machines. Humans were present in 72 (New York Times) 

respectively 85 percent (China Daily) of the AI images in the analyzed newspapers. If 

AI applications were visualized in the images, humanoid robots were the typical form 

– which, as described in the introduction, can be seen as problematic. In sum, the 

images analyzed by Kong [2019] conveyed a rather positive attitude towards AI. 

Meinecke and Voss [2018] in a paper on “Robotics in Science Fiction and Media 

Discourse” devote a subchapter to robots in media coverage and find that these are 



5 
 

often used to illustrate AI – however, their results do not seem to be based on a 

systematic content analysis but are illustrated using selected examples. 

Beyond that, to our knowledge there are only few studies that analyze (mostly fictional) 

visual AI narratives in literature and film using qualitative research approaches [e. g. 

Cave et al., 2018; Hermann, 2023; Xanke & Bärenz, 2012]. 

Our study seeks to address this gap. We argue, following Pentzold, Brantner and 

Fölsche [2018, p. 140], that visualizations of AI articles “are an object of analysis in 

their own right and with an inherent representational logic.” We think it is a challenge 

for journalism to visualize an invisible technology and “to give palpable form to a 

discrete phenomenon” [Pentzold, Brantner & Fölsche, 2018, p. 140]. 

Based on the discussion about the potentially problematic visualizations of AI, the 

overarching research questions of our analysis are: How do German print media 

visualize articles on AI? Do the selected images of AI in news coverage appear 

appropriate in terms of content for the AI being discussed? And can recurring visual 

frames be recognized in the medial, visual representation of AI? Specifically, we aim 

to investigate the following research questions: 

RQ1. How often are articles on artificial intelligence illustrated in selected 

German print media? 

RQ2. Which visualization types are predominantly used in German print media 

coverage? 

RQ3. What can be seen in the images (pictorial objects) attached to German 

print media articles on AI? 

RQ4. Do the pictorial objects match the respective AI that is the subject of the 

news article? 

RQ5. Can different visual frames be identified in German news media coverage 

about AI? 

We will answer all of these questions by comparing them over time, as we are 

analyzing two investigation periods (2019 and 2022/2023). 

Theoretically, our analysis connects to the visual framing theory. Despite an increasing 

number of framing studies, framing has primarily been analyzed with a focus on textual 

media messages [Geise, Lobinger & Brandtner, 2015]. The “question of how issues 

are framed through images that stand alone or accompany text has remained relatively 

under-researched” [Rodriguez & Dimitrova, 2011, p. 49].  

 Visual framing is understood as a specific dimension of framing and defined as 

the process and/or the result of selecting and accentuating certain aspects of 
perceived reality in a communicative context by means of visual communication, 
through which specific structuring and interpretation patterns and/or 
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recommendations for action for the described facts are suggested and which 
shape information processing1. [Geise, Lobinger & Brandtner, 2015, p. 46] 

Applied to the research subject of visualizations of articles on AI, we analyze the result 

of the journalistic selection of specific images to visualize the AI topic in news media 

coverage, which can imply a certain meaning or interpretation to the recipient [Geise 

& Lobinger, 2015; Müller, 2011; Schwalbe, 2006]. The way in which picture editors 

illustrate articles can give recipients a specific direction of interpretation by telling 

people not only what to think about the communicated message, but also how to think 

about it [Geise & Rössler, 2012]. Through our analysis, we want to find out whether 

certain visualizations of AI dominate German media coverage and whether they could 

evoke a certain idea of AI that may be inappropriate regarding the AI application 

addressed2.  

Method 

To answer our research questions and to analyze how articles on AI are visualized in 

news media coverage, our study uses a mixed-methods design. We conducted a 

qualitative as well as a quantitative visual content analysis (according to [Grittmann & 

Lobinger, 2011]) of illustrated German national print media articles on AI. Our analyses 

focus on two time periods: on the one hand the time period between January 1 and 

December 31, 2019 has been analyzed and on the other hand the time period between 

November 1, 2022 and October 31, 2023. We chose 2019 as period of analysis 

because it was named the “Science Year of Artificial Intelligence” by the German 

Federal Ministry of Education and Research [BMBF, 2021]. It can therefore be 

assumed that the topic of AI was considerably covered during this year. The time 

period between November 2022 and October 2023 was chosen as it covers one year 

after the introduction of ChatGPT in Germany, which was in November 2022. 

As news media titles, we chose six (leading) national quality newspapers and news 

magazines in Germany, representing the political spectrum from “left” to “right” 

(Scheufele & Engelmann, 2013), namely: Süddeutsche Zeitung (SZ), Frankfurter 

Allgemeine Zeitung (FAZ), Die Welt (DW), taz, Der Spiegel, and Die Zeit. All illustrated 

articles during the analysis period that contained the keywords “artificial intelligence” 

or “AI”3 in their headline or subtitle were selected for analysis (to preferably analyze 

only those articles that deal with AI as a main topic). Our search resulted in 589 

 

1 Translation of the original German quote: “Visuelles Framing ist der Prozess und/oder das Ergebnis 

der Selektion und Akzentuierung bestimmter Aspekte der wahrgenommenen Realität in einem 
kommunikativen Kontext durch Mittel Visueller Kommunikation, durch die spezifische Strukturierungs- 
und Interpretationsmuster und/oder Handlungsempfehlungen für den beschriebenen Sachverhalt 
nahegelegt werden und die die Informationsverarbeitung prägen.“ [Geise, Lobinger & Brandtner, 2015, 
p. 46] 
2 However, since our study is a pure content analysis, we cannot make any statements about actual 

effects. Yet, there are analyzes that show how media framing of AI can influence recipients’ 
understanding of AI (e. g. [Obozintsev, 2018]. 
3 German search string: “Künstliche* Intelligenz OR *KI*” 
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illustrated articles with n = 818 images in total (some articles contained more than one 

image). 

Following Geise and Rössler [2012], we distinguished between several dimensions of 

image analysis: On the presentation level, we manually coded formal features like 

medium, date, department and visualization type of the image. On the object level, we 

coded the visual objects with different levels of detail. Per image, several image objects 

(like human, robot, computer etc.) with multiple specifying subcategories could be 

coded, for example if an image shows a human and a robot at the same time. On the 

tendency and on the meaning level, we coded the main AI subject covered in the article 

(using inductive coding of the article headlines, subtitles and text), and framing 

elements. 

Regarding the identification of frames, we used a mixture of an interpretative-

quantifying method and a cluster-method [Matthes & Kohring, 2004]. Therefore, the 

frames were initially generated qualitatively and interpretatively from the 2019 material 

by following the qualitative iconographic-iconological approach [Panofsky, 1979; see 

also Grittmann & Ammann, 2011; Geise & Rössler, 2012]. This methodological three-

step approach can be used for the systematic interpretation of images and does not 

bring out the forms or motifs of an image, but rather its central pictorial content. Firstly, 

we coded the so-called pre-iconography, the “primary subject” of the image. It focuses 

on existing semiotic image objects, such as persons, non-human objects or actions 

(what is depicted?). The goal is an objective description of the existing image objects 

including individual everyday theoretical experiences [Müller, 2003]. Secondly, we 

noted the iconography, the “secondary subject”, reconstructing the thematic 

embedding of the image. The previously analyzed “what” is expanded and 

contextualized by including information from the title and subtitle, image headline and 

caption. Thirdly, the iconographic analysis was expanded by deriving the actual 

meaning and central image statement in an interpretative act, which we summarized 

(so-called iconology) [Panofsky, 1975]. This three-step resulted in six qualitatively 

identified AI frames: 

- Potential uses of AI: Visualization of potential or real uses of AI in all areas of 

life with dominant positive connotations. 

- Danger potential: Visualization of dangers that may arise from widespread hasty 

or non-critically reflected deployment of AI applications. 

- Competition: Visualization of existing national and international competition in 

AI development, research and implementation. 

- Human role model: Visualizations that show humans as an ideal role model for 

hard- and software, whose control is based on AI. 

- (Further) development: Visualizations that focus on previous developments in 

the field of AI but also developmental work, which is still ongoing. 

- Cultural and artistic debate: Visualizations that show the cultural or artistic 

engagement with AI as a technology. 
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From these qualitative frames, binary categories were derived for the quantitative 

content analysis as frame elements (e. g. Are chances or opportunities associated with 

AI discussed? Are risks or dangers associated with AI discussed? etc.), which were 

coded within the AI image in combination with the article headline, teaser and subtitle4 

for both study periods (2019 as well as 2022/23). Using hierarchical cluster analysis, 

they were subsequently assembled into frames, so that quantitatively we did not code 

the complete frame directly, but individual frame elements [Matthes & Kohring, 2004] 

to improve the reliability of coding. 

A team of three coders was assembled to carry out the quantitative content analysis. 

The coders underwent multiple training sessions and were provided with a detailed 

coding manual to ensure a consistent understanding of the classification scheme. The 

complete codebook for our analysis is attached as an appendix. 

The intercoder reliability values (three coders) for formal features and pictorial objects 

ranged between 0.74-1 (Krippendorff’s alpha) and for AI subject and frame elements 

0.64-0.95 (Krippendorff’s alpha).  

Results 

Amount of visualized AI news coverage 

Regarding our first research question, our data show that within our analyzed news 

media sample in 2019, n = 125 visualized articles (containing at least one article image) 

on the main topic of AI were published, while in the second year of analysis it were n 

= 464 articles. Thus, the quantity of visualized AI articles significantly increased in 

2022/23. This finding indicates the increased social relevance of the AI issue, which is 

why journalism reports on it more frequently – and apparently also visualizes the 

subject more often. The number of images within these news articles on AI has more 

than quadrupled (from 150 images in 2019 to 668 images in 2022/23; see Figure 1). 

On average, in 2019 each visualized article on AI contained 1.2 images. In 2022/23, it 

was 1.44 images per article. 

 

4 In this respect, the interplay of image and text was captured here as binary frame elements – viewing 

the AI-images alone did not allow sufficient coding of the frame elements. 
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Figure 1: Visualized AI articles and AI images in German print media coverage (in %) 

By far the most news articles and images of AI were published by the Süddeutsche 

Zeitung (in sum: n = 200 articles and n = 245 images). Regarding the number of 

images, the SZ is followed by the FAZ (n = 202), which also contributes the second 

most articles (n = 162) on the topic, and Der Spiegel (n = 124) – although it only 

appears weekly. Both significantly increased their number of visualizations in the 

second period of analysis. 

As shown in Figure 2, most often the AI articles and images were published in the 

economics department (34% in 2019 vs. 36% in 2022/23), followed by the feuilleton 

(18% vs. 19%) and science department (14% vs. 12%).5 These results indicate that AI 

in German print media coverage is predominantly discussed as an economic 

phenomenon or as a phenomenon with economic consequences (one third of the 

visualized articles). 

 

5 Category “other” includes the first sections of the newspapers, discussion segments and special 

issues or supplements, for example.  
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Figure 2: Visualized AI articles per department (in %) 

Visualization types in AI news coverage 

Regarding the visualization types (RQ2), in 2019, the vast majority of AI images, 

namely two thirds, were photographs, with illustrations (visualizations drawn by hand 

or digitally) being the second most common visualization type (see Figure 3). Together, 

these two visualization types make up 86 percent of all AI images in German news 

media coverage. In 2022/23, the dominance of these two visualization types decreased 

(74%) and overall, the types of visualization became more diverse. This is particularly 

true for the taz, Der Spiegel and Die Zeit.  
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Figure 3: Visualization types of AI images in German print media coverage (in %) 

In detail, there are a few differences in the preferences of the individual media with 

regard to visualization types. Der Spiegel, which used illustrations very frequently in 

2019, has greatly reduced this type of visualization, but in 2022/23, together with FAZ 

and Die Welt, it is one of the most frequent user of data visualizations (such as 

diagrams, statistical graphics). SZ and Die Zeit, on the other hand, apply collages 

(consisting of several individual images that are combined to form an image) most 

often of the print media we analyzed to visualize AI. Pictograms (simple, graphic 

symbols that convey information, such as on street signs or public toilets) are only used 

to a significant extent in Die Zeit. 

Pictorial objects in AI news coverage 

Regarding the question what actually can be seen in the AI images (RQ3), we coded 

n = 219 pictorial objects within the 150 images from 2019 and n = 1009 pictorial objects 

within the 668 images from 2022/23. Our data shows that interestingly AI was most 

often illustrated by pictures of humans, not visualizing the AI itself, but usually the 

protagonists of the article (44% in 2019; 45% in 2022/23; see also Kong, 2019), 

followed by robots (16% in 2019; 7% in 2022/23) or computers (9% in 2019; 13% in 

2022/23) (see Figure 4).  
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Figure 4: Pictorial objects of the visualizations (in %) 

In all newspapers respectively news magazines except for Die Zeit, the proportion of 

robot images declined and the relationship between AI visualized as robots compared 

to AI pictured as computer object changed in favor of the computer depictions. This is 

especially apparent in the SZ (15% robots and 7% computers in 2019 vs. 9% robots 

and 17% computers in 2022/23). The biggest amount of computer objects 

accompanying AI articles can be found across both years in Die Zeit (15% in 2019; 

19% in 2022/23), which consequently comes along with a smaller share of pictures 

containing robots (10% in 2019; 4% in 2022/23). Further, it seems worth mentioning 

that the two newspapers that seldom picture robots in the later period – namely Die 

Welt and Der Spiegel (both 3%) – use symbolic objects significantly more often than 

other sources (20% for Die Welt; 16% for Der Spiegel, compared to 10% or lower in 

Die Zeit, SZ, and taz). 

Diving into more detail, the human subjects pictured were most often persons for whom 

we could capture different characteristics like gender and profession. Looking at this, 

we found slightly more male people in both investigation periods (50% in 2019; 62% in 

2022/23), but as the difference between male and female actors appears rather small, 

one cannot assume a male dominance or male-bias (as presumed by [Jeong Gu, 2020 

or Roesler, Heuring & Onnasch, 2023], for example) in the visualizations of articles on 

AI. Regarding the professions, we identified scientists (19% in 2019; 21% in 2022/23) 

and managers as well as people associated with culture, e. g. musicians and artists 

(18-20%) as the most common visualized professions. For the interpretation of these 

results, one has to take into account that most of the visualizations that contained 

humans were picturing the human protagonists of the article (45% in 2019; 54% in 

2022/23), followed by visualizations that tried to capture AI directly (37% vs. 23%). 

Surprisingly, robots played a less important role in visualizing AI in the later period. Out 

of 1009 pictorial objects only n = 67 robots were identified (7%), which can nearly 

exclusively be described as humanoid cyborgs (97%). This dominance of human-like 
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androids in images that contain robots is observable in both periods, but the variety of 

these depictions decreased over time (80% humanoid cyborgs in 2019). The decline 

in robot images may be explained by different AI subjects reported in 2022/23 

compared to 2019. It might be possible that due to new contacts with AI technologies, 

following the publication of ChatGPT and other tools based on Large Language Models 

(LLMs), journalist’s imagination of what AI is and how it looks like shifted from picturing 

AI as human-like, autonomous robots to seeing it as a “simple” computer program that 

can be used in everyday life. 

Supporting this assumption, the proportion of illustrated articles that mentioned at least 

one type of generative AI has almost quintupled from 2019 to 2022/23 (11% in 2019 

compared to 54% in 2022/23) in particular by addressing Large Language Models 

(69%) (see Figure 5). ChatGPT accounts for the largest share of LLMs, as it captures 

nearly a quarter of the n = 833 addressed AI specifications within the visualized articles 

in 2022/23 (66% of LLM-centered articles), whereas other Large Language Models 

such as Google Bard (7% of LLM-centered articles) or Meta’s LLaMa (2% of LLM-

centered articles) were seldomly mentioned in articles about AI. This is also reflected 

in the pictorial objects in 2022/23, where ChatGPT is the most visualized computer 

element alongside computer chips (both 19%). 

 

Figure 5: Types of AI mentioned in German news media coverage on AI (in %) 

Image-to-text gaps within AI news coverage 

Addressing the critique that news media articles often depict AI in a clichéd and 

inappropriate manner – primarily through the portrayal of humanoid robots or cyborgs 

– we must first clarify that the perceived predominance of these figures is not evident 

in the German news media coverage we analyzed, as only 7% of the pictorial objects 

are robots. Instead, human figures constitute the predominant visual objects across all 

articles discussing any form of AI (44% of images in 2019 and 45% in 2022/23). 
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Second, since these human representations typically depict the protagonists of the 

articles, we cannot assert the existence of an image-to-text gap in these instances.  

With regard to our fourth research question if the pictorial objects match the respective 

AI that is the subject of the news article, the second most frequently identified pictorial 

object in 2022/23 were computer components (15%). They are used most often to 

visualize articles that thematically deal with Natural Language Processing and Image 

Processing in both time periods (see Tables 1 and 2), which seems appropriate in the 

broadest sense. Thus, we cannot speak of a striking image-to-text gap here either. 

In terms of robot images, which are particularly criticized as being inappropriately 

chosen to visualize certain AI types, we can state that if robot images occur, then they 

most often illustrate articles that revolve around reinforcement learning (in 2022/23 and 

2019), medical AI and image processing (both in 2019) (see Tables 1 and Table 2). 

Reinforcement learning can be described “as a branch of Machine Learning where an 

intelligent agent takes decisions in an environment to maximize a cumulative reward” 

[Eßer, 2023]. This method is often applied to the domain of robotics, which is why a 

visualization of articles on this type of AI through robot images seems largely suitable. 

In the case of image processing, visualizations through robot images seem appropriate 

if the technology is used to help robots to navigate, identify and locate objects, identify 

faces or similar. In the case of medical AI images of robots only seem appropriate if 

robot assistants in the OR are addressed, which was only the case in two articles from 

2019. Apart from that, robot images are often used as symbols for AI in general when 

no specific AI is addressed in the news articles (however, less often in 2022/23 

compared to 2019). Articles on generative AI (GenAI) models (e. g. Large Language 

Models like ChatGPT or image generating AI like Dall-E) are relatively seldom 

visualized with robot images (8% of GenAI-articles in 2022/23). Accordingly, we would 

conclude that our analysis could not reveal the often-presumed divergence between 

textual and visual AI coverage, especially with regards to robot images. 

 

Table 1: Pictorial objects assigned to types of AI in German news media coverage on AI in 2019 (in %) 
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Visual frames in AI news coverage 

In conclusion, to address our fifth research question, we conducted a hierarchical 

cluster analysis of the six coded frame elements (chances, risks, competition, cultural 

debate, development, human role model). Utilizing the Ward method and squared 

Euclidean distance, we grouped AI images into clusters that minimized intra-group 

variance while maximizing inter-group differences. This analysis yielded a total of five 

visual frames in AI news coverage for 2019 (see Figure 6) and seven frames for 

2022/23 (see Figure 7). 

 

Figure 6: Frames of AI visualizations in German news media coverage on AI in 2019 (occurrence of 
frames in %) 

Table 2: Pictorial objects assigned to types of AI in German news media coverage on AI in 2022/23  
(in %) 
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Figure 7: Frames of AI visualizations in German news media coverage on AI in 2022/23 (occurrence of 
frames in %) 

The cluster or frame in 2019 and in 2022/23 to which most AI images belong is the 

“chances frame”, where images in combination with textual elements of the article 

address positive or uncritical social aspects of a specific application of AI as 

opportunities or advantages for society or social actors. Over time, however, we see a 

decrease in this frame (from 27% to 22%), whereas the so-called “risk frame” (where 

images and textual elements address the social risks of the widespread, hasty or 

unthoughtful use of AI applications or solution strategies to address these dangers) 

remains relatively stable (22% respectively 21%). In 2022/23, however, the frames 

have become somewhat more differentiated. On the one hand, a new “mixed 

evaluations frame”, which weighs both chances and risks equally (10%), has emerged. 

Further, the formerly combined frame elements “cultural debate”6 and “role model 

human being”7 have become two separate frames in 2022/23. Thus, the framing of AI 

visualizations becomes more differentiated over time. Small decreases can be 

observed in the “competition frame” (from 17% to 15%), which addresses national or 

international competition in AI development, research and implementation, and in the 

“development frame” (from 11% to 7%), which focuses on the technical/ scientific 

aspects of producing new AI applications or further developing existing models. 

Looking at which newspapers use which frames most frequently within their AI 

coverage, it is noticeable that in 2019 the chances frame was used proportionally most 

frequently within the taz (44% of the frames within taz) and Die Welt (36%), whereas 

in 2022/23 it was Die Zeit (32%). The risk frame was dominant in AI visualizations of 

Der Spiegel (2019 as well as 2022/23; 57% respectively 25% of the frames within Der 

 

6 Which is about taking up social discourses in the art and culture sector and describe an artistic 

examination of the topic of AI, e. g. exhibitions on the topic, theater performances about AI etc. 
7 Which brings the imitation respectively simulation of human characteristics through AI systems to the 

fore, also weighing up chances and risks as associated frame elements. 
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Spiegel) and Die Zeit in 2019 (41% of the frames within Die Zeit). It is remarkable that 

Die Zeit has changed their framing of AI visualization from a dominant risk to a 

dominant chances frame. The competition frame was used above average by the FAZ 

in 2019 (44% of the frames within FAZ) and by Die Welt and FAZ in 2022/23 (22% 

within Die Welt and 20% in FAZ); it was not used at all by Der Spiegel in 2019, which, 

however, used this frame in 18% of its AI visualizations in 2022/23. Beyond this, in 

2019 the frame “role model human being and cultural debate” was not used at all by 

Der Spiegel. The taz did not use the development frame in 2019. However, both news 

media titles took up these frames in 2022/23, with the taz being the medium which 

within its coverage uses the “role model human being” frame most often in 2022/23. 

Summary and discussion 

Returning to the question posed in our paper's title, we can provide a clear answer: 

Yes, German print media articles on AI feature a greater variety of visual elements 

beyond just humanoid robots and cyborgs. In both periods of analysis, humans were 

the most often visualized pictorial objects (as many visualizations focused on 

protagonists of the articles), in the second analysis period robots even played a less 

important role in visualizing AI than in 2019, while computers became more prominent. 

This development could – according to Better Images of AI [2024], Mustaklem [2024, 

quoted from Adami, 2024] or Moretti and Rogers [2022], for example – be interpreted 

as positive. Regarding the often-presumed inappropriate visualizations of AI in news 

media coverage, on the whole our analysis did not reveal striking or pronounced 

image-to-text gaps. Most robot images were used in robotic topic contexts, whereas 

for example articles on generative AI models were seldomly visualized with robot 

images. Further, our analysis showed a boost in AI coverage and AI article 

visualizations in the latest years (especially in SZ, FAZ and Der Spiegel). This indicates 

that the topic has increased in public and societal significance over time, particularly 

following the introduction of ChatGPT in Germany. Economy and feuilleton are the 

news media departments in which articles and visualizations of AI were most frequently 

published. This indicates that the topic AI was frequently discussed as a phenomenon 

with economic consequences in German news media coverage. Between 2019 and 

2022/23, the types of visualizations in AI news coverage became more diverse; 

collages, pictograms, and data visualizations came in and replaced some of the 

predominantly used photographs. With respect to the identified visual frames, German 

news media coverage has increasingly weighed the opportunities and risks over time. 

Overall, this indicates a relatively nuanced journalistic reporting. 

On the basis of our study, we cannot say anything about the topic of AI generated 

images, because we did not analyze this kind of AI visualizations separately, even 

though we coded some of them accompanying articles referring to generative AI 

technologies like MidJourney. However, AI-generated images could be also chosen by 

news actors to visualize topics that aren’t related to AI, which could be an interesting 

topic for future research. 
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Further, through this analysis we cannot offer journalists a real “solution” to the problem 

of visualizing an invisible technology. But we recommend that journalists should, as 

they already tend to do especially in the later period, pay attention to a connection 

between AI visualization and content (for example, not using robots to illustrate LLMs). 

This presupposes of course that journalists in fact really want to visualize AI (more 

often), and the currently common identified depiction of other objects like human 

protagonists is seen as a strategy to avoid the problem of visualizing invisible 

technologies. To assess that, it would be interesting to investigate the journalist’s 

intents and motivations in terms of selecting fitting pictures for their AI articles. 

In an editorial on a platform dedicated to informed coverage of AI trends and news, 

Kurenkov [2019] outlines a list of best practices for news media coverage of AI. This 

initiative aligns with the work of Better Images of AI [2024], which has since developed 

a comprehensive guide for the creation and utilization of AI images [Dihal & Duarte, 

2023] and offers a detailed list of dos and don’ts for enhancing the visualization of AI. 

Among the recommended practices is the portrayal of realistic applications of AI, as 

opposed to science-fiction scenarios. Conversely, one of the cautions emphasizes that 

journalists should refrain from depicting physical robotic components to visualize AI 

when such representations do not exist in reality. This raises a critical question: Where 

can journalists’ source suitable images that accurately represent AI? At the very least, 

Better Images of AI [2024] offers a new repository of AI images created by artists and 

licensed under various Creative Commons provisions, thereby ensuring easy 

accessibility. However, whether these images are genuinely “better” than those 

currently utilized in news media coverage warrants further discussion. 
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