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Kurzfassung
Für den Betrieb zukünftiger Kernfusionskraftwerke werden Vakuumsysteme von bisher uner-

reichter Größe und Komplexität benötigt. Gegenwärtig ist der Tokamak der am weitesten fortge-
schrittene Reaktortyp. Dessen gepulster Betrieb stellt besondere Herausforderungen an die Aus-
legung der Vakuumsysteme, da diese einerseits hohe Gaslasten während der Brennphase prozes-
sieren müssen und andererseits sehr niedrige Drücke zwischen den Pulsen gewährleisten müssen.
Zusätzliche Anforderungen entstehen durch die Deuterium-Tritium-Reaktion, welche zurzeit als
vielversprechendste Option für die Energieerzeugung durch Kernfusion auf der Erde gilt. Für die-
se Reaktion werden die zwei Wasserstoffisotope Deuterium und Tritium benötigt. Deuterium stellt
hier kein Problem dar, da es langzeitstabil und als Ressource hinreichend verfügbar ist. Tritium ist
hingegen radioaktiv und aufgrund seiner kurzen Halbwertszeit nicht natürlich verfügbar; es muss
daher künstlich hergestellt werden. Aufgrund der beschränkten Verfügbarkeit und kerntechnischer
Rechtsvorschriften ist es notwendig, das Tritiuminventar von Fusionskraftwerken so gering wie
möglich zu halten. Aus diesen Gründen müssen Vakuumpumptechnologien entwickelt werden,
die einerseits hohe Saugvermögen und niedrige Enddrücke bereitstellen und andererseits geringe
Tritiuminventare aufweisen. Eine Pumptechnologie, die diesen Anforderungen gerecht wird, ist die
quecksilbergetriebene Diffusionspumpe. Diffusionspumpen sind eine bereits etablierte Technolo-
gie, allerdings erfordert ihre Anwendung in neuartigen Abgaspumpsystemen eines Tokamaks eine
dedizierte Untersuchung. Ziel der vorliegenden Arbeit ist, Modelle dieser Pumpen zu entwickeln
und diese für die Anwendung im Abgasstrang eines Tokamaks auszulegen und zu optimieren.

Zu diesem Zweck werden zunächst die Betriebsbedingungen und Anforderungen, die der gepuls-
te Tokamakbetrieb an das Hochvakuumpumpsystem stellt, hergeleitet. Basierend auf der Funk-
tionsweise wird die Gas-Dampf-Interaktion in der Diffusionspumpe als Hauptwirkmechanismus
identifiziert. Um ein Austreten des Quecksilberdampfes aus der Pumpe in vorgeschaltete Systeme
zu verhindern wird die quecksilbergetriebene Diffusionspumpe mit einer vorgeschalteten Quecksil-
berfalle betrieben. Die Quecksilberfalle basiert auf gekühlten Prallplatten (englisch Baffle). Durch
dieses Baffle kann die effektive Saugleistung der Pumpe erheblich reduziert werden, sodass wäh-
rend des Auslegungsprozesses die Kombination aus Pumpe und Baffle berücksichtigt wird.

Da Diffusionspumpen im verdünnten Gasströmungsbereich arbeiten, erfolgt ihre Beschreibung
auf Basis der kinetischen Gastheorie. Basierend darauf werden nachfolgend zwei Modelle für die
Gas-Dampf-Wechselwirkung entwickelt. Das erste, einfachere, Modell liegt in Form einer dimen-
sionslosen Gleichung vor und ist daher geeignet, die Einflussfaktoren auf die Pumpwirkung zu
untersuchen und zu vergleichen. Ergänzend wird ein zweites, numerisches Modell auf der Basis
des Direct Simulation Monte Carlo (DSMC) Verfahrens entwickelt, das die Simulation von realisti-
schen Pumpenentwürfen ermöglicht. Die Kombination beider Modelle ermöglicht eine effiziente,
modell-basierte Auslegung von Diffusionspumpen.

Als Validierungsgrundlage für die theoretische Modellentwicklung ist im Rahmen dieser Arbeit
ein Experiment entworfen, aufgebaut und betrieben worden. Ziel ist die Charakterisierung eines
Quecksilberdampfstrahles, wie er in Diffusionspumpen zum Einsatz kommt, und seine Wechsel-
wirkung mit dem gepumpten Gas. Das DSMC-Modell wird durch detaillierten Vergleich mit den
experimentellen Messdaten validiert.

Der gepulste Tokamakbetrieb erschwert die Auslegung einer effizienten Quecksilberfalle, die
einen Kompromiss zwischen niedrigem Strömungswiderstand und hohem Quecksilberabscheide-
grad finden muss. Um eine effiziente Auslegung zu ermöglichen, wird ein numerisches Modell
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entwickelt, das die Gasströmung durch das Baffle über den gesamten Gasverdünnungsbereich be-
schreibt und mit Hilfe des DSMC Verfahrens gelöst.

Zuletzt werden die verifizierten Modelle zur erstmaligen Auslegung der quecksilberbetriebenen
Diffusionspumpen und zugehörigen Quecksilberfallen für das europäische Fusionsdemonstrations-
kraftwerk EU-DEMO angewendet. Die Simulationsergebnisse werden im Hinblick auf die vorher
identifizierten Betriebsbedingungen und Anforderungen diskutiert. Außerdem wird aufgezeigt,
welche Anforderungen an nachgeschaltete Systeme gestellt werden und wo künftige Optimierungs-
potentiale liegen.
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Abstract

Future nuclear fusion power plants will require vacuum pumping systems of unprecedented size
and complexity. Presently, the most advanced fusion reactor concept is the pulsed Tokamak. Its
pulsed operation poses unique challenges to the vacuum system design, as it has to process high
gas loads during the burn phase on the one hand and reach very low pressures between the pulses
on the other hand. Further challenging requirements are introduced by the pursued deuterium-
tritium reaction, which is currently considered to be the most viable fusion reaction candidate for
terrestrial energy production. This reaction involves the hydrogen isotopes deuterium and tritium.
While deuterium is stable and abundantly available on earth, tritium is radioactive with a short
half-life and thus has to be created artificially. Its limited supply as well as nuclear regulation
require that the tritium inventory of fusion power plants is kept as low as possible. For these reasons
vacuum pumping technologies have to be developed that feature high pumping speeds, low terminal
pressures and minimal tritium inventories. One potential high vacuum pumping technology that
fulfills these requirements is the mercury-driven vapor diffusion pump. While diffusion pumps are
an established technology, their application in the novel context of a fusion power plant’s vacuum
systems requires special consideration. The aim of the present work is to develop models of these
pumps and to design and optimize them for the application in Tokamak exhaust pumping.

For this purpose the requirements imposed on the high vacuum pumps by the pulsed Tokamak
operation are derived. The gas-vapor interaction in the diffusion pump is identified as the main
design driving process. Diffusion pumps have to be complemented by a vapor trap to prevent
migration of the mercury vapor to upstream systems. The vapor trap is based on cooled baffle
plates. As baffles can reduce the effective performance of the diffusion pump significantly, it is
important to consider the combination of both during the design process.

As diffusion pumps operate in the rarefied gas flow regime the theoretical modeling is based on
the kinetic gas theory. Building on this, two models describing the gas-vapor interaction responsi-
ble for the pumping principle are derived. The simpler model is purely analytical and constructed
in dimensionless form, thus allowing to identify the main contributing factors to the pumping prin-
ciple. This is complemented by a more complex, numerical model based on the Direct Simulation
Monte Carlo (DSMC) method, which can be employed to simulate realistic designs. The combi-
nation of both models allows for an efficient model-based design of diffusion pumps.

In order to support and validate the theoretical modeling an experimental setup has been de-
signed, assembled and operated. The experimental objective is the characterization of a mercury
vapor jet as used in diffusion pumps and its interaction with the pumped gas. The DSMC pump
model is validated by performing a detailed comparison with the experimental results.

The pulsed operation of Tokamaks complicates the design of an efficient baffle, which has to
compromise between a low flow resistance and high mercury vapor containment efficiency. In
order to facilitate the design process a numerical model of the baffle, which is valid over the entire
range of flow regimes, is developed and solved using the DSMC method.

Finally, the verified models are exploited to establish preliminary designs for the mercury-driven
diffusion pumps and baffles for the EU-DEMO Tokamak exhaust pumping system. The simulation
results are discussed with respect to the previously identified operating conditions and require-
ments. Additionally, the impact on downstream systems is considered, and future optimization
potentials are pointed out.
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1. Introduction
At the beginning of the last century, Albert Einstein’s famous discovery of the equivalence of

mass and energy [1] delivered the basis for our understanding of nuclear transmutation processes.
These are defined by the conversion of elements: Light elements can fuse into heavier elements and
heavy elements can undergo fission into lighter elements. Due to the mass defect between reactants
and products these reactions involve conversion between mass and energy. The most stable element
is 56Fe, lighter elements release energy in fusion reactions and heavier elements in fission reactions.
The energy that can be released per given mass is much higher in nuclear reactions than in chemical
reactions. This fact enabled Arthur Eddington to finally propose nuclear fusion as the answer to
the previously unaccountable longevity of the stars’ energy source [2]. Stars, like our sun, fuse
their hydrogen fuel to heavier elements over their lifetime [3].

The exploitation of nuclear energy on earth has ever since been a goal of mankind. Techni-
cal energy production by nuclear fission has proven to be much simpler and the first power plant
was commissioned as early as 1954 [4]. Nuclear fusion is harder to realize due to the necessity
to overcome the Coulomb barrier, i.e. the electrostatic repulsion of the positively charged nuclei.
However, fusion power plants have some advantages over fission power plants: Firstly, the con-
ditions required for nuclear fusion are very challenging to sustain, therefore uncontrollable chain
reactions are impossible. Secondly, the reaction products of the fusion reaction are not radioactive.
Only irradiated - mostly due to neutron bombardment - structural materials of the reactor have to be
disposed of after their lifetime is reached. Additionally, a clever choice or design of these materials
allows for a significant reduction of the half-life time. For example a lot of materials research was
performed on developing a new steel composition with significantly reduced activation [5]. Fusion
could therefore fulfill the role of a safe, reliable, continuous and carbon emission-free option in the
energy mix of the future that does not produce long-lived nuclear waste.

1.1. Magnetic confinement fusion in Tokamaks
The present work has been carried out in the context of the European demonstration fusion power

plant project (EU-DEMO). EU-DEMO will be a magnetic confinement fusion reactor currently
conceptualized as a Tokamak. A simplified sketch of a Tokamak and its principal components is
depicted in Fig. 1.1. In order to achieve nuclear fusion, temperatures in the order of 1 × 108K are
required to overcome the Coulomb barrier. In Tokamaks this is achieved by confining a hot plasma
formed by the fusion fuel by means of a magnetic field with closed field lines. The magnetic field
guides the positively charged fuel ions and thus prevents collisions with the reactor walls. Part of
the magnetic configuration is generated by ramping up the electric potential difference of a central
solenoid to induce an electric current in the plasma via the transformer principle. Tokamaks are
therefore pulsed because the central solenoid has to be reset to its initial state in regular intervals
(timescale of hours).

In principle all elements lighter than 56Fe can theoretically be used in a fusion reaction with net
energy gain. The most favorable reaction regarding the required conditions is the D-T reaction,

D + T → 4He + n + 17.6MeV, (1.1)
or in abbreviated notation T(d,n)𝛼 between the two hydrogen isotopes deuterium D (2H) and tritium
T (3H). These isotopes differ from the most abundant form of hydrogen (1H) - also referred to as
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1. Introduction

protium - by the number of neutrons in the nucleus. Deuterium is a part of heavy water, which
makes for a small part of natural water, and can therefore be purified at relatively low cost in
abundant amounts. Tritium, on the other hand, is radioactive and has a relatively short half-life
span of about 12.3 years. Thus, it is not naturally available in significant amounts and has to be
created artificially. This can be achieved by breeding tritium from lithium via the nuclear reactions
7Li(n,n’𝛼)T and 6Li(n,𝛼)T in a blanket arranged around the plasma that is hit by the neutrons
produced by the D-T reaction [6].

Plasma
T(d, n)𝛼

Heating
& fueling

Vacuum
systems

Poloidal field coils

Toroidal field coil

Vacuum vessel
Breeding blanket

Divertor

Central
solenoid

Figure 1.1.: Simplified sketch of a Tokamak including the principal components. The D-T reaction
is performed in a plasma inside of a toroidal plasma chamber, which is surrounded by
the breeding blanket. The plasma is confined by a strong magnetic field produced by
toroidal and poloidal field coils and the plasma current induced by the central solenoid.
Fueling and heating is performed by external systems. The heat released by the fusion
reaction is extracted from the breeding blanket and divertor by flowing a coolant fluid
through them. Particles are exhausted by the vacuum systems which are connected
below the divertor.

1.2. Fusion fuel cycle and its impact on the exhaust gas
pumping system

In Tokamaks, the D-T reaction, Eq. (1.1), is performed in a toroidal plasma chamber. The fuel
cycle, which is depicted greatly simplified in Fig. 1.2, is responsible for providing fuel to the torus
and for extracting the tritium that is generated in the blanket around the reaction chamber.

The fuel is provided by a fueling system. Deuterium is supplied externally and tritium is taken
out of a storage system. In order to start up the reactor, tritium has to be imported externally. Fuel-
ing is primarily achieved by first producing frozen D-T pellets and then accelerating them to very
high speeds before shooting them into the plasma. One of EU-DEMOs goals is to demonstrate a
fusion power of approximately 2000MW with a target of 500MW net feed-in power to the electric
grid [7]. The large power difference is a result of the inevitable losses during the conversion of
thermal to electric energy in the power cycle (Carnot efficiency) and power demands of the aux-
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1.2. Fusion fuel cycle and its impact on the exhaust gas pumping system
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Figure 1.2.: Simplified sketch of the D-T fuel cycle in a fusion power plant including the essential
material and energy streams in and out of the plant. The D-T fusion reaction is per-
formed in the plasma chamber and produces energetic neutrons, which hit the blanket
installed around the plasma chamber. Here, nuclear reactions between lithium and the
neutrons produce (“breed”) the necessary tritium. Furthermore, heat is extracted and
used to drive a conventional power cycle. The plasma purity is ensured by the vacuum
pumping system. In a first step unburnt fuel is separated from the other exhaust gases
and recycled to the fueling system. The remaining exhaust gases and tritium from the
blanket are processed in the tritium plant. Fuel is either send to storage or fueling sys-
tems. Helium can either be collected or discharged (as indicated here).

iliary plant systems (among other, the fuel cycle). Taking into account that every D-T reaction
releases 17.6MeV, a reaction rate of approximately �̇�r = 7.1 × 1020 s−1 is required to reach the
projected fusion power of 2000MW. This means that tritium and deuterium ions are consumed at
the rate �̇�r , while 𝛼-particles (helium nuclei) are produced at the same rate. The corresponding
burn-up rates of deuterium and tritium are approximately 2.37mg s−1and 3.55mg s−1 respectively
and the helium production rate is approximately 4.71mg s−1.

Despite this low fuel consumption by fusion, Tokamaks require large, powerful vacuum systems
for two reasons:

• A low ultimate pressure is required to ignite the fusion reaction. As Tokamaks are pulsed
devices, this is required frequently (timescale of hours). Power is only generated while the
fusion reaction is burning, therefore it is of economic interest to reduce the downtime. Con-
sequently, the pump-down time of the large plasma chamber has to be as short as possible.

• A high plasma purity is required to keep the fusion reaction going. Therefore, helium ash (a
term commonly used because it is the product of the D-T reaction) has to be removed from the
reactor core. Particle exhaust is realized by diverting the magnetic field lines at the plasma
edge into a divertor area, where the plasma is directed onto actively cooled target plates [3].
As this cannot be implemented selectively for helium, it is necessary to continuously fuel
and exhaust at a much higher rate than the fusion reaction rate �̇�r . Therefore, the vacuum
system connected to the divertor has to manage high throughputs.

The high fueling and exhaust flow rates mean that a large part of the exhaust gas mixture is com-
posed of unburnt fuel (i.e. D2, DT and T2). That is why it is very beneficial to separate a fraction
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of the unburnt hydrogenic species from the exhaust gas mixture before further treatment. This
concept is called direct internal recycling (DIR) and has the central benefit that the systems for
further exhaust treatment will have a potentially much smaller footprint, which reduces the tritium
inventory in the plant [8]. The separated unburnt fuel is pumped directly back to the fueling sys-
tem. The remaining fraction of the exhaust gas is pumped to the tritium plant, where helium ash
and impurities are removed. The helium can either be released to the environment (as indicated in
Fig. 1.2) or captured and sold.

The reduction of the tritium inventory in the fuel cycle is one of the key challenges on the way to a
commercial fusion power plant for safety, nuclear regulation and economic reasons [8]. Therefore,
it has been proposed to substitute cryopumps, which are used in the exhaust pumping systems of
present day experimental fusion devices like ITER [9], with continuous technologies [8]. This is
motivated by the fact that cryopumps work by trapping gas particles on cold surfaces and therefore
inherently have a higher tritium inventory than gas transfer pumps. Thus, a mercury-based pumping
train relying on vapor diffusion pumps as primary pumps and liquid ring pumps as backing pumps
has been proposed as a potential alternative [10, 11].

1.3. Objective of work
The objective of the present work is to advance the development of mercury-driven vapor dif-

fusion pumps for the application in the exhaust pumping train of a pulsed Tokamak. This involves
the following steps:

• Identification of the main design driving aspects and limitations that will govern the appli-
cation in a power plant based on the Tokamak concept.

• Physically consistent description of the pumping effect as a result of the gas-vapor interaction
in the diffusion pump body.

• Development of a numerical vapor diffusion pump model allowing to predict the pump’s
main performance indicators.

• Verification of the model and subsequent validation by quantitative comparison within the
frame of an experimental setup.

• Development of a numerical model for the description of a vapor trap that complements the
vapor diffusion pump design and characterization of these traps in the operating conditions
expected in the Tokamak.

• Determination of quantitative performance parameters of the vapor diffusion pump and vapor
trap combination for the application in the EU-DEMO Tokamak.

1.4. Structure of work
The structure of the present thesis follows from the formulated objectives.
In Chap. 2 the vacuum pumping requirements and unconventional conditions arising from the

Tokamak operation are discussed. Additionally, the KALPUREX process, which features mercury-
driven diffusion pumps, is described. Afterwards, the operating principle and design of mercury
vapor diffusion pumps are outlined.

Then, in Chap. 3 the physical modeling of rarefied gas and vapor flows is explained. Further-
more, the Direct Simulation Monte Carlo (DSMC) method is introduced in the context of numerical
diffusion pump simulation. Since the DSMC method is particle-based this also includes modeling
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1.4. Structure of work

of the intermolecular collisions between the mercury vapor and the pumped gas species. Addition-
ally, the employed boundary conditions are introduced and justified.

Chapter 4 describes the modeling of the gas vapor interaction, which is responsible for the pump-
ing effect. Here, first a one-dimensional model of the pumping process is introduced in dimension-
less form based on existing models proposed in literature. The model is subsequently used to
analyze the operational limits of diffusion pumps. The one-dimensional model is complemented
by a sophisticated model using the DSMC method, which describes the interaction on the level of
the kinetic gas theory and considers the interaction of vapor and gas with the pump structures.

The latter model is validated in Chap. 5, which introduces the experimental setup that has been
designed, constructed and operated in the present work. In this setup mercury vapor jets expanded
from a circular nozzle are investigated. Subsequently, the numerical model is validated by com-
parison with the experimental measurements.

Next, Chap. 6 focuses on the modeling of the vapor trap, which has to be installed upstream of the
diffusion pumps in order to prevent mercury migration. A parametric sensitivity study of different
geometric and operational parameters is performed in order to derive guidelines for designing such
a trap.

In Chap. 7 diffusion pump and vapor trap designs meeting the requirements in the EU-DEMO
torus exhaust pumping system are derived. Furthermore, an innovative semi-empirical analytical
model of the integrated exhaust pumping system is introduced which combines the simulation
results of the sophisticated models from Chaps. 4 and 6. Albeit its limited exactitude, this model
has the benefit of identifying bottlenecks in the system mathematically.

Finally, the main results are summarized and recommendations for future work are derived in
Chap. 8.
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2. Vapor diffusion pumps for Tokamak
exhaust pumping

The present chapter discusses the exhaust vacuum pumping requirements of Tokamaks and in-
troduces the necessary vacuum fundamentals. Furthermore, the mercury-based exhaust pumping
process KALPUREX, which features mercury-driven vapor diffusion pumps (VDPs), is described.
Subsequently, the operation principle, performance and design of VDPs are addressed in order to
establish the requirements a diffusion pump model has to satisfy.

2.1. Tokamak operation modes and resulting load on fuel cycle

The exhaust pumping system of a Tokamak that uses the DIR concept to reduce the tritium
inventory is separated in two loops called direct internal recycling loop (DIRL) and inner tritium
plant loop (INTL). The DIRL pumps the separated unburnt fuel, whereas the INTL pumps the
remaining mixture composed primarily of unburnt fuel and helium ash.

The gas load on the fuel cycle of a pulsed Tokamak as currently foreseen for EU-DEMO is
transient. A typical Tokamak cycle is divided into four parts [12]: Firstly, during so-called dwell
phase, the device is prepared for the next ignition. Most importantly, the central solenoid, which
is used to induce the plasma current by ramping up its voltage, has to be reset during the dwell
period. Additionally, the pumping system is used to lower the neutral pressure in the torus to allow
for the next plasma discharge. The plasma and fusion reaction are initiated during the so-called
ramp-up phase. This phase is followed by the steady-state burn phase during which fusion occurs.
The ramp-down phase is initiated when a reset of the central solenoid is necessary. After ramp-
down the next cycle begins with its dwell phase. As energy is only produced during the burn phase,
economic viability directly scales with the ratio of burn time to total pulse time.

The two main responsibilities of the vacuum pumping system are to ensure appropriate condi-
tions for the next ignition during the dwell phase and to continuously pump during the burn phase.
The specific requirements are discussed in the next two sections.

2.1.1. Dwell and ramp-up phases

During the dwell phase the torus vacuum pumping system has to reduce the pressure in the
Tokamak torus to allow for the next plasma ignition, which is initiated during the subsequent ramp-
up phase. The ramp-up phase in itself is subdivided into different stages, but a detailed explanation
of these exceeds the scope of this work. A thorough review of these stages and the associated
required conditions in the ITER Tokamak is presented in [13]. The prefill pressures required there
for plasma breakdown and burn-through are in the range of 1mPa [13], which implies that the
pressure at the end of the dwell phase right before prefilling has to be even lower. To reduce
the dwell time in EU-DEMO to approximately 10min it is planned to relax this requirement by
additional heating technologies [12, 14]. Thus, it is expected that the required terminal dwell
pressure will lie in the range of some mPa in EU-DEMO.
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2. Vapor diffusion pumps for Tokamak exhaust pumping

2.1.2. Burn phase

During the burn phase of a Tokamak the plasma is actively burning and producing energy via
the D-T fusion reaction. The main duty of the fuel cycle is to supply fuel to the reactor core and
to remove helium ash from it. An overview of the fuel cycle during burn including all important
streams is shown in Fig. 2.1. Fueling is performed with a rate �̇�f and a 50/50 mixture of deuterium
and tritium, when neglecting decay losses of tritium, which are small compared to the flow rates in
the fuel cycle. Only a part of the injected fuel successfully reaches the plasma core, where the fusion
reaction is occurring. This is expressed by the fueling efficiency 𝜂f . In the plasma core deuterium
and tritium ions fuse to produce 𝛼-particles at a rate of �̇�r (≈ 7.1 × 1020 s−1 for EU-DEMO).
The fusion reaction is quite sensible to fuel dilution, which is why the helium concentration in
the plasma core has to be kept low. On the other hand it has to be ensured that the 𝛼-particles are
confined long enough to transfer their kinetic energy back to the fusion plasma (so-called 𝛼-heating)
[15]. For EU-DEMO the maximum helium concentration in the core is currently estimated to be
𝑥c,He ≈ 0.07 [16]. It is preferential to selectively remove helium from the plasma core, however,
no technical solution exists up to now [17]. Extraction of particles happens at the divertor, which
is an array of cooled plates outside the plasma on which incident ions (D, T, 𝛼) neutralize. Part
of them are reflected into the plasma and ionized again while another part �̇�e is pumped by the
exhaust pumping system that is connected to the divertor. As this process is not selective a large
part of the unburnt fuel is also exhausted together with the helium ash. As indicated before, the
fueling rate �̇�f and exhaust rate �̇�e of the reactor must therefore be substantially larger than the
actual fusion rate �̇�r . In plants that use the previously introduced DIR concept, the exhaust gas
stream is subsequently separated into a stream containing only unburnt fuel �̇�DIRL, which can be
directly used for fueling again, and a stream �̇�INTL, which contains unburnt fuel and the helium
ash that is separated in the tritium plant. The efficiency of separation is referred to as the DIR ratio
𝜂DIR, which is foreseen to be approximately 0.8 for EU-DEMO [18, 19].

Divertor

�̇�r

Core
�̇�f𝜂f

�̇�c
1 − 𝜂f

�̇�e 𝜂DIR

�̇�DIRL

�̇�INTL

Figure 2.1.: Model for estimating the load of a D-T fuel cycle with DIR in a fusion power plant
during burn. Displayed variables are defined as: �̇�f : fueling flow rate, �̇�r : fusion
reaction rate, �̇�c: core exhaust flow rate, �̇�e: exhaust flow rate, �̇�DIRL: flow rate
in direct internal recycling loop (DIRL), �̇�INTL: flow rate in inner tritium plant loop
(INTL), 𝜂f : fueling efficiency, 𝜂DIR: direct internal recycling (DIR) ratio.

An estimate of the required fueling and exhaust rates and their respective species concentrations
can be derived from particle balances around the different control volumes depicted in Fig. 2.1.
The particle number is conserved, as the fusion reaction in the plasma core consumes one particle
(molecule of D-T) and produces one other particle (helium atom). Therefore, fueling and exhaust
rates are equal in steady-state. Since it does not matter if deuterium and tritium ions originate from
a single DT molecule or from two D2 and T2 molecules, it is convenient to summarize them using
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2.2. Torus exhaust pumping

the common abbreviation Q = {H,D,T} to refer to hydrogen atoms (see e.g. [19]). It can be shown
that the helium concentration 𝑥e,He in the exhaust mixture is

𝑥e,He =
2𝜂f𝑥c,He
1 + 𝑥c,He

, (2.1)

which only depends on the purity requirement in the plasma core 𝑥c,He and the fueling efficiency
𝜂f . The helium concentration in the exhaust stream is closely related to the dimensionless burn
fraction 𝑓b [18], which compares the fusion reaction rate to the core fueling rate:

𝑓b =
�̇�r

𝜂f�̇�f
=

2𝑥c,He
1 + 𝑥c,He

=
𝑥e,He
𝜂f

. (2.2)

The flow rates and compositions in the two inner loops follow directly as

�̇�DIRL = 𝜂DIR𝑥e,Q2
�̇�e, (2.3)

which is a pure hydrogen stream, i.e. with 𝑥DIRL,Q2
= 1 and

�̇�INTL = �̇�e − �̇�DIRL, (2.4)
where helium enriches to

𝑥INTL,He =
𝑥e,He

1 − 𝜂DIR(1 − 𝑥e,He)
. (2.5)

For EU-DEMO the product of fueling efficiency and burn fraction (cf. Eq. (2.2)) is estimated
conservatively as 𝑓b𝜂f = 𝑥e,He ≈ 0.006 [19, 20]. Together with the core dilution limit (𝑥c,He ≈
0.07) introduced above, this implies a minimum required fueling efficiency of approximately 𝜂f ≈
0.048. The load on the fuel cycle vacuum systems can then be estimated to be approximately
�̇�f = �̇�e ≈ 11.3×1022 s−1 , which is approximately 160 times higher than the fusion reaction rate.
The exhaust stream is subsequently split into �̇�DIRL ≈ 9.0 × 1022 s−1 and �̇�INTL ≈ 2.3 × 1022 s−1
in the DIRL and INTL, respectively. Due to the direct recycling helium enriches in the INTL
stream from 𝑥e,He ≈ 0.006 to 𝑥INTL,He ≈ 0.031. During burn the neutral pressure in the divertor
is expected to lie in the range of 1 − 10 Pa (e.g. in the experimental Tokamak ASDEX Upgrade
[21] and estimated for EU-DEMO [22]). This implies that the burn and dwell pressure differ by
approximately 2–3 orders of magnitude. The combination of low dwell pressures and high burn
throughput culminates in unique requirements on the torus exhaust pumping system.

2.2. Torus exhaust pumping

A high vacuum pumping system is necessary to handle the combination of high throughputs
required during the burn phase at intermediate pressure (∼1Pa) and the low pressures necessary
during the dwell phase (∼1mPa) in the Tokamak. A simplified sketch of the exhaust pumping train
of a fusion reactor is depicted in Fig. 2.2. This figure is used to introduce the main technical terms
regarding vacuum technology.

The pumping speed 𝑆 of a vacuum pump (P1 and P2 in Fig. 2.2) corresponds to the volumetric
exhaustion speed �̇� of the recipient (the volume that is pumped) at given operating conditions,
e.g. pressure 𝑝, temperature 𝑇 or power supplied to the pump. Dimensionally, it is equivalent to a
volumetric flow rate:

𝑆(𝑝, 𝑇 , ...) = �̇� = d𝑉
d𝑡

= 𝐴in
d𝑥
d𝑡
, (2.6)
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2. Vapor diffusion pumps for Tokamak exhaust pumping

𝑝𝑇 , 𝑇𝑇 , 𝑉𝑇

𝑄pump

𝐶1 𝐶2

P1: 𝑆1 P2: 𝑆2

𝑄fuel

𝑄outgas

𝑄leak

𝑝1,in 𝑝1,out 𝑝2,in 𝑝2,out

Figure 2.2.: Simplified sketch of a fusion reactor torus and its vacuum pump train. The conditions
in the torus with volume 𝑉𝑇 are given by pressure 𝑝𝑇 and temperature 𝑇𝑇 . The vacuum
pump train consists of a high vacuum pump (P1; pumping speed 𝑆1) and a backing
pump (P2; pumping speed 𝑆2). The connections between torus and pump P1 and
between the pumps have conductances𝐶1 and𝐶2.All main gas load sources are shown
(𝑄fuel, 𝑄leak , 𝑄outgas). The pressure increase caused by the pumps (𝑝𝑖,out > 𝑝𝑖,in) is
visualized by the reduction in connection line diameter.

where 𝐴in corresponds to the cross-sectional area by which vacuum pump and recipient are con-
nected. This cross-section is also referred to as the inlet of the vacuum pump.

The compression ratio 𝜅 of vacuum pumps corresponds to the ratio of outlet to inlet pressure,

𝜅 =
𝑝out
𝑝in

, (2.7)

and is therefore by definition greater than unity for a successfully operating pump.
The throughput 𝑄 corresponds to the amount of pumped gas per unit time. It is defined as the

product of pumping speed 𝑆 and pressure in the recipient 𝑝in and measured in Pam3 s−1:

𝑄 = 𝑝�̇� = �̇�𝑘𝐵𝑇 = 𝑆𝑝in. (2.8)
Because vacuum systems are usually (assumed to be) operated under isothermal conditions, the

throughput is often considered to be a conserved quantity because of its relation to the number
flow rate through the ideal gas law. If the vacuum system displayed in Fig. 2.2 is considered to
be isothermal, the steady-state mass balance around the system can be converted to a throughput
balance yielding 𝑄pump = 𝑄1 = 𝑄2 = 𝑄fuel +𝑄leak +𝑄outgas. The throughput is also commonly
specified at the reference temperature 273.15K. In the following this is indicated by a lower case 𝑞.
It then follows that 𝑞 = 1Pam3 s−1 ≡ 2.65×1020 s−1. Transformation of the normalized throughput
𝑞 to the actual throughput𝑄 at temperature 𝑇 is possible by the relation𝑄 = 𝑞 ⋅ (𝑇 ∕273.15K). As
the throughput of a pump is linked with its pumping speed by the inlet pressure it follows that the
required pumping speed per stage in a multistage serial connection of vacuum pumps successively
reduces as the pressure increases, i.e. 𝑆2 < 𝑆1 for the example configuration in Fig. 2.2.

Many vacuum systems are operated without an explicit load like the fueling rate 𝑄fuel. The
achievable ultimate pressure is then limited by parasitic loads, most commonly resulting from leak-
age or outgassing (primarily of hydrogen) as indicated in Fig. 2.2.
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2.2. Torus exhaust pumping

The conductance 𝐶 corresponds to the reciprocal flow resistance of components (e.g. pipes,
valves) in a vacuum system and has the same dimensions as the pumping speed. However, con-
trary to pumps, which increase the pressure in flow direction, the limited conductance results in a
pressure drop.

𝐶(geometry, 𝑝, 𝑇 ) = 𝑄
Δ𝑝
. (2.9)

Apart from the component geometry, the conductance depends mostly on the gas species, the
flow regime and the temperature. As a rule of thumb, the lower the pressure (i.e. the “higher” the
vacuum) the more important the conductance of the system. With respect to the example presented
in Fig. 2.2, the limited conductance of the piping between the torus and pump P1 results in the
pressure drop Δ𝑝1 = 𝑝𝑇 − 𝑝1,in = 𝑄pump∕𝐶1 and reduces the effective pumping speed that is
available at the torus to 𝑆𝑇 < 𝑆1.

The pressure evolution in a vacuum recipient over time is described by the pumping equation. In
isothermal conditions it is equivalent to a mass balance. In case of the exemplary vacuum system
depicted in Fig. 2.2, the pumping equation can be formulated as

𝑉𝑇
d𝑝𝑇
d𝑡

⏟⏟⏟
temporal evolution

=
∑

𝑄i
⏟⏟⏟
loads

− 𝑆𝑇 𝑝𝑇
⏟⏟⏟
pumping

, (2.10)

where 𝑉𝑇 corresponds to the volume of the recipient.
The pulsed operation of a Tokamak leads to a time varying load on the vacuum pumping system

because the fueling throughput is only active during the burn phase. Assuming that the effective
pumping speed in both phases remains constant, which is a realistic hypothesis, Eq. (2.10) can be
integrated to find the pressure evolution over time. An example of the expected pressure evolution
during Tokamak operation is depicted in Fig. 2.3.
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Figure 2.3.: (a) Torus pressure evolution over four cycles. (b) Torus pressure evolution during
dwell, ramp-up and the initial part of the burn phase of a single cycle.

The torus exhaust pumping system and the required pressure levels and pump-down times require
the exploitation of multiple pumping stages featuring different pump technologies. One option for
the system design is proposed in form of the KALPUREX process for EU-DEMO with a closer
description following in the next section.
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2. Vapor diffusion pumps for Tokamak exhaust pumping

2.3. The KALPUREX process

KALPUREX is the acronym for Karlsruhe liquid metal based pumping-process for fusion reactor
exhaust gases [11, 23]. It is an implementation of the previously introduced DIR concept for
reducing the tritium inventory in the fuel cycle by recycling part of the exhausted fuel and replacing
discontinuous pumping solutions with continuous ones. The vacuum pumping system proposed in
the KALPUREX process relies on a combination of three main pump types, that have been selected
using a systematic screening process [23, 24]:

Metal foil pumps (MFPs) are proposed for separation and compression of a large part of the
unburnt fuel from the exhaust gas mixture. These pumps rely on the principle of hydrogen super-
permeation through a metal foil with a surface layer [25–27]: Conventional hydrogen permeation
through a metal with surface layer of impurities involves the rate limiting step of hydrogen molecule
dissociation to atoms on the surface layer. On the downstream side of the foil the atomic hydrogen
will recombine to molecules. By providing a source of atomic hydrogen upstream of the foil the
rate limiting dissociation step is skipped and the flux of permeating hydrogen greatly increased.
Thus, if no atomization of hydrogen downstream the metal foil is provided compression can be
achieved. As this effect only occurs for hydrogen the pump also fulfills the separation function
required for the application of the DIR concept.

Vapor diffusion pumps (VDPs) are foreseen as continuously operating tritium compatible
high vacuum (HV) pumps. For present day experimental fusion devices the high vacuum pump-
ing function is typically performed by discontinuous cryopumps (e.g. in ITER [9]). However, a
straightforward scale-up suggests problems regarding the tritium inventory hold-up and regenera-
tion of these pumps [8]. These issues can be solved by using a continuous technology. Continuous
cryopumps, turbomolecular pumps and diffusion pumps have been identified as the three technolo-
gies that can potentially fulfill this role [10]. A continuous cryopump design has been suggested in
the form of the snail pump, which uses a scraper to continuously remove the adsorbed or deposited
gases [28, 29]. Turbomolecular and diffusion pumps operate on the principle of momentum trans-
fer - in case of turbomolecular pumps by a set of rotor-stator pairs and in case of vapor diffusion
pumps by a high speed vapor jet. Diffusion pumps are identified as superior over the other pumping
technologies mainly because they do not contain moving parts, which raises issues regarding the
operation in magnetic fields and maintainability [10].

Liquid ring pumps (LRPs) are suggested as backing pumps for the vapor diffusion pumps.
These pumps operate via the eccentric rotation of a bladed wheel. The gas is compressed by the
varying volume formed between the wheel blades and a liquid ring formed by centrifugal forces.
This type of pumps features high pumping speeds and is capable of operating continuously, which
allows it to substitute discontinuous technologies like cryo viscous compressors [10].

Choice of mercury as the operating fluid Both VDPs and LRPs require an operating fluid,
which has to be tritium compatible for the application in torus exhaust pumping. Tritium compat-
ibility means that the fluid has to fulfill three main requirements:

• Absence of chemical or isotope exchange reactions with tritium, which can lead to an ac-
cumulation of tritium in the operating fluid and would result in an increase of the tritium
inventory.

• Low solubility of tritium.
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2.4. Vapor diffusion pump operating principle

• No degradation under the tritium beta decay radiation.
These requirements limit the selection of potential operating fluids significantly, for example all of
them raise potential issues with oils that are commonly used in vapor diffusion pumps [30]. The
only practical fluid fulfilling all the requirements that could be identified is mercury [23, 24]. It
does not perform chemical reactions with any of the exhaust gases under the expected operating
conditions [31]. A tritium activity of 8.5 µCi kg−1 is reported in filtered mercury used in tritium
pumps collected over a span of 25 years [32]. Accounting for tritium decay, the initial activity can
be conservatively estimated to be ≤ 34 µCi kg−1. This corresponds to a negligible mass concentra-
tion of 3.5 ng kg−1. Additionally, the neutron activation of mercury itself in a fusion environment
is acceptable as displayed in Fig. 2.4, which shows that the expected decay time until disposal is
less than 100 years. Mercury has more favorable activation properties than tungsten [33], which
is considered as first wall material and thus facing much higher neutron fluxes. For these reasons
mercury has already been considered for the application in previous fusion device exhaust pumping
systems [34].
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Figure 2.4.: Clearance index of mercury. The depicted data is extracted from [33] for the shield
location of a conceptual fusion power plant corresponding to the projected position
of the diffusion pumps [23]. Materials with a clearance index of ≤ 1.0 (indicated by
dashed red lines) can be treated as non-radioactive (for mercury ⪆ 71 years).

2.4. Vapor diffusion pump operating principle

Vapor diffusion pumps (VDPs) belong to the class of high vacuum pumps. Their operating
principle relies on the transfer of momentum from a vapor flow to the pumped gas by means of
intermolecular collisions. Vapor diffusion pumps are known to be operable with mercury - in fact
it was used as their original operating fluid [35]. An exemplary sketch of a basic VDP design
featuring the essential components is depicted in Fig. 2.5.

Liquid mercury is evaporated in a mercury boiler by heating elements. Off the shelf VPDs
typically feature electric resistance heaters, however in a power plant integration with available
fluid streams is possible to improve the efficiency [23].

The mercury vapor produced in the boiler is guided towards a nozzle and expanded into the main
pump body. The expansion produces a high-speed, nearly parallel vapor jet in pumping direction
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2. Vapor diffusion pumps for Tokamak exhaust pumping

thereby reducing the amount of mercury vapor backstreaming opposite to the pumping direction
[36].

The mercury vapor jet is condensed upon impingement on the outer walls of the pump by actively
cooling them for example by a cooling jacket [37, 38]. Efficient condensation can further reduce the
amount of backstreaming vapor. The condensate collects at the bottom of the pump and recycles
to the boiler, which is located below the pump, due to gravity. The pressure difference between the
vapor in the boiler and the mixture in the fore-vacuum compartment of the pump is balanced by
the hydrostatic pressure of the liquid mercury in the drain line.

Migration of residual backstreaming vapor is prevented by installing a cooled vapor trap between
the VDP and the recipient. Vapor traps block the direct line of sight between the pump and the
recipient by means of a cooled flow obstruction in order to condense or desublimate the incident
mercury vapor. This is often achieved by an arrangement of baffle plates, which is why these traps
are often simply referred to as baffle. While the vapor trap is not essential for the pumping effect,
it is an integral part of any pumping concept that relies on mercury-driven diffusion pumps due to
the high vapor pressure of mercury, which amounts to approximately 0.2 Pa at room temperature.
Mercury migration towards the Tokamak torus has to be reduced to a minimum in order to prevent
radiation losses, which can extinguish the fusion reaction [3, 39, 40]. Effective containment is
therefore one of the main challenges for the application of mercury in fusion reactors [34, 41].

Mercury vapor
Nozzle

Mercury vapor jet

High vacuum
vapor trap

Cooling jacket

Δℎ = Δ𝑝
𝜌𝑔

Fore-vacuum
vapor trap

Backing pump

Recipient

Mercury
boiler

𝑧

𝑔

Figure 2.5.: Illustration of a single stage diffusion pump including the essential components. Mer-
cury is depicted in green and cooled elements (cooling jacket, vapor traps) in blue.
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2.5. Performance and design of mercury-driven vapor diffusion
pumps

The applicability of a VDP design for a given pumping task is determined by its performance
indicators. The relative importance of the performance indicators is governed by the specific appli-
cation. In the following the performance indicators are described in combination with the respec-
tive influencing aspects of the pump design and operation. Additionally, the focus is laid on the
specific application in the Tokamak exhaust pumping train. A more complete account of the devel-
opment history of diffusion pumps, which amounts to some hundred publications, is available in
literature [42–45]. Furthermore, most of the design optimizations after approximately 1930 have
been performed for oil-driven VDPs1 and are not directly transferable to mercury-driven VDPs
[46].

Pumping speed The pumping speed is the most important quantity and has to satisfy both burn
and dwell conditions. The pumping speed of diffusion pumps is known to depend on the molecular
mass 𝑚 of the pumped gas species [47–49]. The pumping speed of lighter gases is higher because
of their higher thermal velocity, which scales with 1∕

√

𝑚. This is especially relevant in the D-
T fusion fuel cycle because the hydrogen isotopes feature the highest isotopic mass ratio of all
isotopic substances.

As the pumping speed scales with the size of the pump, the area-related pumping speed has
to be considered in order to compare pump designs. The pumping speed is determined by the
vapor jet and its interaction with the pumped gas and is therefore affected by several factors in the
pump design and operation. Regarding the basic pump design three different options are available
(ordered by area-related pumping speed):

• Cylindrical diffusion pump with circular nozzle (as shown in Fig. 2.5), see for example
[38]. This corresponds to the simplest design and is not used commonly nowadays due to
the partial blockade of the pumping area by the vapor feed pipe. Due to its simplicity it is
used in the present work as an illustrative example and validation case.

• Cylindrical diffusion pump with a central cylindrical vapor chimney with annular nozzle(s)
(sometimes also referred to as umbrella design), see for example [38]. This design is used
almost exclusively in off the shelf VDPs.

• Linear diffusion pump featuring a rectangular cross-section and nozzle pipe(s), see [50–52].
This design was established with the goal to build large diffusion pumps for applications
where conventional pumps are not efficient. It was operated with mercury and reportedly
features a 18% higher pumping speed per pumping area when compared with conventional
cylindrical pumps [52]. The linear design is currently favored in the KALPUREX process
[11, 23].

Apart from the basic pump design the pumping speed is mostly affected by the nozzle geometry
[53–58] and vapor conditions, for example superheating [59].

Fore-vacuum tolerance The type and number of required backing pumps depends strongly on
the achievable fore-vacuum tolerance and resulting maximum compression ratio of the VDPs. The
fore-vacuum tolerance indicates the maximum fore-vacuum pressure against which the diffusion

1Unexpected from the present view, the substitution was not driven by the toxicity of mercury, but because these oils
have notably lower saturation pressures at ambient temperature. Nowadays, oil and silicone fluids with saturation
pressures at room temperature in the 1×10−8 Pa range (as opposed to approximately 0.2 Pa for mercury) are available.
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2. Vapor diffusion pumps for Tokamak exhaust pumping

pump is able to maintain stable operation. The fore-vacuum tolerance is lower for lighter gases
due to their higher diffusion coefficient in mercury vapor [48]. Consequently, this property is
of particular importance in the D-T fusion context because the exhaust mixture predominantly
contains light gas species.

The fore-vacuum tolerance of modern VDP designs is increased by including multiple (typically
three) pumping stages which successively increase the pressure of the pumped gas [60]. In such
a setup the first nozzle stage provides the pumping speed, whereas the subsequent stages provide
the compression. Typically, the fore-vacuum tolerance of a given pump design has a linear relation
with the boiler power [45].

Mercury backstreaming rate The mercury vapor backstreaming rate quantifies the amount
of mercury vapor that flows toward the inlet of the VDP, i.e. opposite to the pumping direction.
Backstreaming is therefore disadvantageous for two reasons: Firstly, backstreaming mercury vapor
can reflect gas by intermolecular collisions and thereby reduce the pumping speed. Secondly, the
migration of backstreaming mercury to upstream systems has to be prevented by means of the
vapor trap. Thus, a higher backstreaming rate requires a more complex vapor trap design. In order
to reduce backstreaming it is first necessary to identify the most important sources [61–63]:

• Scattering of vapor molecules due to intermolecular collisions (either with other vapor molecules
or the pumped gas).

• Reflection of vapor at surfaces inside the pump.
• Evaporation of operating fluid condensate from surfaces inside the pump.
• Eruptive boiling, which can result in bursts of high pressure vapor being ejected from the

nozzle.
• Design or assembly faults (e.g. leaks in the jet assembly, condensate boiling in the pump

body).
Several design and operating changes have been suggested to mitigate these backstreaming sources.
The first source of backstreaming in large parts depends on choosing the optimum boiler power
[61]: If the boiler power is chosen too low the jet will not be able to compress the gas to the target
outlet pressure, however if the boiler power is chosen too high the increase in intermolecular col-
lisions inside the jet will lead to increased backstreaming without improving or even deteriorating
the pumping speed. However, even if the boiler power is chosen perfectly, a part of the vapor will
leave the nozzle with an upward direction because the vapor flow is in an underexpanded state (i.e.
the pressure inside the jet is larger than the surrounding pressure at the nozzle exit), which leads
to an over-divergent vapor stream directed opposite of the pumping direction [62].

Because a lot of backstreaming sources either originate or are most pronounced at the nozzle,
different techniques have been proposed to reduce this backstreaming vector. The most successful
approaches use cooled metal surfaces known as cold / cone cap [64–67] and guard ring [62] placed
in the vicinity of the nozzle exit in order to condense the over-divergent part of the vapor jet. These
installations can either be cooled actively by a coolant flow or passively by conductive joints with
the outer pump walls. While they reduce the pumping speed slightly due to partly obstructing
the pumping interface, the reduction is usually small and more than outweighed by the reduced
backstreaming rate [65].

Vapor trap containment efficiency and conductance The vapor trap is characterized by
two main parameters: Firstly, the vapor containment efficiency, which quantifies how much of the
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2.5. Performance and design of mercury-driven vapor diffusion pumps

backstreaming mercury vapor from the VDP is contained. Containment here either means that the
mercury is recycled towards the pump in liquid form or accumulated in the vapor trap. The former
is preferential but only possible above the mercury triple point at 234.32K (corresponding to a
vapor saturation pressure of 3×10−4 Pa) [68]. The second parameter characterizing the vapor trap
performance is its conductance, which corresponds to the flow resistance imposed by the vapor
trap. Baffles that obstruct the line of sight entirely are also referred to as being opaque. For an
opaque trap three transport vectors for the vapor remain [69, 70]: Surface migration, intermolecular
collisions (either vapor-vapor or vapor-gas) inside the trap that can allow vapor molecules to pass
the trap without colliding with the cooled walls and finally reflection of vapor from the cooled
surfaces.

For systems employing mercury a two-stage opaque baffle has been proposed [71, 72]. In such a
configuration the first (closer to the pump) opaque stage is cooled slightly above the mercury triple
point in order to condense mercury. The condensate can then fall back into the pump due to gravity.
The second (closer to the recipient) opaque stage is cooled to lower temperatures (e.g. using liquid
or gaseous nitrogen) to desublimate the residual mercury vapor. The two-stage concept is also
considered for the application of mercury-driven VDPs for EU-DEMO [11, 23]. Optionally, a third
stage similar to the second stage can be included to reduce the backstreaming further if necessary
[72].

Effective pumping speed of the integrated system Closely related to the previous point, it is
necessary to consider the integrated vacuum system because all components between the recipient,
i.e. the torus, and the VDP reduce the effective pumping speed due to their limited conductance
(cf. Fig. 2.2). The vapor trap is usually the largest influencing factor because of the inherent trade-
off between vapor containment efficiency and conductance. A three to four times lower effective
pumping speed has to be expected for a baffled pump compared with the nominal speed [71, 72].
For this reason these components have to be included in the optimization process as for example
reported for a trap-valve combination [39, 73, 74]. Transferred to the KALPUREX process this
implies that the vacuum duct and the metal foil pumps have to be considered as well because they
are installed upstream of the diffusion pumps.
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3. Description of rarefied gas and vapor
flows

The purpose of the present chapter is to introduce the most important physical processes under-
lying the operating principle of diffusion pumps and their modeling. The description of vacuum
gas flows is based on the kinetic theory of gases, which aims to describe the gas as a collective of
individual particles1 that move and collide. In vacuum flows long-range interactions between par-
ticles are usually negligible and only short-range interactions have to be considered, which leads
to the simple model of an ideal gas.

The transport and interactions of particles are described in so-called phase space [75]. Phase-
space refers to the six dimensional space spanned by three spatial and three velocity coordinates.
While it is theoretically possible to achieve a deterministic description of a gas in phase space by
considering all involved particles and their interactions, this is not feasible for real systems as the
amount of gas particles involved is too high2. That is why a continuous, six dimensional parti-
cle velocity distribution function describing the statistical distribution of particles in phase space
is introduced. Statistical mechanics therefore plays an important role in the mathematical frame-
work of gas kinetics and leads to the Boltzmann equation describing the temporal evolution of the
particle velocity distribution function. Macroscopic quantities of interest (e.g. density, pressure,
temperature) follow as moments of the particle velocity distribution function. A more in-depth
mathematical description of the aforementioned gas kinetics concepts is provided in Appendix
A.2.

3.1. Description of equilibrium and molecular fluxes
A key empirical observation in nature is that a stationary macroscopic equilibrium will establish

in a gas filled, isolated container in the absence of external forces. It can be shown that the particle
velocity distribution function then takes the form

𝑓𝑀 (𝑣) = 𝑓𝑀 (𝑣𝑥)𝑓𝑀 (𝑣𝑦)𝑓𝑀 (𝑣𝑧) = 𝑛
(

𝑚
2𝜋𝑘𝐵𝑇

)
3
2
exp

{

−
𝑚 |

|

𝑣|
|

2

2𝑘𝐵𝑇

}

, (3.1)

which is called the Maxwell-Boltzmann distribution function or short Maxwellian [75]. The Maxwell-
Boltzmann distribution 𝑓𝑀 (𝑣) corresponds to a multivariate normal distribution, where each ve-
locity component (𝑣𝑥,𝑣𝑦, and 𝑣𝑧) is independently normal distributed with expectation zero and
variance 𝑘𝐵𝑇 ∕𝑚. The number density 𝑛 and temperature 𝑇 in Eq. (3.1) correspond to the ob-
servable, uniform, macroscopic state of the gas in the aforementioned container. Imposing that
the velocity distribution has to be isotropic, the distribution function for the velocity magnitude or
speed 𝑣 = |

|

𝑣|
|

=
√

𝑣2𝑥 + 𝑣2𝑦 + 𝑣2𝑧 can be found as [75]

𝑓𝑀 (𝑣) = 4𝜋𝑛𝑣2
(

𝑚
2𝜋𝑘𝐵𝑇

)
3
2
exp

{

− 𝑚𝑣2

2𝑘𝐵𝑇

}

. (3.2)
1The term particle will be used in the present work as a generic term for atomic (e.g. helium) and molecular (e.g.

nitrogen) gases.
2For example a volume of 1cm3 at 1 millionth of the atmospheric pressure still contains more than 2 ⋅ 1013 particles.
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3. Description of rarefied gas and vapor flows

Eqs. (3.1) and (3.2) show that the distribution of molecular velocities in equilibrium only de-
pends on the temperature 𝑇 and molecular mass 𝑚 of the considered species. This dependency is
illustrated in Fig. 3.1 for mercury vapor and helium at two different temperature levels to convey
a sense of the different scales.
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Figure 3.1.: Maxwell-Boltzmann distribution of velocity magnitude (normalized by the number
density) for mercury vapor and helium at two different temperatures.

The most important properties following from the distribution defined by Eq. (3.2) are the most
probable thermal speed of the particles, i.e. the maximum of the distribution function in Fig. 3.1,
given by

𝑣mp =
√

2𝑘𝐵𝑇
𝑚

, (3.3)
and the mean thermal speed obtained either by Eq. (A.7) or equivalently by

𝑣 =
∫ ∞
0 𝑣𝑓𝑀 (𝑣) d𝑣
∫ ∞
0 𝑓𝑀 (𝑣) d𝑣

=
√

8𝑘𝐵𝑇
𝜋𝑚

. (3.4)
Where the latter is approximately 13% larger than the most probable thermal speed.

3.1.1. Molecular fluxes in equilibrium

Under the assumption of thermal equilibrium it is possible to calculate molecular fluxes with
the aid of the Maxwell-Boltzmann distribution function easily due to the isotropic distribution of
the particle velocities. The equilibrium flux of particles impinging on a solid surface or crossing a
virtual surface in one direction is of particular interest in the description of molecular phenomena,
for example the effusion of gas through an orifice and the evaporation rate of molecules from
a condensed phase [76]. To simplify the derivation of the equilibrium flux from the Maxwell-
Boltzmann distribution function (Eq. (3.1)) the surface can be assumed to be aligned with the
Cartesian coordinate system without loss of generality. If it is assumed that the surface normal
points in −𝑥-direction, the flux points in +𝑥-direction. Therefore, the distribution function can be
integrated in the relevant velocity ranges on any point lying on the surface to obtain the local flux

�̇�+ = ∫
+∞

0 ∫
+∞

−∞ ∫
+∞

−∞
𝑣𝑥𝑓𝑀 (𝑣) d𝑣𝑧 d𝑣𝑦 d𝑣𝑥 =

1
4
𝑛�̄�. (3.5)
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3.1. Description of equilibrium and molecular fluxes

Naturally, for a gas in thermal equilibrium the molecular flux in opposite direction is �̇�− = −�̇�+, so
that the net flux reduces to zero. This property is not shared among all moments of the distribution
function. Most importantly, when considering the momentum flux it is found to be

𝑝− = 𝑝+ = 𝑚∫
0∕+∞

−∞∕0 ∫
+∞

−∞ ∫
+∞

−∞
𝑣𝑥𝑣𝑥𝑓𝑀 (𝑣) d𝑣𝑧 d𝑣𝑦 d𝑣𝑥 =

1
2
𝑛𝑘𝐵𝑇 . (3.6)

The net momentum flux is therefore not zero but

𝑝 = 𝑝+ + 𝑝− = 𝑛𝑘𝐵𝑇 , (3.7)
i.e. the pressure as given by the ideal gas law.

3.1.2. Local equilibrium in flows

The considerations for a stationary gas can be extended to gas flows. Gas flows are characterized
by a non-zero bulk velocity3 that follows as a moment of the distribution function (cf. Eq. (A.6)). It
is thus common to write the particle velocities as a superposition of two contributions. For example
the velocity 𝑣𝑝 of a representative, individual particle at position �⃗�𝑖 in the flow can be written as

𝑣𝑝 = 𝑢(�⃗�𝑖) + 𝑐𝑝, (3.8)
where 𝑢(�⃗�𝑖) = 𝑢𝑖 is the local bulk velocity at position �⃗�𝑖 and 𝑐𝑝 is the so-called thermal (also pecu-
liar or random) velocity component [77]. It is noted that 𝑣𝑝 and 𝑐𝑝 are properties of an individual
particle, whereas 𝑢𝑖 corresponds to a macroscopic quantity obtained by averaging over all particles
close to �⃗�𝑖.

A special case arises if the thermal velocities of all particles close to position �⃗�𝑖 are distributed
according to the equilibrium distribution function (Eq. (3.1)), i.e.

𝑓 (𝑣, �⃗�𝑖) = 𝑓𝑀 (𝑐, �⃗�𝑖) = 𝑛
(

𝑚
2𝜋𝑘𝐵𝑇

)
3
2
exp

{

−
𝑚 |

|

𝑣 − 𝑢𝑖||
2

2𝑘𝐵𝑇

}

, (3.9)

using the previously defined identity 𝑐 = 𝑣− 𝑢𝑖. As Eq. (3.9) corresponds to a multivariate normal
distribution with non-zero expectation, it is often referred to as the shifted Maxwell-Boltzmann
distribution function [76]. If Eq. (3.9) is valid at all positions, the flow is said to be in a so-called
local equilibrium state. The molecular fluxes in flows, which are in local equilibrium, can be
calculated similar to the ones for a stationary gas. Under the assumption that the bulk velocity is
directed in +𝑥-direction so that 𝑢 = [𝑢𝑥, 0, 0]T, the molecular flux in the same direction results as
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+∞

0 ∫
+∞

−∞ ∫
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−∞
𝑣𝑥𝑓𝑀 (𝑣, 𝑢) d𝑣𝑧 d𝑣𝑦 d𝑣𝑥
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}
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√

𝜋
𝑢𝑥
𝑣mp

(

erf
{

𝑢𝑥
𝑣mp

}

+ 1
)

]

,
(3.10)

where erf is the error function (cf. Appendix A.1.1). The superposition of the fluxes in both
directions yields �̇� = �̇�++ �̇�− = 𝑛𝑢𝑥, i.e. the macroscopically measurable flux through the surface.

3Throughout this thesis 𝑣 is used to denote the velocity of individual particles, whereas 𝑢 is used to denote the bulk
velocity of the collective.
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3. Description of rarefied gas and vapor flows

3.2. Intermolecular collisions and flow regimes
When considering a closed container filled with gas at constant temperature, the average dis-

tance that particles will travel without colliding with each other and the time spent between these
collisions will decrease the higher the gas density in the container. Because the particle velocities
are distributed according to the Maxwell-Boltzmann distribution function in thermal equilibrium it
is possible to define the mean free path 𝜆 and the mean collision time 𝜏 to characterize these prop-
erties on average. As the mean thermal speed of particles in thermal equilibrium is 𝑣, as defined
in Eq. (3.4), the relation between the mean free path and collision time is simply

𝜆 = 𝑣𝜏. (3.11)
The expressions for 𝜆 and 𝜏 depend on the assumed intermolecular potential. In the present work
the Variable Soft Sphere (VSS) [78] model is employed due to its relative simplicity at acceptable
accuracy. A detailed description of the VSS model and its binary collision cross-section is available
in Appendix A.2.4. The binary collision cross-section of the VSS model depends on the relative
velocity of the collision partners. In equilibrium the relative velocity is distributed according to a
Maxwellian distribution so that

𝜏VSS,eq =

[

4𝑛𝑑2ref

√

𝜋𝑘𝐵𝑇ref
𝑚

(

𝑇
𝑇ref

)1−𝜔
]−1

, (3.12)

and
𝜆VSS,eq =

[

√

2𝜋𝑛𝑑2ref

(

𝑇
𝑇ref

)0.5−𝜔
]−1

, (3.13)

follow [77]. Gas specific reference model parameters are indicated by “ref” and 𝜔 is the viscosity
coefficient. As the mean free path of a hard sphere gas with 𝜔 = 0.5 is temperature independent,
it is very commonly used as a simplification in derived expressions in literature. In gas mixtures
collisions between alike and different species have to be considered in the expressions of the mix-
ture equilibrium mean free path and mean collision time. The expressions are given in Appendix
A.2.5.

The mean free path 𝜆 is compared with a problem dependent characteristic length 𝐿𝑐 to classify
flow regimes according to their degree of rarefaction. The rarefaction degree is expressed by the
dimensionless Knudsen number Kn, which is defined as

Kn = 𝜆
𝐿𝑐
. (3.14)

Two principal limits are distinguished: At low Knudsen numbers the flow is said to be in the con-
tinuum regime. In this regime intermolecular collisions happen so frequently and on such small
distances, that the flow can be described accurately by considering it as a continuous medium with
locally averaged transport properties. On the other end of the spectrum flows featuring high Knud-
sen numbers are referred to as free-molecular because intermolecular collisions are of subordinate
importance. Thus, these flows can be described mathematically by neglecting intermolecular colli-
sions entirely. The flow is then only characterized by collisions of the particles with the boundaries.
However, the transition between these regimes is continuous. The intermediate regime is referred
to as the transitional regime. In this regime intermolecular and boundary collisions are both im-
portant. The flow regimes are illustrated in Fig. 3.2.

Because the flow inside a diffusion pump spans a large range of Knudsen numbers, their mod-
eling is complex. The vapor flow upstream and in the initial part of the nozzle is usually in the
continuum flow regime. The expanding vapor jet and the interaction zone with the gas are in the
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3.3. Mercury vapor expansion into vacuum

𝐿𝑐

𝜆 ≪ 𝐿𝑐
Kn≪ 1

Continuum

𝜆 ≈ 𝐿𝑐
Kn ≈ 1

Transitional

𝜆 ≫ 𝐿𝑐
Kn≫ 1

Free-molecular
Figure 3.2.: Flow regimes and their respective Knudsen number range. From left to right: Contin-

uum, transitional and free-molecular flow. Particles involved in intermolecular colli-
sions are filled.

transitional flow regime. In fact, the operating principle requires the flow to be transitional in the
interaction zone to facilitate the transfer of momentum between the jet and the gas. The flow regime
of the gas upstream of the nozzle and especially in the baffle depends on the operating conditions
but tends to be in the rarefied regime. For typical applications without large gas loads the flow will
be free-molecular. In case of the EU-DEMO high vacuum pumping system the Knudsen numbers
during burn and dwell phases can be estimated from the expected pressure levels and dimensions.
The pressure levels in the sub-divertor volume during burn and dwell phases can be estimated to
be approximately 1 Pa and 1mPa, respectively. Assuming a realistic characteristic length of 10 cm
in the baffle and the mean free path of helium of approximately 17.5× 10−3m (at 1 Pa) and 17.5m
(at 1mPa) [79] the Knudsen number is 0.175 (transitional) during burn and 175 (free-molecular)
during dwell. The Knudsen number of the mercury vapor inside the nozzle is even lower. These
considerations imply that a diffusion pump model has to cover all flow regimes.

3.3. Mercury vapor expansion into vacuum

In vapor diffusion pumps a nozzle is used to produce a supersonic vapor jet in order to enable
efficient momentum transfer to gas in pumping direction. Converging-diverging nozzles convert
part of the fluid enthalpy into kinetic energy. Therefore, this process leads to an increase of the
bulk velocity 𝑢 at a concurrent decrease of pressure and temperature.

3.3.1. Isentropic expansion of mercury vapor

The properties of the expanding vapor jet can be estimated by considering an isentropic expan-
sion of an ideal gas [43, 80]. The state after the expansion “1” is related to the stagnation state “0”
by the Mach number Ma, which is the dimensionless ratio of the bulk speed to the local speed of
sound

Ma = 𝑢
√

𝛾𝑘𝐵𝑇
𝑚

. (3.15)

In Eq. (3.15) 𝛾 is the heat capacity ratio. The properties of a perfect gas (i.e. with constant heat
capacity, e.g. a monatomic ideal gas) after the expansion then follow from energy conservation
[80]:

23



3. Description of rarefied gas and vapor flows

𝑇V,1 = 𝑇V,0

[

1 + 𝛾 − 1
2

Ma2V,1

]−1
, (3.16)
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√
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. (3.17)

Equation (3.17) implies that there exists a maximum jet velocity solely dependent on the stagnation
temperature in the theoretical limit of an infinite expansion (Ma → ∞) [43],

𝑢V,1,max =

√

2
𝑚V

𝛾
𝛾 − 1

𝑘𝐵

𝑎)

√

𝑇V,0, (3.18)

where the term a) is constant for a given vapor species characterized by its mass 𝑚V. Mercury
vapor is monatomic [43, 81] and has an atomic mass of 𝑚Hg = 3.331 × 10−25 kg [82] so that the
constant term a) in Eq. (3.18) is approximately 14.4m s−1K−0.5 for mercury vapor.

During the expansion the vapor cools down (cf. Eq. (3.16)) and in the limit of infinite expan-
sion the thermodynamic temperature approaches zero. It is important to highlight the difference
between the thermodynamic temperature, which accounts for the local relative random motion of
particles (cf. Eq. (A.9)), and the kinetic temperature, which is directly related to the average kinetic
energy of the particles. The latter does of course not approach zero in the expansion process.

3.3.2. Condensation in the mercury vapor jet

The low temperatures after the vapor expansion imply that the vapor either has to be in a single-
phase supersaturated state or that condensation leads to a two-phase flow. Condensation is un-
wanted in the normal diffusion pump operation as it weakens the vapor jet and thereby potentially
deteriorates the performance (pumping speed and fore-vacuum tolerance).

Hagena developed a semi-empirical scaling law to predict the onset of condensation in jet ex-
pansions of noble gases and metals vapors depending only on the stagnation conditions and nozzle
throat diameter [83, 84]:

𝜁∗ = 𝜁−1V 𝑛V,0𝑑
𝑞V𝑇 (𝑞V−6)∕4

V,0 , (3.19)
where 𝜁∗ is the dimensionless Hagena condensation parameter, 𝜁V and 𝑞V are a substance specific
constants, 𝑛V,0 and 𝑇V,0 are the stagnation density and temperature of the vapor upstream of the
nozzle and 𝑑 is the nozzle throat diameter. The condensation parameter 𝜁∗ is indicative of the ten-
dency of cluster formation in an expansion process and three regimes are identified by Hagena [84]:
𝜁∗ < 200: supersaturated vapor without cluster formation, 200 ≤ 𝜁∗ ≤ 1000: transitional region,
𝜁∗ > 1000: massive condensation. The approximate validity of this scaling law has been verified
by numerical simulations of expanding copper vapor that considered cluster formation, however it
was shown that the aforementioned critical value of 𝜁∗ = 200 only applies approximately [85, 86].

Figure 3.3 visualizes the dimensionless Hagena condensation parameter 𝜁∗ for mercury (using
the model constants 𝜁Hg and 𝑞Hg provided in [84]) as a function of the vapor saturation temperature
and the nozzle throat diameter. Additionally, data on two experiments from literature is included. It
is noted that both experiments have been performed at mercury stagnation pressures approximately
one order of magnitude higher than prevalent in diffusion pumps.

In the first experiment (① in Fig. 3.3) mercury vapor flow fields visualized by a high frequency
discharge have been compared with theoretical flow fields determined for both supersaturated va-
por and two-phase flow [87]. Based on the comparison it is concluded that the vapor has been
supersaturated in the experiments [87]. The corresponding Hagena condensation parameter lies in
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3.3. Mercury vapor expansion into vacuum

the transitional regime. However, it is plausible that weak clustering could not be detected by the
employed visual comparison method.

In the second experiment (② in Fig. 3.3) a nozzle has been used to isentropically expand metal
vapors beyond the saturation point and the cluster distribution then measured by time-of-flight
mass spectrometry of the ionized beam [88, 89]. Mercury is reported to not form clusters at low
stagnation temperatures and only small amounts of Hg+2 are detected at intermediate temperatures
[89]. Only above approximately 620K larger clusters of mercury up to Hg+25 can suddenly be
detected, however even then approximately 96% isHg+ [89]. This observation is correctly reflected
by the Hagena condensation parameter which again lies in the transitional regime.

Furthermore, the design and operational range of the experimental setup NEMESIS, which has
been operated within the scope of this work, is included (a detailed description follows in Chap. 5).
Based on the Hagena condensation parameter 𝜁∗ < 200 no condensation is expected in the setup
(see ③ in Fig. 3.3).

Lastly, the expected design and operational range of the EU-DEMO diffusion pumps is indicated
in a range where no condensation is to be expected (see ④ in Fig. 3.3).

Therefore, based on this study single-phase flow can be assumed in the modeling of diffusion
pumps.
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Figure 3.3.: Hagena condensation parameter 𝜁∗ for mercury vapor as a function of reservoir (sat-
uration) temperature 𝑇Hg,0 and the critical nozzle throat diameter 𝑑. Correlation pa-
rameters for mercury vapor are taken from [84]. ①: Experiment (no condensation)
reported in [87], ②: Experiment (weak clustering) reported in [88, 89], ③: NEMESIS
operating range, ④: Expected operating and design range of the EU-DEMO diffusion
pumps.
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3. Description of rarefied gas and vapor flows

3.4. Numerical methods for solving the Boltzmann equation

The Boltzmann equation (cf. Eq. (A.3)) is capable of modeling the flow irrespective of the flow
regime. However, due to its high dimensionality it is particularly hard to solve. This holds true for
both analytical solutions (which only exist in special cases) and for numerical solutions. For this
reason substantial simplifications are made if the flow regime permits this.

In the limiting case of a free-molecular flow (Kn → ∞) the collision operator (𝐶(𝑓 ) in Eq.
(A.3)) reduces to zero, which transforms the integro-differential Boltzmann equation into a par-
tial differential equation that is significantly easier to solve. In this case the distribution function
is Maxwellian everywhere. The only complexities are then introduced by collisions with solid
boundaries and problems involving simple geometries can be solved analytically (for some exam-
ples see the works of Cai et al. [90–93]). More complex geometries are usually computed using
the Test Particle Monte Carlo (TPMC) method. In the TPMC method the stochastic version of
the free-molecular Boltzmann equation is discretized by computing the trajectories and boundary
interactions of the eponymous test particles. Because there is no inter-particle interaction, the in-
dividual particles trajectories can be computed fully isolated from each other. A TPMC simulation
can therefore be performed in a distributed parallel manner without synchronization.

In the second limit of continuum flow (Kn → 0), molecular collisions happen so frequently and
the mean free path between collisions is so small, that the flow is in or close to local thermal
equilibrium. This implies that macroscopic changes in the flow (e.g. a pressure gradient due to
wall friction) happen on much larger time- and space-scales than the microscopic equilibration
process caused by intermolecular collisions. In this case the gas can be treated as a continuum and
the Boltzmann equation can be simplified to yield the Euler equations (local thermal equilibrium)
or the Navier-Stokes-Fourier equations (close to local thermal equilibrium) [75]. In both cases the
integro-differential equation is transformed into a set of partial differential equations with reduced
dimensionality, which lowers the required computational resources. Continuum methods have
been used previously to describe the vapor expansion in the diffusion pump as summarized in [94].
The continuum solutions of the vapor flow field have also been coupled with a modified TPMC
method to approximate a one-way momentum transfer from vapor to gas [95]. While such a method
can help in the design of an optimized pump as shown in [96], it has the inherent limitation that
the influence of the pumped gas on the vapor is neglected. Therefore, this method is unsuited for
the description of important phenomena like backstreaming and breakdown.

An appealing idea is to describe flows in the transitional regime as a superposition of free-
molecular and continuum solutions. However, it turns out that this description is not successful
because it fails to predict some phenomena that occur in the transitional regime, for example the
Knudsen flow rate minimum [97]. It is thus necessary to solve the full or simplified Boltzmann
equation in the transitional regime. The two main approaches are described in the following para-
graphs.

Direct Simulation Monte Carlo (DSMC) The Direct Simulation Monte Carlo (DSMC)
method [77, 98–100] is a stochastic approach to solve gas kinetic problems and provides results
similar to the Boltzmann equation. Similar to the TPMC method, the DSMC method also uses
computational particles to simulate the flow, however with the added complexity that intermolec-
ular collisions are also considered. The DSMC method is therefore not as easy to parallelize as
the TPMC method. Because it would be infeasible to simulate every physical particle in a system
(typical order of magnitude of 1020), each computational particle is representative of many real
particles (typical order of magnitude of 1013). The macroscopic flow properties are calculated as
moments in the form of averaged microscopic particle properties. It is due to this averaging process
that the DSMC method is better suited for high speed flows, as it suffers from statistical noise in
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3.4. Numerical methods for solving the Boltzmann equation

case of low speed flows. Successful use of the DSMC method has been reported for the modeling
of oil-driven VDPs [101, 102]. Independent but in parallel to the present work, the DSMC method
has also been used by Zhao et al. [103] and Liao et al. [104] to simulate mercury-driven VDPs in
the context of fusion reactor exhaust pumping. Furthermore, the method has been used to simu-
late turbomolecular pumps, which also rely on momentum transfer as the pumping principle and
operate in a similar pressure range [105–107].

The DSMC method has been implemented in open- and closed-source simulation tools. Nowa-
days, the two most commonly used software programs are the open source codes dsmcFoam(+)
[108, 109], based on the widely used OpenFOAM [110], and SPARTA [111–113], which is a dedi-
cated DSMC tool.

Discrete Velocity Method (DVM) The second commonly used method to solve the Boltz-
mann equation numerically is the deterministic Discrete Velocity Method (DVM) [114, 115]. In this
method the Boltzmann equation is discretized in all six phase space dimensions (three in physical
and velocity space respectively). The solution is then calculated on a six-dimensional grid. For
complex problems (either in physical or velocity space) this can quickly result in very large num-
ber of variables, which is why the DVM was long not competitive with the DSMC method due to
computational memory restrictions. The advantage of the DVM is that it is deterministic and thus
not affected by noise. Therefore, it is superior to the DSMC method for low speed flows. However,
the DVM is commonly used assuming simplified kinetic model equations that replace the collision
operator of the Boltzmann equation with simpler terms. The most well-known of these kinetic
models is the Bhatnagar-Gross-Krook (BGK) model [116] which describes the collision opera-
tor as a simple relaxation term that drives the distribution function to the Maxwellian distribution
function. The kinetic models are responsible for recovering the correct transport properties. For
example the Prandtl number, which describes the ratio of diffusive momentum to heat transport,
is unity in the original BGK method, whereas the theoretical value for a perfect monatomic gas is
2∕3 [117]. As a consequence more complex kinetic models have been proposed (see e.g. [117]),
which are capable of describing single species flows with acceptable precision. However, the cor-
rect description of gas mixtures remains an open issue. This is usually characterized by the fact
that the models are not capable of reproducing all mixture transport coefficients (see for example
[118]).

The DVM has been applied widely in literature, however up to now these works mainly focus on
the development of new model equations and only benchmark problems are solved using dedicated
tools. The first attempt to build a standardized tool for arbitrary geometries was proposed in the
form of dugksFoam [119], which is also based on OpenFOAM [110]. However, it has to be noted
that dugksFoam is limited to single species flows.

Choice of the simulation method for diffusion pump modeling The DSMC method has
been chosen over the DVM in the present work for three main reasons: Firstly, at the present time
the DSMC method has a clear advantage over the DVM regarding the simulation of gas mixtures.
Secondly, the flow in the diffusion pump covers a wide velocity range. While the vapor flow will
be supersonic in most parts of the domain, the gas has to stagnate at the outlet. This means that the
DVM demands numerous discrete velocities, which can lead to performance and memory issues.
Thirdly, there is a lack of a widely used, validated tool based on the DVM.

The SPARTA software [111–113] has been used for the DSMC simulations in the present work
because it has a significantly higher performance than dsmcFoam+. Due to its open source nature
SPARTA (version 26Feb2021) has been extended in multiple ways to tailor to the special require-
ments imposed by the simulation of diffusion pumps.
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3. Description of rarefied gas and vapor flows

Additionally, the TPMC method has been employed for the complex, three-dimensional sim-
ulation of the diffusion pump baffle due to its higher efficiency. The open source MOLFLOW+
(version 2.9.0) software [120, 121] was employed for these simulations. A detailed explanation
of the TPMC method is not included in the present work, due to its conceptual similarity with the
DSMC method (with the notable exception of the collision step).

3.5. Direct Simulation Monte Carlo for diffusion pump modeling

The Direct Simulation Monte Carlo method is a stochastic, particle-based procedure that can
solve gas flow problems consistent with the Boltzmann equation. Here, the fundamental algorithm
and its discretization parameters are described. Additionally, the implemented binary collision
model to simulate the intermolecular collisions in the gas mixture is explained and the required
parameters are derived for mercury vapor and all involved gas species. Furthermore, the application
of particle weighting schemes for modeling of diffusion pumps is explained. Lastly, the boundary
conditions that are required in the diffusion pump model are discussed.

3.5.1. Simulation algorithm and sensitivity of discretization parameters

The DSMC algorithm is visualized in Fig. 3.4. The algorithm features three main discretization
parameters, which are the time step Δ𝑡, the computational cell size Δ𝑥 and the weight 𝐹𝑁 , i.e. the
number of physical particles that each simulator particle represents.
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2) Intermolecular collisions
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ΣI,𝑁 += 3
ΣI,𝑣 +=
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ΣII,𝑁 += 1
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ΣIII,𝑁 += 1
ΣIII,𝑣 += 𝑣6

ΣIV,𝑁 += 3
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Figure 3.4.: Description of the DSMC algorithm: Streaming (step 1): Ballistic movement of par-
ticles and collisions with walls, here for particle ⑥. Intermolecular collisions (step 2):
Stochastic collisions between particles in the same cell, here between particles ③ and
⑦. Counter update (step 3): Update of the cumulative moment counters in each cell
(I-IV), shown here exemplarily for the zeroth (Σ𝑁 ) and first order (Σ𝑣) moments.

The algorithm is structured into three main steps: In the first step, new simulator particles are
created at inflow boundaries (particle ⑨ in Fig. 3.4) and all particles are moved for their respective
distance 𝑣𝑖Δ𝑡, where 𝑣𝑖 is the particle velocity vector. Additionally, collisions with the solid walls
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3.5. Direct Simulation Monte Carlo for diffusion pump modeling

(particle ⑥ in Fig. 3.4) and cell transfers (particles ③, ⑦ and ⑧ in Fig. 3.4) as well as particles
leaving the domain (particle ⑤ in Fig. 3.4) are computed. In the second step, binary collisions
partners are randomly selected from particles that reside in the same cell and their collision is
calculated for a random impact point (particles ③ and ⑦ in Fig. 3.4). Different methods exist
to sample collisions, but the most common scheme is the No Time Counter scheme [122, 123],
which is used in the present work (see Appendix A.3.1 for a detailed description). In steady-
state simulations cumulative moment sums are updated during the averaging period in the third
simulation step. After the simulation is finished the moments are calculated as averages from
the cumulative sums in order to reduce the statistical noise. The calculation of the moments is
demonstrated for the two examples depicted in Fig. 3.4 for an arbitrary cell 𝑖

𝑛𝑖 =
Σ𝑖,𝑁𝐹𝑁,𝑖
𝑁sample𝑉𝑖

, (3.20)

𝑣𝑖 =
Σ𝑖,𝑣
Σ𝑖,𝑁

, (3.21)
where Σ𝑖 are the respective moment sums, 𝑉𝑖 is the cell volume and 𝐹𝑁,𝑖 the cell weight. The cell
weight represents the scaling factor between simulator and physical particles. In case gas mixtures
are simulated - as is the case for most simulations included in the present work - the mixture
moments can be calculated using the expressions in Appendix A.2.3.

The requirements on the DSMC discretization parameters can be summarized as follows:
• The time step Δ𝑡 has to resolve the mean collision time 𝜏 to enable the decoupling of particle

movement and intermolecular collisions that is the basis of the DSMC algorithm.
• The cell size Δ𝑥 has to resolve the mean free path 𝜆 to enable the statistical sampling of

collision partners from particles within each cell.
• The weight 𝐹𝑁 , which is inversely proportional to the average number of simulators 𝑁𝑝 in

each cell, has to be low enough to ensure representative sampling of collision partners. In
the simplest configuration a constant weight is used for all cells.

Additionally, the combination of cell size and time step has to be chosen so that particles only travel
a fraction of the cell size during their free flight step. If any of these discretization requirements are
not met systematic errors are introduced in the moments that are calculated in the third simulation
step. The sensitivity of the discretization parameters to the transport properties has been studied
extensively in literature: Alexander et al. [124] apply the Green-Kubo theory [125, 126] to show
that the error introduced by the finite cell size scales with (Δ𝑥∕𝜆)2. Later Hadjiconstantinou [127]
performed a similar analysis for the time step and found that the error scales per (Δ𝑡∕𝜏)2. In
both cases the relative error introduced in the transport coefficients by choosing either Δ𝑥∕𝜆 =
1 or Δ𝑡∕𝜏 = 1 is of the order of magnitude of 5% [124, 127]. The error associated with the
limited number of particles per cell was determined by Chen and Boyd [128] in two parts: The
statistical error decreases with 1∕

√

𝑁sample𝑁𝑝, whereas the systematic error scales with 1∕𝑁𝑝.
The most efficient combination of sample size and average number of particles per cell depends on
the problem [128]. In [129] the relative error of the thermal conductivity in a Fourier flow, which
is a typical DSMC benchmark problem, is found to be approximately −8%∕𝑁𝑝.

Thus, to reduce the order of magnitude of all systematic errors introduced by the discretization
parameters to below approximately 1%, the parameters have to be chosen as Δ𝑥 ≤ 1∕3𝜆, Δ𝑡 ≤
1∕3𝜏 and 𝑁𝑝 ≥ 10. These are in line with empirical recommendations as for example given in
[77, 130]. Generally, the cell size should be considered first because the choice of the other two
parameters depends strongly on it: The number of simulators per cell is directly linked to the cell
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3. Description of rarefied gas and vapor flows

size via the cell volume, which scales with Δ𝑥3 (3d) or Δ𝑥2 (2d). Furthermore, the time step scales
linearly with the cell size to ensure that particles only travel a fraction of the cell size per step.

3.5.2. Elastic binary collision modeling

The collision interaction model determines how the particle trajectories of colliding particles
are altered. All realistic collision interaction models have in common that they obey momentum
and energy conservation in collisions. Consistent with the Boltzmann equation, the DSMC method
only considers binary collisions, which is a reasonable assumption in low pressure gas flows. The
collision step constitutes a significant part of the overall algorithm run time. For this reason it is
necessary to compromise between physical accuracy and (computational) simplicity of the collision
interaction model. The most common interactions models are extensions of the simple Hard Sphere
(HS) model.

The scheme of an elastic binary collision between hard spheres in the center of mass frame of
reference is illustrated in Fig. 3.5. The distance of the closest approach for spherical particles is

𝜒

𝜒

𝑏𝑚𝑟
𝑚1
𝑐𝑟

𝑚𝑟
𝑚1
𝑐𝑟

−𝑚𝑟
𝑚2
𝑐𝑟

−𝑚𝑟
𝑚2
𝑐𝑟

𝑑1

𝑑2

𝜃

Figure 3.5.: Elastic binary collision in the center of mass frame of reference. White: Particles
before collision, gray: during collision, black: after collision. 𝑚𝑟 = 𝑚1𝑚2

𝑚1+𝑚2
is the

reduced mass, 𝑐𝑟 is the relative velocity magnitude, 𝑏 refers to the distance of closest
approach of the trajectories in the center of mass frame, and 𝜒 to the deflection angle.
Based on [75, 77].

defined as [77]:

𝑏 =
𝑑1 + 𝑑2

2
sin(𝜃) = 𝑑12 sin(𝜃). (3.22)

However, in contrast to the normal HS model, the average diameter 𝑑12 depends on the relative
velocity 𝑐𝑟 of the collision partners and the viscosity index𝜔12 in the more advanced Variable Hard
Sphere (VHS) [100] and Variable Soft Sphere (VSS) [78] models (for more details see Appendix
A.2.4, specifically Eqs. (A.16) and (A.17)). This has the effect that the effective cross-section
of identical particles reduces the higher their relative velocity, which is in line with experimental
observations [100]. Additionally, the deflection angle 𝜒 is modeled as

𝜒 = 2 arccos

(

(

𝑏
𝑑12

)1∕𝛼12
)

. (3.23)

The distinction between VHS and VSS model is that in the VHS model 𝛼 = 1, whereas it is a
tune-able parameter in the VSS model. In summary, the models require the following parameters
for a given gas species: The reference diameter 𝑑ref , the reference temperature 𝑇ref , the viscosity
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3.5. Direct Simulation Monte Carlo for diffusion pump modeling

index 𝜔 and the scattering coefficient 𝛼 (only in VSS model). The advantage of the VSS model
over the VHS model is that it is capable of reproducing viscosity as well as diffusion coefficient
simultaneously [78]. For the diffusion pump operating principle both viscosity (momentum trans-
fer from vapor jet to gas) and diffusion (gas transport into the jet, backstreaming of mercury vapor
and counter-diffusion of light gases through the jet) are important. That is why the VSS model is
used as the collision model in the present work. VSS parameters for common gas species are avail-
able in the literature, however this is not the case for mercury vapor and the uncommon hydrogen
isotopologues. Their treatment is discussed in the following paragraphs.

Mercury vapor Different theoretical and (semi-)empirical models have been proposed over the
years to describe the transport properties of mercury vapor. Independently performed works re-
garding DSMC simulations of mercury diffusion pumps (cf. [103, 104]) have either used the HS
or VHS model for mercury (unfortunately it is not clear which model was used because the viscos-
ity index is not provided). Furthermore, mercury has been approximated as a Maxwell molecule
(𝜔 = 1, 𝛼 = 1) with a reference diameter derived from the viscosity in previous works by the
author [131, 132]. However, no collision interaction parameters exist for the more accurate VSS
model as of yet. The present work aims to rectify this by deriving a new set of VSS parameters for
mercury vapor. As detailed temperature dependent data - especially of the diffusion coefficient -
are scarce, a direct fit to experimental data is not feasible and a different approach is chosen here
by fitting the transport properties of the VSS model to those of the more complex Lennard-Jones
(LJ) model in the temperature range of interest. The LJ 12,6 potential4 parameters, inversion dis-
tance 𝜎LJ = 2.898 × 10−10m and depth of the potential well 𝜖LJ∕𝑘𝐵 = 851K, for mercury vapor
are taken from [133, 134]. The fitting procedure outlined below is based on similar approaches in
[135, 136]. The basic idea is to optimize the VSS model parameters to minimize the least squares
error

𝐸 = 1
𝑁

𝑁
∑

𝑖=1

(

𝜇VSS(𝑇𝑖) − 𝜇LJ(𝑇𝑖)
𝜇LJ(𝑇𝑖)

)2
+
(𝐷11,VSS(𝑇𝑖) −𝐷11,LJ(𝑇𝑖)

𝐷11,LJ(𝑇𝑖)

)2

, (3.24)

between the viscosities 𝜇VSS, 𝜇LJ and self-diffusion coefficients 𝐷11,VSS, 𝐷11,LJ over a defined,
equally spaced temperature range 𝑇𝑖 ∈

[

𝑇1, 𝑇𝑁
]. In the case at hand the temperature bounds are

chosen as 𝑇1 = 0.1 ⋅ 𝜖LJ∕𝑘𝐵 = 85.1K and 𝑇𝑁 = 523.15K. The lower bound corresponds to
the minimum temperature for which reliable collision integrals for the LJ potential are available
(see below). The upper bound is chosen based on the expected maximum temperatures in the
mercury boiler. The optimization is performed using the Nelder-Mead simplex algorithm [137] as
implemented in the Python library scipy [138]. As this algorithm converges to local minima the
choice of initial guesses for the independent parameters is varied 100,000 times. For each of these
iterations the following steps are performed:

1. Random values for the initial values of the free parameters𝜔 ∈ [0.5, 1.5] and 𝑇ref ∈
[

𝑇1, 𝑇𝑁
]

are generated from a uniform distribution.
2. The LJ viscosity and self-diffusion coefficients are calculated according to the first-order

Chapman-Enskog expansions (cf. e.g. [134]):

𝜇LJ(𝑇 ) =
5
√

𝜋𝑚𝑘𝐵𝑇

16𝜋𝜎2LJΩ(2,2)∗
, (3.25)

4The short notation 12,6 refers to the powers with which the repulsive (∝ 𝑟−12) and attractive (∝ 𝑟−6) part of the
potential scale with the distance 𝑟.
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𝜌𝐷11,LJ(𝑇 ) =
3
√

𝜋𝑚𝑘𝐵𝑇

8𝜋𝜎2LJΩ(1,1)∗
(3.26)

for 𝑇 = 𝑇ref , where Ω(1,1)∗ and Ω(2,2)∗ are temperature dependent collision integrals. These
can be found in tabulated form for the LJ 12,6 potential (e.g. in [134]), however for the
optimization algorithm it is more convenient to use continuous fit functions. That is why,
in the present work the fit functions by Neufeld et al. [139] are used. The validity range
is specified as 0.3 ≤ 𝑘𝐵𝑇 ∕𝜖LJ ≤ 100, but by comparison with tabulated data in [140] it
is verified that the error remains below 10% down to 𝑘𝐵𝑇 ∕𝜖LJ = 0.1, which is why this
temperature is chosen as the lower bound of the temperature fit range.

3. The remaining VSS parameters are calculated from these reference values. Firstly, the Schmidt
number Sc, which corresponds to the ratio of kinematic viscosity to mass diffusion, is cal-
culated according to

ScLJ =
𝜇LJ,ref

𝜌𝐷11,LJ,ref
. (3.27)

By using the definition of the Schmidt number in case of the VSS model, the parameter 𝛼
can be calculated as follows [77]:

𝛼 = 10
3 (7 − 2𝜔) ScLJ − 5

. (3.28)
Finally, the VSS reference diameter can be calculated according to [77]

𝑑ref =

√

√

√

√

5(𝛼 + 1)(𝛼 + 2)
√

𝑚𝑘𝐵𝑇ref
4
√

𝜋𝛼(5 − 2𝜔)(7 − 2𝜔)𝜇LJ,ref
. (3.29)

4. With all VSS parameters determined, the VSS viscosity and self-diffusion coefficients ac-
cording to the first-order Chapman-Enskog expansion follow as [77]:

𝜇VSS(𝑇 ) =
5(𝛼 + 1)(𝛼 + 2)

√

𝑚𝑘𝐵𝑇 𝜔

16𝛼(3.5 − 𝜔)(2.5 − 𝜔)
√

𝜋𝑑2ref𝑇
𝜔−0.5
ref

, (3.30)

𝜌𝐷11,VSS(𝑇 ) =
3(𝛼 + 1)

√

𝑚𝑘𝐵𝑇 𝜔

8(2.5 − 𝜔)
√

𝜋𝑑2ref𝑇
𝜔−0.5
ref

. (3.31)

5. The Nelder-Mead simplex algorithm is used to minimize the error defined in Eq. (3.24) by
optimizing the free parameters 𝜔 and 𝑇ref that are provided as a guess in the first step. The
algorithm is set to a tolerance of 10−9 and a maximum number of 10,000 optimization steps
(each involving the computation of steps 2-4). As a result a local minimum close to the initial
guess is found. Using the corresponding optimized VSS parameters the error according to
Eq. (3.24) is calculated. If it is the first run or if this error is smaller than that of the previous
best fit (that started with a different initial guess for 𝜔 and 𝑇ref ), the new parameters and
error are stored. If the error is larger the parameters are discarded. Afterwards, the next run
begins with the first step (for a total of 100,000 runs as specified above).

The final set of optimized VSS parameters for mercury vapor that feature the lowest error according
to Eq. (3.24) is summarized in Tab. 3.1 together with the other species used in the present work.
Additionally, the agreement between the LJ and the newly derived VSS model is compared in Fig.
3.6 over the fitting temperature range (85.1 - 523.15K). The relative agreement is better than
±5% over the entire temperature range. The largest deviations are observed close to the upper
temperature bound.
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Figure 3.6.: (a) Viscosity as a function of temperature. (b) Product of number density and self-
diffusion coefficient as a function of temperature. In both cases the VSS model with the
newly derived parameters for mercury is compared against the LJ model (parameters
from [133, 134]). In the temperature range 85.1 - 255.3K the collision integrals used in
the LJ model are linearly interpolated from the tabulated values from [140] to improve
the accuracy. For all other temperatures the empirical fit functions from [139] are
used. The relative agreement between both models is better than ±5% over the entire
temperature range for both coefficients.

Hydrogen isotopologues The VSS parameters for protium (H2) are available in [77] but an
apparent issue arises for the uncommon hydrogen isotopologues HD, D2, HT, DT and T2 for which
no parameters are available. However, realizing that the intermolecular potential of atoms and
molecules is determined by the electronic configuration it is expected that these are very similar
for isotopologues. Based on the preceding hypothesis the transport properties of isotopes should
only differ according to their different molecular masses. Inspection of the expressions for the
transport properties for both the LJ potential (Eqs. (3.25) & (3.26)) as well as the VSS potential
(Eqs. (3.30) & (3.31)) reveals that these are proportional to the square root of the molecular mass.
Experimental investigations by Kestin et al. [141] and Assael et al. [142] have tested the validity of
this scaling law for the viscosity of different hydrogen isotopologues. In both cases the validity is
confirmed close to room temperature with less than 1% deviation. Only at very low temperatures
nuclear-spin effects start to become important, and the scaling law loses its validity, for example
the error increases to about 2% for deuterium D2 and protium H2 at a temperature of 100K [142].
It is therefore expected that the scaling law is valid and accurate in case of diffusion pump modeling
and the VSS potential parameters of protium H2, which are available in [77], are used for all the
hydrogen isotopologues in the present work (cf. Tab. 3.1). The comparison of the viscosity with
experimental data and correlations from literature in Fig. 3.7 confirms the validity of this choice
for HD and D2 over a wide temperature span. Although no data is available for the isotopologues
involving tritium, it is still expected that the extrapolation yields acceptable results.

Collisions involving unalike species Regarding collisions of particles of unalike species the
present work follows the common approach to average the VSS collision parameters according to

𝛽12 =
𝛽1 + 𝛽2

2
, (3.32)

with 𝛽 = {𝑑ref , 𝑇ref , 𝜔, 𝛼}. The sensitivity of this assumption is assessed by comparison with some
available experimental data on the binary diffusion coefficients of four mercury-gas mixtures in
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Figure 3.7.: Viscosity of the hydrogen isotopologues as a function of temperature. HT is not shown
because it overlaps with D2. The VSS model (using the hydrogen parameters from
[77]) is compared with the following correlations and experimental measurements
from literature: Assael et al. [143] (H2) and [142] (D2), Kestin et al. [141], van
Itterbeek and Claes [144].

Table 3.1.: Summary of VSS parameters for all species used in the present work.
Species 𝒅𝐫𝐞𝐟 (in m) 𝑻𝐫𝐞𝐟 (in K) 𝝎 𝜶 Ref.
Mercury vapor 5.3160 ⋅ 10−10 372.20 0.88762 1.4494 see above
Helium 2.30 ⋅ 10−10 273 0.66 1.26 [77]
Neon 2.72 ⋅ 10−10 273 0.66 1.31 [77]
Argon 4.11 ⋅ 10−10 273 0.81 1.40 [77]
Hydrogens Q2 2.88 ⋅ 10−10 273 0.67 1.35 see above and [77]
Nitrogen 4.11 ⋅ 10−10 273 0.74 1.36 [77]

Fig. 3.8. However, most of the experimental data are only available for temperatures above 450K,
whereas the typical operational temperature range of mercury diffusion pumps is 250-450K. Ev-
idently, the VSS model generally underestimates the binary diffusion coefficient. Average errors
in the order of magnitude of 10% are observed for the binary systems Hg-H2, Hg-N2 and Hg-Ar.
The largest deviations of approximately 20% are observed for the mixture Hg-He at high temper-
atures. At room temperature slightly lower deviations are observed, however still exceeding 15%.
It should be noted, that the diffusion coefficient is also inversely proportional to the density (not
observable in Fig. 3.8 because the product 𝑛mix ⋅ 𝐷12 is plotted). The vapor expansion inside the
diffusion pump body effectuates density gradients spanning several orders of magnitude. Thus, it
is expected that the deviations with respect to the temperature discussed above will not deteriorate
the simulation results significantly.

The modeling of interspecies collisions can be improved in the future by introducing collision
specific VSS parameters (e.g. for a collision between mercury and helium). There are two ap-
proaches for obtaining these parameters: Firstly, they can be determined from detailed experi-
mental data of mixture transport properties. However, these are not available in the operational
temperature range of diffusion pumps and thus require a dedicated experimental study. Secondly,
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Figure 3.8.: Product of number density and binary diffusion coefficients as a function of tempera-
ture for the mixtures Hg-H2 (solid black line), Hg-He (dashdotted green line), Hg-N2
(dashed red line) and Hg-Ar (dotted blue line). The lines correspond to the prediction
by the VSS model with averaged species parameters as listed in Tab. 3.1. The symbols
correspond to experimental data from Gardener, Pang and Preston [145], Clément et
al. [146], Nakayama [147] and Spencer, Toguri, and Kurtis [148].

they can be calculated from the Lennard-Jones potential by the same procedure that has been used
to derive the mercury VSS parameters above. The Lennard-Jones potential parameters of inter-
species collisions can be estimated by means of empirical combining rules like the well-known
Lorentz-Berthelot rule, which is a common approach in molecular dynamics simulations [149].
However, it is noted that this empirical combination rule is also known to be only approximately
valid as for example discussed in [150]. For this reason, the former approach should be preferred.

3.5.3. Inelastic binary collision modeling

Gas molecules composed of more than a single atom - so-called polyatomic gases - can have in-
ternal degrees of freedom in addition to the translational degrees of freedom. Diatomic molecules,
like the hydrogen isotopologues or nitrogen, have up to two rotational and vibrational degrees of
freedom respectively. However, not all of the theoretically available degrees of freedom are active
unconditionally. This is because they require a minimum amount of energy to be excited, which
implies that the number of available degrees of freedom grows with respect to the average collision
energy (i.e. temperature). Vibrational degrees of freedom require substantially higher excitation
energies than rotational degrees of freedom [151]. Inactive degrees of freedom are said to be frozen
out [151]. The number of active degrees of freedom is a continuous function of the temperature
because the energy distribution function is smooth, which leads to an increasing fraction of col-
lision with sufficient energy to excite a given degree of freedom with increasing temperature. A
plateau value is reached when practically every collision has at least the required excitation energy.
The number of active internal degrees of freedom 𝑧 is depicted as a function of the temperature in
Fig. 3.9 for nitrogen and the hydrogen isotopologues, which are the only polyatomic gas species
considered in the present work. It can be seen that for all of these gases only the two easier to excite
rotational degrees of freedom are active within the temperature range relevant in diffusion pumps.
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Figure 3.9.: Active internal degrees of freedom 𝑧 of N2 (data from [152]) and the hydrogen isotopo-
logues D2, DT, T2 (data from [153]) as a function of the temperature. Additionally,
the expected temperature range in mercury-driven diffusion pumps is indicated.

Binary collisions involving these gas species can be inelastic - in contrast to the elastic collisions
discussed in the previous sections. In inelastic collisions the translational energy is not conserved.
Instead, part of the exchanged translational energy can be transferred into the rotational degrees
of freedom of one or both collision partners and vice versa. In SPARTA inelastic collisions are
treated using the Larsen-Borgnakke scheme [154]. If a collision pair has been selected using the
NTC algorithm described in Appendix A.3.1 it is checked if one or both collision partners have
active rotational degrees of freedom. If this is the case a potential transfer of energy to the rotational
degrees of freedom is checked for both collision partners individually by comparing a uniformly
distributed random number between zero and unity to the relaxation probability. This relaxation
probability corresponds approximately to the inverse of the rotational relaxation number𝑍rot [77].
For example a rotational relaxation number of 𝑍rot = 5, implies that approximately every fifth
collision is inelastic and involves energy transfer from or to the internal degrees of freedom. If one
or both collision partners (1, 2) exchange energy with their rotational degrees of freedom the total
collision energy is conserved according to

1
2
𝑚𝑟(𝑐𝑟)2 + 𝐸rot,1 + 𝐸rot,2 =

1
2
𝑚𝑟(𝑐

′

𝑟)
2 + 𝐸 ′

rot,1 + 𝐸
′

rot,2, (3.33)
where the left side corresponds to the pre-collisional state and the right side (dashed) to the post-
collisional state. The average amount of energy that is exchanged between translational and rota-
tional degrees of freedom can be calculated from the equipartition of energy in equilibrium and the
molecular interaction model [77, 154].

The following rotational relaxation numbers for the diatomic molecules considered in the present
work are assumed: 𝑍rot,N2

= 5 [155] and 𝑍rot,H2
= 174 [156]. It is noted that these are only ap-

proximately correct, especially in case of hydrogen as evident from the strong scattering of reported
values that is compared in [156]. Furthermore, the relaxation rates are temperature dependent in
reality which is neglected here for reasons of simplicity and efficiency. Quantum calculations in
[157] show that the relaxation number of normal deuterium is about 30% smaller than that of nor-
mal hydrogen. Experimental measurements in [158] have resulted in a value of 𝑍rot,D2

= 150 at
room temperature. Furthermore, it is stated that mixed isotopologues feature smaller rotational
relaxation numbers because their center of mass does not correspond to the geometrical molecule
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center [158]. Nonetheless, the rotational relaxation number of hydrogen (𝑍rot,H2
= 174 [156]) has

been used for all isotopologues due to the large uncertainties in the available data. These simplifi-
cations are justified in the context of diffusion pump modeling because it has been found that they
have only minor influence on the results of interest.

3.5.4. Particle weighting schemes

The particle weight 𝐹𝑁 determines how many physical particles one simulator particle repre-
sents. In the classic DSMC algorithm this value is a constant for all cells and species. While this
simplifies the algorithms for particle movement and collisions it is not efficient in case of diffu-
sion pump simulations. Hence, two different particle weighting schemes are applied in the present
work and described below: Firstly, spatial weighting is used to improve the homogeneity of the
simulator particle distribution (e.g. in axisymmetric simulations of cylindrical diffusion pumps).
Secondly, species weighting is employed to account for the density differences between mercury
vapor and the pumped gas.

Spatial weighting is a technique that is used to achieve a more equally distributed number of
simulator particles per cell (see e.g. [159, 160]). The scheme aims to achieve a homogeneous
number of particles per cell 𝑁𝑝 by assigning a cell specific weight 𝐹𝑁,𝑖 so that

𝐹𝑁,𝑖 =
𝑛𝑖𝑉𝑖
𝑁𝑝

, (3.34)

where 𝑛𝑖 and 𝑉𝑖 are the number density and volume of the cell 𝑖. The spatially varying cell weights
have to be accounted for during the movement step for particles crossing cell boundaries by cloning
or deletion of particles. Consider a particle crossing the cell boundary from a cell with weight 𝐹𝑁,𝑜
(origin) to a cell with weight 𝐹𝑁,𝑑 (destination). The particle is eligible for cloning or deletion if
one of the following criteria is met:

• 𝐹𝑁,𝑑 < 𝐹𝑁,𝑜: Create ⌊𝐹𝑁,𝑜∕𝐹𝑁,𝑑 +ℜ⌋ clones5 of the particle which inherit its position and
velocity.

• 𝐹𝑁,𝑑 > 𝐹𝑁,𝑜: Delete the particle if ℜ > 𝐹𝑁,𝑜∕𝐹𝑁,𝑑 .
In both cases ℜ are random numbers uniformly distributed between zero and unity. It is important
to note that a cloned particle will only improve statistics after it has undergone at least one random
interaction, i.e. an intermolecular or wall collision. Because all particles within each cell have the
same weight no change is necessary to the collision sampling via the NTC method.

The two main use cases of this technique are to account for spatially inhomogeneous density
and volume distributions. Both cases are relevant for the diffusion pump model: Highly inhomo-
geneous density distributions occur due to the expanding vapor flow through the nozzles. Inhomo-
geneous cell volume distributions are mainly an issue in axisymmetric simulations of cylindrical
diffusion pumps. In axisymmetric simulations symmetry is used to convert a three-dimensional
cylindrical problem into a two-dimensional projection. However, when considering two cells hav-
ing identical radial and axial dimensions the cell closer to the axis will have a much lower volume
than the one further apart. Thus, a constant weight, as employed in the classic DSMC scheme, will
lead to an inhomogeneous distribution of simulator particles per cell even if the number density
is homogeneous. To rectify this spatial weighting is employed to increase the particle weight as
a linear function of the radial position of the cell center (for this reason also referred to as radial
weighting [77]).

5
⌊...⌋ is the floor function, e.g. ⌊4.8⌋ = 4.
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Species weighting can be regarded as an extension of spatial weighting. Instead of the single
weighting factor per cell introduced by the spatial weighting, species weighting introduces separate
weighting factors for each species. This allows to account for significant global or local concentra-
tion differences between the simulated species. The particle movement step is handled analogous
to the spatial weighting scheme, i.e. particles are cloned or deleted as they move between cell with
different weights. The sampling of collisions via the NTC algorithm (cf. Appendix A.3.1) and the
collision process (cf. Sec. 3.5.2), however, now require a different treatment because particles of
different species within the same cell can have different weights. As species grouping is used in
the NTC algorithm the necessary changes can be described for two species 𝐴 and 𝐵 without loss
of generality. The implementation in the present work follows the scheme suggested in [77, 160,
161]. Because all particles of alike species have the same weight, nothing changes for the collision
groupings 𝐴 − 𝐴 and 𝐵 − 𝐵. In case of interspecies collisions the number of potential collision
pairs is calculated using the greater weight of the abundant species (in the following 𝐹𝑁,𝐵 > 𝐹𝑁,𝐴
is assumed without loss of generality). If the collision of a pair of particles is accepted as per Eq.
(A.23), the binary collision is computed as described in Sec. 3.5.2. However, to account for the
different weights only the post-collision velocity of the particle of rare species 𝐴 is updated un-
conditionally. The post-collision velocity of the particle of abundant species 𝐵 is updated with the
probability 𝐹𝑁,𝐴∕𝐹𝑁,𝐵 < 1. This is necessary because simulator particles of the abundant species
represent a greater number of real particles than the simulator particles of the rare species. A vi-
sual explanation of the process is provided in Fig. 3.10. It is emphasized that this scheme does not
conserve momentum and energy for individual collisions but only on average for many collisions.

𝐹 ′
𝑁,𝐵 = 𝐹𝑁,𝐴

species
weighting

𝐹𝑁,𝐵 = 3 ⋅ 𝐹𝑁,𝐴

collision

1∕3

2∕3

Figure 3.10.: Graphical illustration of the implemented species weighting algorithm. Non-filled
simulator particles belong to rare species𝐴, whereas filled simulator particles belong
to abundant species 𝐵. Species weighting is used to reduce the number of abundant
simulator particles (𝐹𝑁,𝐵 = 3 ⋅ 𝐹 ′

𝑁,𝐵). The ratio of the species weights determines
whether the post-collision properties of the particle belonging to the abundant species
𝐵 are updated in a collision.

Although species weighting is a well-known technique, it is not commonly implemented (neither
SPARTA nor dsmcFoam+ support species weighting). The reason for this are random walks, which
are introduced by only conserving momentum and energy in collisions on average. A random walk
originates from an unlikely event and can then amplify with time due to subsequent collisions.
Thus, the reduction in statistical scatter for the rare species that is achieved by introducing species
weights can be outweighed by the error resulting from random walks [77]. Careless application of
species weights is therefore discouraged [77, 100]. More advanced species weighting schemes have
been proposed, which allow conserving momentum and / or energy in collisions see e.g. [162–165].
However, these come at the expense of additional assumptions and computational complexity.

Despite the aforementioned disadvantages the application of species weights is necessary in
some diffusion pump simulations to overcome prohibitive numbers of simulator particles that
would be required for the conventional DSMC scheme. Fortunately, some of the disadvantages are
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mitigated by the specific setup in diffusion pumps: Firstly, the vapor particles have a significantly
higher molecular weight (up to factor 50 higher in case of mercury vapor and helium or deuterium).
Thus, their velocity vector and magnitude is not altered that much in collisions with gas particles.
Consequently, the impact of random walks originating from the random decision whether to keep
the pre-collision vapor properties or update them is less pronounced. Secondly, the vapor flow is
supersonic in large parts of the computational domain, which reduces the statistical noise so that
the algorithm operates well even with the reduced sample size.

The species weighting scheme has been implemented in SPARTA. This required significant
changes in core parts of the code, the most important ones being the particle cloning / deletion
at the end of the movement step, the sampling and execution of intermolecular collisions and the
correct consideration of the species weights during the calculation of the macroscopic moments.
The implemented changes have been verified using a test case that involves the counter diffusion
of nitrogen and argon. The results of the test case are depicted in Fig. 3.11. The test case features a
one-dimensional domain 0 ≤ 𝑥 ≤ 𝐿with periodic boundary conditions in the other two directions.
Nitrogen enters the domain on the left-hand side at a fixed temperature under the assumption that
no energy is stored in its rotational degrees of freedom. Similarly, argon enters from the right-
hand side. Due to inelastic intermolecular collisions between either N2-N2 or N2-Ar energy can
be transferred to the rotational degrees of freedom of nitrogen, which causes energy equilibration
between translational and rotational degrees of freedom. To verify the correct implementation of
the species weighting algorithm three different cases are compared: Firstly, the case is computed
without species weights (solid lines). Secondly, the nitrogen weight 𝐹𝑁,N2

is halved, thus doubling
the number of nitrogen simulator particles. Lastly, the former is repeated for the argon weight
𝐹𝑁,Ar . The results for the number of particles per species and the ratio of rotational to translational
temperature of nitrogen are compared in Fig. 3.11. The number of simulator particles increases
as expected in the cases that use species weights, whereas the ratio of rotational to translational
temperatures of nitrogen is identical for all three case setups, thereby verifying the correct imple-
mentation of the species weighting algorithm.
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Figure 3.11.: (a) Number of simulator particles per species as a function of the dimensionless do-
main size. (b) Ratio of nitrogen rotational to translational temperature as a function
of the dimensionless domain size. The solid lines correspond to the case without
species weighting. Empty and filled symbols represent the simulations with enabled
species weighting.
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3.5.5. Boundary conditions

The second cornerstone of the DSMC diffusion pump model are its boundary conditions. Phys-
ical boundary conditions can be grouped into two main categories: Firstly, open boundaries are
responsible for inserting particles into the computational domain and removing particles that leave
the domain. Secondly, solid boundaries cause particles to interact with the respective boundary
when they collide with it. Moreover, combinations between these are also possible, here most
prominently represented by the mercury condensation boundary condition. Notably, boundary
conditions can also be species-specific, which is particularly important in case of the present work
due to the phase change of mercury. Besides physical boundary conditions there are also virtual,
transparent boundaries that are used to sample properties of traversing particles.

Open boundaries

Open boundary conditions represent the interfaces of the computational domain with up- and
downstream systems. Thus, they are responsible for introducing new simulator particles into the
computational domain and for removing leaving particles. The latter is trivial, but the former
requires either knowledge or assumption concerning the particle phase space distribution function
at the respective interface. As the distribution function is in general not known a priori it has to be
assumed. In the present work the velocities of entering particles at the open boundaries are assumed
to be distributed according to (shifted) Maxwell-Boltzmann distributions (cf. Secs. 3.1.1-3.1.2).
The same assumption is also taken in previous diffusion pump DSMC models [101, 102], in DSMC
models of turbomolecular pumps, which operate under comparable conditions [105–107] and for
modeling the gas flow in the divertor [166, 167].

In the DSMC algorithm the instantiation of particles is performed at the beginning of the ad-
vection step. The number of particles that are created in each cell containing part of an inflow
boundary is computed from the specified inflow conditions (temperature, number density and bulk
velocity) and the DSMC properties (time step and weights). The position is chosen randomly on
the part of the inflow boundary that lies within the cell. To account for the fact that particles can
enter the domain at any time during the time step they are assigned a random number between zero
and unity that determines the fraction of the advection time step that they experience inside the
simulation domain.

In the present work open boundaries are implemented in two different ways, depending on
whether the pressure or the flow rate (i.e. throughput) is to be fixed. Both approaches are dis-
cussed in detail in the following paragraphs and for visual clarification a comparison is shown in
Fig. 3.12.

Prescribed pressure is modeled by ensuring that all particles crossing the open boundary from
within the simulation domain are removed. The phase space distribution function of particles at
the open boundary then results as a superposition of the imposed distribution function of inflow-
ing particles and the calculated distribution function of outflowing particles. When assuming a
Maxwell-Boltzmann distribution function for the inflowing particles and conditions 𝑝B and 𝑇B at
the boundary, the flux of injected particles follows as

�̇�f ixed 𝑝 =
1
4
𝑝B
𝑘𝐵𝑇B

�̄�, (3.35)

where �̄� is the mean thermal speed of the respective gas species at temperature 𝑇B as given by Eq.
(3.5). It is noted that this is a simplification because it assumes that the flow is at rest (i.e. 𝑢 = 0⃗).
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Prescribed throughput is achieved by reflecting all particles crossing the open boundary from
within the simulation domain. By ensuring the former the net flux is equivalent to the flux of
injected particles and can readily be computed from the targeted throughput 𝑄B, the boundary
temperature 𝑇B and flow cross-section 𝐴B

�̇�f ixed𝑄 =
𝑄B

𝐴B𝑘𝐵𝑇B
=

𝑞B
𝐴B𝑘𝐵 ⋅ 273.15K

, (3.36)
where the latter corresponds to the normalized throughput at the reference temperature of 273.15K.
This boundary condition can only be used at inflow surfaces (i.e. only for �̇�f ixed𝑄 > 0).

(a) (b)
Figure 3.12.: Comparison of the two types of inflow boundary conditions employed in the present

work: (a) Prescribed pressure and (b) prescribed flow rate / throughput. Non-filled
particles correspond to newly generated ones. Filled particles correspond to existing
particles inside the domain that collide with the boundary. Newly generated particles
are drawn outside the domain to illustrate that they only travel part of the time step
inside the domain.

Solid boundaries

As gas particles collide with the solid walls they are reflected in most cases. The three types of
solid interactions used in the present work are described in the following paragraphs. Additionally,
they are compared visually in Fig. 3.13.

Specular reflections conserve the particle’s velocity magnitude and tangential velocity compo-
nent. Merely the normal velocity component is inverted. Thus, the wall behaves like a mirror. As
the velocity magnitude of the particle is conserved the same is true for its kinetic energy. There-
fore, no energy is transferred between the particle and the wall. While the interaction between gas
particles and technical surfaces is better described using diffuse reflections (cf. next paragraph),
specularly reflective surfaces are used to implement virtual symmetry planes into the DSMC sim-
ulation.

Diffuse reflections are more relevant for technical surfaces. In diffuse collisions particles are
scattered isotropically from the surface. The applicability of the cosine law for gas reflections was
demonstrated experimentally by Knudsen (incidentally using mercury vapor) [168], therefore it
is sometimes also referred to as Knudsen’s cosine law6. The physical reasoning is twofold [77]:
On the one hand, particles might not be reflected immediately but momentarily be adsorbed on
the surface before being randomly re-emitted to the gas phase. On the other hand, plane technical
surfaces are still rough on the microscopic level. The latter has been investigated by simulations
for different periodic microstructures in [169]. They find that the cosine law is approached even
if individual scattering events are considered as specular because particles will perform repeated
collisions with the microstructures before eventually leaving the surface. Furthermore, a superpo-
sition of both effects is also possible. Apart from the scattering according to the cosine law, it is

6The same law is known also as Lambert’s cosine law when considering the diffuse reflection of light.
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also generally assumed that particles will accommodate to the wall temperature. Thus, energy can
be transferred between wall and gas flow.

Adiabatic reflections are a special case of diffuse reflections without energy transfer between
gas flow and wall. In the diffusion pump simulation they are used for the nozzle walls. Two possi-
bilities exist to implement the adiabatic boundary condition in the DSMC method. An overview,
discussion and implementation guidelines are given in [170]: The first option is to adjust the local
wall temperature iteratively until the heat flux from flow to wall reduces to zero. As DSMC is a
statistical method this process is prone to noise. The second option is to conserve the energy of
each individual scattering particle. This is achieved by scattering the particle isotropically whilst
conserving the velocity magnitude (and thus kinetic energy). The benefit of this implementation
is that it does not require iterations. For this reason the second option has been implemented into
SPARTA (cf. [132]) and used in the present work.

𝛼 𝛼
𝑣 = 𝑣′

(a)

𝑣 ≠ 𝑣′

(b)

𝑣 = 𝑣′

(c)
Figure 3.13.: Comparison of the three solid boundary conditions used in the present work: (a)

Specular reflection, (b) diffuse reflection and (c) adiabatic reflection. In all cases
the velocity magnitude before (𝑣) and after (𝑣′) the collisions are compared. For the
isotropic reflections the density of the arrows is indicative of the reflected flux density.

Condensation of the operating fluid vapor

The cooled walls of the pump are an example of a boundary condition that is species-specific.
While the wall resembles a solid boundary condition for gas particles, mercury vapor can condense
and thus leave the gas phase simulation domain. The condensation of mercury vapor on the cooled
walls of the pump constitutes a vital part of the diffusion pump operating principle, because it (par-
tially) prevents the reflection of mercury atoms striking the wall. Thereby, the directed momentum
of the mercury vapor in pumping direction is preserved. Mathematically, the condensation is de-
scribed using the condensation coefficient 𝛼𝑐 . The condensation coefficient determines the fraction
of impinging vapor particles that undergo a phase change when they hit the surface whereas the
remainder will be reflected into the gas phase. Additional complexity is introduced if the saturation
vapor pressure at the wall temperature is not negligible. In this case particles will also evaporate
from the liquid surface. The situation is illustrated in Fig. 3.14. In the most general case the net

I II III

Figure 3.14.: Simplified illustration of the molecular fluxes at a vapor-liquid phase interface. Gas
phase particles are represented by the empty circles whereas liquid phase particles
are represented by the filled circles. The molecular processes at the phase boundary
are: I: reflection, II: condensation, and III: evaporation.

condensation flux can then be expressed as
�̇�net = �̇�incident − �̇�emit = �̇�incident − �̇�ref lect − �̇�evaporate. (3.37)

42



3.5. Direct Simulation Monte Carlo for diffusion pump modeling

The flux of evaporating particles can be expressed by

�̇�evaporate = 𝛼𝑐
𝑝sat(𝑇𝑤)

√

2𝜋𝑚V𝑘𝐵𝑇𝑤
, (3.38)

where the prefactor 𝛼𝑐 has to be introduced to ensure that the net flux according to Eq. (3.37)
reduces to zero for vapor-liquid-equilibrium [76, 171–173]. It should be noted that Eq. (3.38) is
identical to the molecular flux in equilibrium as calculated in Eq. (3.5) if 𝛼𝑐 = 1. According to the
definition of the condensation coefficient, the reflected flux is simply

�̇�ref lect = (1 − 𝛼𝑐)�̇�incident . (3.39)
Usually, diffuse reflections similar to the solid walls (cf. Sec. 3.5.5) are assumed. In this case
the velocities of the reflected and evaporating particles are both distributed according to the same
Maxwell-Boltzmann distribution function at the temperature of the wall. If it is further assumed
that the impingement positions of incident particles are uniformly distributed, the reflected and
evaporated fluxes follow the same velocity distribution function and can be summarized. Therefore,
an effective condensation coefficient 𝛼𝑐,eff can be introduced to rewrite Eq. (3.37) to

�̇�net = �̇�incident − �̇�emit = 𝛼𝑐,eff �̇�incident , (3.40)
where

𝛼𝑐,eff = 𝛼𝑐 −
�̇�evaporate
�̇�incident

≤ 𝛼𝑐 . (3.41)
It is noted that the term condensation coefficient is often ambiguously used for both 𝛼𝑐 and 𝛼𝑐,eff
in literature, although they express fundamentally different physical quantities. The same is true
for the terms condensation / evaporation rate, which are sometimes used to describe the individual
contributions to Eq. (3.37) as done in the present work and sometimes refer to the net flux. Thus,
special care has to be taken to identify which quantities are considered in the respective context.

Regarding diffusion pumps the effective condensation coefficient should be as high (i.e. close
to unity) as possible while still economically viable. The most sensitive performance indicator on
the effective condensation coefficient is the vapor backstreaming rate. In the theoretical limit of
𝛼𝑐,eff = 1, the only pathway for backstreaming vapor are intermolecular collisions (either vapor-
vapor or vapor-gas) because there is no direct line of sight between the nozzle and the inlet. Thus,
lower effective condensation coefficients can have a significant impact on the backstreaming rate.
It is therefore important to determine the effective condensation coefficient of mercury vapor at the
expected temperatures of the cooled outer walls of the diffusion pump to accurately consider these
effects.

Several previous studies were dedicated towards the determination of the mercury vapor conden-
sation coefficient of which a few are summarized in the following. It is reported that the conden-
sation / evaporation coefficient (𝛼𝑐) is close to unity for liquid mercury evaporating into a vacuum
maintained by a liquid air cooled surface [174–176]. However, even slight impurities can inhibit
condensation and evaporation significantly. For example, Knudsen found that the evaporation co-
efficient was reduced to 𝛼𝑐 = 5 ⋅ 10−4 for mercury contaminated with small amounts of a sealing
agent [174]. Evaporation coefficients close to unity were obtained in [177] for the condensation
of pure mercury vapor during film and drop wise condensation of mercury vapor at temperatures
around 100 ◦C. Additionally, it is noted that the best condensation properties are achieved once the
walls are fully wetted [177]. Narusawa and Springer [178] determined the effective condensation
coefficient by measuring the reflected mercury distribution resulting from a molecular mercury
vapor beam directed at a liquid mercury surface. They find 𝛼𝑐,eff = 1 for specular reflections
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3. Description of rarefied gas and vapor flows

and 𝛼𝑐,eff > 0.65 for diffuse reflections. As these values did not change significantly when vary-
ing the temperature of the liquid mercury surface between 20 and 40 ◦C, it can be concluded that
evaporated mercury vapor does not have a significant contribution and hence that 𝛼𝑐,eff ≈ 𝛼𝑐 in
their measurements. Heat transfer investigations during mercury film condensation yielded values
around 𝛼𝑐 = 0.45, but it is noted again that this is sensitive to contamination [179]. Similar mea-
surements on film condensation of mercury are reported with values close to unity in [180, 181].
An extensive review of previous experiments for potassium, sodium and mercury is included in
[181] (Fig. 1 in particular), which shows that the condensation coefficient is close to unity for
all three metals especially at low pressures < 1000 Pa. Based on these experimental findings the
condensation coefficient of mercury is assumed to be unity, i.e. 𝛼𝑐 = 1, in the present work.
This choice simplifies the numerical modeling, as no reflections of the incident vapor have to be
considered. However, it is noted that a more detailed study might be justified in the future.

All previous DSMC models of oil- and mercury-driven diffusion pumps in literature have only
assumed perfect condensation with 𝛼𝑐,eff = 1 and thus �̇�net = �̇�incident [101–104, 132] or have stud-
ied a variation of the global effective condensation coefficient, i.e. �̇�net = 𝛼𝑐,eff �̇�incident [131]. In
oil diffusion pumps (DSMC simulations in [101, 102]) this assumption is somewhat more justified
due to the much lower vapor pressure of the oil at common cooling temperature levels (see e.g.
[66]). However, in mercury diffusion pumps the saturation pressure at the cooled walls can reach
or even exceed the inlet gas pressure. Therefore, a closer investigation is justified.

While flows subject to condensation and evaporation have been investigated using DSMC or
kinetic model equations in different levels of detail in the past, these have mostly considered one-
dimensional problems [171–173, 182–185]. With respect to diffusion pump simulations the main
implementation difficulty in DSMC arises from the fact that it is not known a priori which part
of the cooled wall is wetted by the incident mercury vapor. The naive assumption of a uniform,
steady evaporation from the entire cooled wall thus grossly overestimates the actual mercury evap-
oration rate especially in the upper parts of the pump that contribute most to the backstreaming rate.

For the reasons outlined above, a boundary condition that is capable of keeping track of the local
condensation rate during the simulation run time has been developed in the present work. This
allows to determine the presently wetted parts of the wall and thus enables a much more precise
prediction of the evaporation rate. The boundary condition is implemented in the following two-
step process:

1. All incident mercury particles are assumed to condense (i.e. 𝛼𝑐 = 1, as discussed above) and
the local condensation fluxes �̇�condense(𝑥) are determined as

�̇�condense(𝑥) = 𝛼𝑐 �̇�incident(𝑥). (3.42)

2. The local evaporation flux is given by

�̇�evaporate(𝑥) = min

{

�̇�condense(𝑥), 𝛼𝑐
𝑝sat(𝑇𝑤)

√

2𝜋𝑚V𝑘𝐵𝑇𝑤

}

, (3.43)

i.e. bounded either by the local condensation flux or by the maximum evaporation rate (again
taking 𝛼𝑐 = 1) at the wall saturation conditions. The former ensures that the evaporation rate
at the unwetted parts of the cooled wall is correctly represented.

The combination of these two local opposing fluxes yields the local net flux

�̇�net(𝑥) = �̇�condense(𝑥) − �̇�evaporate(𝑥) = max

{

0, 𝛼𝑐 �̇�incident(𝑥) − 𝛼𝑐
𝑝sat(𝑇𝑤)

√

2𝜋𝑚V𝑘𝐵𝑇𝑤

}

, (3.44)
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where the second term in the maximum function resembles the Hertz-Knudsen equation if the
velocity distribution function of the incident particles is Maxwellian [186]. Additionally, a visual
comparison of the fluxes is available in Fig. 3.15, which depicts the local evaporation and net
fluxes as functions of the local condensation flux in dimensionless form. Two principal regions
are distinguishable: At incident fluxes smaller than the theoretical saturated evaporation flux at
the wall temperature the net flux reduces to zero because all condensing particles are re-emitted.
In this region the wall behaves similar to a dry diffuse surface. If the incident flux exceeds the
saturated evaporation flux, the net flux becomes positive and indicates a net condensation, i.e. an
effective condensation coefficient 𝛼𝑐,eff = �̇�net∕�̇�incident > 0. As gravitational transport of mercury
condensate is neglected in Eqs. (3.43)-(3.44) the wall is considered wetted in this region. The
motivation for this assumption, which is conservative with respect to the backstreaming rate, is
that mercury vapor tends to form small droplets while condensing [187]. These grow until the
gravitational force outweighs the adhesion force. It is therefore likely that condensate transport is
only relevant in those regions of the cooled walls that are sufficiently wetted by the vapor so that
the evaporation rate will be limited by the second term in Eq. (3.43) anyways.
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Figure 3.15.: Local evaporation flux �̇�evaporate (Eq. (3.43)) and local net flux �̇�net (Eq. (3.44)) as
a function of the local condensation flux �̇�condense (Eq. (3.42)). All fluxes are scaled
with the theoretical evaporation flux at saturation conditions �̇�evaporate,sat . Further-
more, the local effective condensation coefficient 𝛼𝑐,eff is shown on the right axis.

The developed boundary condition has been implemented into SPARTA by adding the capability
to track the local rates of incident mercury particles (Eq. (3.42)). The implementation pursued is
based on per-cell and per-surface counters that are updated if a mercury particle hits the cooled
wall. These counters are then used during the next particle insertion step to determine how many
mercury particles are evaporated from each surface element in every cell. If a particle is evaporated
the counter is decremented accordingly. In this way mass conservation is ensured in cells in which
the evaporation rate is bounded by the local rate of incident particles (i.e. first term in Eq. (3.43)).
The positions of evaporated particles are determined randomly under the assumption of a uniform
distribution on the evaporating surface. Because the fluxes are determined on the cell level the
spatial discretization error involved with this process is reasonably small.

The correct implementation of the implemented DSMC condensation boundary condition is ver-
ified by comparing with the analytical solution in the free-molecular regime. A verification in the
free-molecular regime is possible because the code adaptations do not influence the routines for in-

45



3. Description of rarefied gas and vapor flows

termolecular collisions. The analytical solution is based on the methodology derived and presented
in [188] for a jet impinging on a flat plate with fully diffuse reflections. The analytical expressions
are modified so as to change the fully diffuse reflection to partial condensation according to the
condition given in Eqs. (3.42)-(3.43). The DSMC solution agrees perfectly with the analytical
solution as apparent from Fig. 3.16 which verifies the correct implementation of the scheme in the
DSMC.
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Figure 3.16.: Jet impinging on a flat plate (right boundary) with condensation and partial re-

evaporation in the free-molecular regime (Kn → ∞). Flood and black contour lines:
DSMC, white dotted contour lines: analytical solution. (a) Normalized number den-
sity �̃� = 𝑛∕𝑛0. (b) Normalized x-velocity �̃� = 𝑢∕

√

2𝑘𝐵𝑇0∕𝑚 (left to right). The jet
enters at the lower left side with a shifted Maxwell-Boltzmann distribution according
to 𝑛0, [�̃�, �̃�]T = [2, 0]T and 𝑇0. Outflow to vacuum is assumed on left and top bound-
aries and symmetry on the bottom boundary. Condensation and re-evaporation is as-
sumed at the right boundary with conditions 𝛼𝑐 = 1, 𝑇𝑤 = 𝑇0 and 𝑛sat(𝑇𝑤) = 0.25⋅𝑛0.

Transparent boundaries

Typically, macroscopic properties are sampled within the computational cells as previously out-
lined at the beginning of Sec. 3.5. However, for some cases it can be beneficial to sample these
properties at virtual, so-called transparent, boundary surfaces that can be placed arbitrarily in the
flow. For example, it is convenient to compute the compression ratio of a vacuum pump by ob-
taining the average pressures at inlet and outlet cross-sections by means of transparent surfaces.
These surfaces do not interact with the simulation particles but count some properties of traversing
particles. During every particle movement step it is checked whether any of the particles crosses a
transparent surface. If this is the case the particle’s properties are recorded.

The SPARTA implementation of transparent surfaces has been extended with the capability
to calculate thermodynamic properties (e.g. density, pressure, temperature) at the surface in the
present work. This requires the definition of a control volume. Therefore, it is necessary to scale
the properties of individual particles with their residence time in a virtual extrusion volume around
the transparent surface. This approach is better known in the context of the TPMC method, which is
commonly implemented without a grid and thus has to rely on surfaces to compute thermodynamic
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properties [121]. For example the average density is computed as

𝑛trans =
1
𝑁𝑠

𝑁𝑠
∑

𝑠=1

𝑁𝑝(𝑠)
∑

𝑖=1

𝐹𝑁,𝑖
𝑣𝑖,⟂Δ𝑡𝐴trans

, (3.45)

where 𝑁𝑠 is the number of sampling time steps, each of duration Δ𝑡. 𝑁𝑝(𝑠) is the number of
particles traversing the transparent surface within each sampling time step 𝑠. The volume swept
out by each particle is given by the product of the perpendicular component of the particle speed
𝑣𝑖,⟂, the time step Δ𝑡 and the area of the transparent surface 𝐴trans.
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4. Modeling and analysis of mercury-driven
diffusion pumps

Diffusion pumps can be modeled on different levels of detail.
For a basic model, it is possible to focus exclusively on the pumping process resulting from the

momentum transfer from the vapor jet to the pumped gas. In a first approximation it is possible
to describe this effect in one dimension by means of a simplified analytical model. Due to the
sole focus on the pumping process (i.e. the vapor gas interaction), the application of such a model
is limited to providing fundamental constraints of the design space, however with the principal
advantage that it is very easy and fast to compute.

A more detailed description of diffusion pumps is possible by means of numerical simulation
using the Direct Simulation Monte Carlo (DSMC) method. In a first step, the analytical and DSMC
model are compared with respect to the description of the pumping process in order to verify
the analytical model. Next, a detailed DSMC model of a simple cylindrical diffusion pump is
developed. This model includes all physical effects resulting from the interaction of vapor and
gas with the geometric boundaries of the pump. Therefore, comparison with the models focusing
exclusively on the pumping process allows to determine the impact of the pump geometry on the
performance.

4.1. Dimensionless model of the pumping process and
performance assessment

Several analytical models have been proposed to describe the pumping process in vapor diffusion
pumps and a good overview is given in [189]. In the following a dimensionless model is derived
based on the successive works of Wertenstein, Matricon and Jaeckel [190–192]. The derivation
in the present work closely follows these previous works, mainly [192], as well as improvement
suggestions by Wutz [44]. Furthermore, the model is converted to a fully dimensionless represen-
tation including the identification and interpretation of the determining dimensionless numbers.
Fundamentally, this model describes the gas transport in the vapor jet as a superposition of advec-
tion and counteracting diffusion. Similar models have been proposed for turbomolecular pumps
because these also rely on momentum transfer, albeit replacing the vapor jet by a rotor-stator com-
bination [193–196]. The focus here lies on the main physical aspects involved in the interaction
between mercury vapor and pumped gas. The model is restricted to one dimension and thereby by
definition neglects any impact of the pump geometry. This choice allows identifying fundamental
limitations of the design space, which is not possible for more detailed models which to a varying
degree include geometrical features of the pump.

Figure 4.1 shows the simplified diffusion pump domain considered in the one-dimensional model
and is used to illustrate the following derivation, which closely follows Jaeckel [192]. For the pur-
pose of simplifying the model the driving operating fluid vapor jet is assumed to start at 𝑥 = 0 and
to have uniform properties (density 𝑛V and bulk velocity 𝑢V) in the entire domain, i.e. 𝑛V(𝑥) = 𝑛V,
𝑢V(𝑥) = 𝑢V. To ensure momentum conservation the former assumption implicitly requires that the
mass density of vapor is much higher than the mass density of gas in the entire domain. Addition-
ally, the backstreaming of mercury vapor (to the region 𝑥 < 0) is neglected, which corresponds to
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𝑥 = 0

𝑥 = 𝐿
𝑥 𝑥

𝑛G(𝑥)
𝑛G,0 𝑛G,𝐿

𝑛V, 𝑢V
�̇�G,↓

�̇�G,↑

�̇�G

𝑛G,r
𝑢G,r = 0

𝑛G,0
𝑢G,0

𝑥

Figure 4.1.: Simplified diffusion pump domain considered in the one-dimensional model (partly
based on [192]). Indices “G” and “V” refer to the gas and vapor respectively. A sketch
of a converging-diverging nozzle is included to give a visual indication of the position
of the interface between the gas reservoir (index “r”) and the vapor jet, which is located
at 𝑥 = 0. A zoom of this interface is shown on the left-hand side. The evolution of the
gas number density 𝑛Gwith respect to the one-dimensional domain size 𝑥 is shown on
the right-hand side.

ideal operation of the diffusion pump. The aim of the one-dimensional model is to find an expres-
sion for the capture coefficient 𝜍 of the diffusion pump, which is defined as the ratio of pumped
flux �̇�G to the theoretical incoming flux through the pump inlet �̇�G,↓, i.e.

𝜍 =
�̇�G
�̇�G,↓

. (4.1)

The gas flow between the vacuum recipient and the vapor jet (cf. Fig. 4.1, left) is considered
to be free-molecular, which is a reasonable assumption for most applications. This assumption
implies that there are no intermolecular collisions upstream of the jet interface. As a consequence
the net pumped flux of gas �̇�G can be described as the superposition of the molecular gas fluxes
entering (�̇�G,↓) and leaving (�̇�G,↑) the jet

�̇�G = �̇�G,↓ − �̇�G,↑. (4.2)
The upstream vacuum recipient is modeled as a gas reservoir at rest, i.e. 𝑢G,r = 0. This is a

reasonable approximation of real systems because the physical dimensions of the recipient (e.g.
the Tokamak torus) are usually much larger than the connection to the pump. Therefore, according
to the kinetic theory of gases the downward molecular flux through the jet interface at 𝑥 = 0 is

�̇�G,↓ =
𝑛G,r
4

√

8𝑘𝐵𝑇G,r
𝜋𝑚G

. (4.3)

Inside the jet, momentum is transferred from the vapor molecules to the gas by intermolecular
collisions. Consequently, the gas is accelerated whilst its density at the interface decreases below
the reservoir density (i.e. 𝑢G,0 > 0 and 𝑛G,0 < 𝑛G,r). In the model of Jaeckel [192], the gas flux is
modeled using the same expression as in Eq. (4.3), albeit with different gas density. However, as
also pointed out by Wutz [44], this is inaccurate because it neglects the non-zero bulk motion of
the gas in the jet. Instead, the more general expression for the molecular flux has to be used (cf.
Eq. (3.10)) [44], i.e.
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�̇�G,↑ =
𝑛G,0
4

√

8𝑘𝐵𝑇G,0
𝜋𝑚G

[

exp
{

−𝜑2} −
√

𝜋𝜑 (1 − erf {𝜑})
]

, (4.4)

where the speed ratio 𝜑 = 𝑢G,0∕
√

2𝑘𝐵𝑇G,0∕𝑚G is introduced. In Eq. (4.4) 𝑛G,0, 𝑇G,0 and 𝑢G,0
correspond to the up to now unknown conditions of the gas in the jet. Due to mass conservation
the gas flux �̇�G can also be expressed as

�̇�G = 𝑛G(𝑥) ⋅ 𝑢G(𝑥) = 𝑛G(𝑥) ⋅ 𝑢V −𝐷
d𝑛G(𝑥)
d𝑥

, (4.5)
where𝐷 is the diffusion coefficient of gas in the vapor jet. The net gas flux �̇�G results from advection
(first term on the r.h.s. of Eq. (4.5)) with the vapor jet and counteracting diffusion of gas through
the jet (second term on the r.h.s. of Eq. (4.5)). The ordinary differential Eq. (4.5) can be integrated
subject to the boundary condition 𝑛G(𝑥 = 𝐿) = 𝑛G,𝐿 to find an expression for the evolution of the
gas number density along the domain. Solving this at the interface (𝑥 = 0), yields

𝑛G,0 =
�̇�G
𝑢V

(1 − exp {−Pe}) + 𝑛G,𝐿 exp {−Pe} , (4.6)
where the dimensionless mass transfer Péclet number Pe = 𝑢V𝐿∕𝐷, describing the ratio of advec-
tive to diffusive transport of gas in the jet, is introduced. The last unknown is now the temperature
of the gas at the interface, 𝑇G,0. A conservative overestimation, consistent with [192], is to as-
sume the same temperature as in the upstream reservoir, i.e. 𝑇G,0 = 𝑇G,r = 𝑇G, which leads to
an overestimation of the molecular gas flux �̇�G,↑ that leaves the jet toward the upstream reservoir
and therefore to a conservative underestimation of the capture coefficient. After some algebraic
transformations Eqs. (4.1)-(4.6) can be combined to identify the final dimensionless model of the
capture coefficient in form of the non-linear system of equations

𝜍 =

[

1 + 1
2
√

𝜋𝜑

[

exp{−𝜑2} −
√

𝜋𝜑 (1 − erf{𝜑})
]

]−1

, (4.7)

𝜑 = 𝛷𝜍
[

𝜍 (1 − exp{−Pe}) + 2
√

𝜋𝜅𝛷 exp{−Pe}
]−1

, (4.8)
where a second speed ratio 𝛷 = 𝑢V∕

√

2𝑘𝐵𝑇G∕𝑚G and the compression ratio 𝜅 = 𝑛G,𝐿∕𝑛G,0 are
introduced as the final two dimensionless numbers. An overview of all the involved dimensionless
numbers including their physical interpretation is presented in the following:

• Capture coefficient 𝜍 ∈ [0, 1]: Corresponds to the normalized pumping speed (cf. Eq. (2.6)).
In literature this is sometimes also referred to as the Ho-coefficient in the context of diffusion
pumps [56].

• Mass transfer Péclet number Pe ∈ [0,∞): Ratio of advective to diffusive gas transport in the
jet.

• Speed ratio 𝛷 ∈ [0,∞): Compares the speed of the vapor jet to the thermal speed of the
gas in the jet. For practical application 𝛷 ∈ [0, 1] holds true, because the vapor molecules
typically have a significantly higher molecular mass than the pumped gas.

• Speed ratio𝜑 ∈ [0,∞): Compares the effective gas bulk speed (resulting as the superposition
of advection and counter-diffusion) to the thermal speed of the gas in the jet. By definition
𝜑 ≤ 𝛷 , where equality holds true if advection is dominating diffusion, i.e. in the limit
Pe → ∞.
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4. Modeling and analysis of mercury-driven diffusion pumps

• Compression ratio 𝜅 ∈ [0,∞): Ratio of the gas number density at the outlet to the one in
the recipient. Because of the assumption of an isothermal process this is equivalent to the
typical definition using the respective pressures (cf. Eq. (2.7)). For an operational pump
𝜅 ∈ [1,∞) holds true. The range 𝜅 ∈ [0, 1) corresponds to the case where the backing
pump is pumping through the diffusion pump.

Due to the complex interdependence of Eqs. (4.7) and (4.8) it is not possible to derive a purely
analytical solution for the capture coefficient 𝜍 by elimination of 𝜑. This is a possible explanation
for the fact that the more appropriate but also more complex expression for the backdiffusing gas
flux in Eq. 4.4 has been recognized (e.g. by Wutz [44]) but - to the best of the author’s knowledge
- not been implemented in the model so far. However, the system of equations can easily be solved
numerically, e.g. using a least-squares algorithm. In the present work the Trust Region Reflective
algorithm [197] as implemented in the Python library scipy [138] is used for this purpose. Figure
4.2 illustrates the dependency of the capture coefficient 𝜍 on the two main variables 𝛷 and 𝜅 for
two Péclet numbers. The main interdependencies can be summarized and explained as follows:
Firstly, increasing the speed ratio𝛷 leads to an increase of the capture coefficient. This is expected
because the speed ratio compares the velocity of the jet to the velocity of the thermal motion of
the gas. Thus, the higher this ratio the fewer gas particles are capable of escaping the jet once
they have entered it. Secondly, the sensitivity of the capture coefficient to the compression ratio is
strongly dependent on the Péclet number as apparent by comparing 4.2 (a) with (b). At higher Péclet
numbers increasing the compression ratio has a negligible effect on the capture coefficient for a
wide range of compression ratios. However, once a threshold, which depends on the Péclet number
at a given speed ratio, is exceeded, the capture coefficient quickly reduces if the compression ratio
is increased further. This threshold corresponds to the point where backdiffusion of gas through
the jet becomes comparable to the advective transport, which also explains its dependency on the
Péclet number.
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Figure 4.2.: Capture coefficient 𝜍 as a function of the speed ratio 𝛷 and compression ratio 𝜅 for
Péclet numbers 5 (a) and 10 (b).

4.1.1. Operational range and maximum performance

One of the typical characteristics of diffusion pumps is their plateauing pumping speed over
several orders of magnitude of inlet pressures and compression ratios. This occurs if advective
transport dominates the opposing diffusive gas transport. Mathematically this is equivalent to re-
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quiring Pe → ∞, which implies 𝜑 → 𝛷. In this case Eqs. (4.7) & (4.8) collapse to the simplified,
fully analytical expression

𝜍0 =

[

1 + 1
2
√

𝜋𝛷

[

exp{−𝛷2} −
√

𝜋𝛷 (1 − erf{𝛷})
]

]−1

, (4.9)

which only depends on the speed ratio 𝛷 between the vapor jet velocity and the thermal speed of
the gas. A study of this simplified model has previously been published by the author in [198]. The
dependency of the maximum capture coefficient 𝜍0 on the speed ratio𝛷 is depicted in Fig. 4.3. The
speed ratio is limited to the interval𝛷 ∈ [0, 1] as this is the relevant range for practical applications
due to the aforementioned mass ratio between typical pumped gases and the vapor. The capture
coefficient approaches zero at small speed ratios. This is physically reasonable as a low speed ratio
implies that the jet velocity is negligible compared to the thermal velocity of the gas. At high speed
ratios (> 1) the capture coefficient asymptotically approaches its theoretical limit of unity because
a large speed ratio indicates that few gas particles have a high enough thermal velocity to escape
the jet once they entered it. Equation (4.9) is practically relevant in two ways: Firstly, it provides
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Figure 4.3.: Maximum capture coefficient 𝜍0 as a function of the speed ratio 𝛷 between the vapor
jet velocity and the most probable thermal velocity of the gas.

a theoretical upper limit on the achievable capture coefficient in any given diffusion pump setup.
This can, for example, be useful to estimate the required pumping surface. Secondly, it can be
used to estimate the capture coefficient of different gases from measurements limited to a single
gas species. In that case one can use the experimentally determined capture coefficient 𝜍0,exp for
a given gas species (e.g. air) and Fig. 4.3 to find its speed ratio 𝛷exp. Subsequently, the speed
ratio can be scaled with the square root of the mass ratio,

√

𝑚∕𝑚exp, to read the predicted capture
coefficient for a different gas species from Fig. 4.3.

As the model depends on the speed ratio𝛷, it is important to understand the underlying physical
contributions to it, which are:

• ∝ 𝑢V,
• ∝

√

𝑚G and
• ∝ 1∕

√

𝑇G.
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The type of gas (determining its molecular mass 𝑚G) as well as the temperature of the vacuum
recipient 𝑇G are usually specified parameters in a practical application. Therefore, the jet velocity
𝑢V is the only free parameter that can be adjusted to influence the speed ratio. An upper limit of the
jet velocity can be established under the assumption of infinite isentropic expansion leading to Eq.
(3.18). For mercury vapor this results in 𝑢Hg,max = 14.4

√

𝑇Hg,0K−0.5ms−1 as a function of the
stagnation temperature 𝑇Hg,0. Tab. 4.1 lists the upper limits of the capture coefficient for the gases
in the Tokamak exhaust mixture for some feasible mercury vapor stagnation temperatures. Due to
the non-linear mercury saturation pressure curve [68], the pressures for the three temperature levels
vary between 37 Pa and 33 kPa. It can therefore be concluded that the vapor temperature does not
have a high influence on the maximum achievable capture coefficient as it varies by less than 16%
even for the lightest species (protium) for which the largest deviation is found. For this reason the
tabulated values can be used to approximate a theoretical upper bound for the achievable capture
coefficient and the associated efficiency of a given pumping setup.

Table 4.1.: Estimations of the expected upper limit of the diffusion pump capture coefficient for
the different species in the exhaust gas mixture for different mercury vapor stagnation
temperatures 𝑇Hg,0 under the assumption of infinite expansion. For reference the cor-
responding saturated vapor pressures calculated from the correlation in [68] are also
given. The temperature of the gas is assumed to be 273.15K.

Mercury vapor stagnation temperature 𝑻𝐇𝐠,𝟎 (in K)
373.15 473.15 573.15

Mercury vapor saturation pressure 𝒑𝐇𝐠,𝟎 (in Pa)
37.2 2307 32965

Exhaust gas species Maximum capture coefficient 𝝇𝟎 (Eq. (4.9))
Protium H2 0.482 0.523 0.558
Deuterium D2 0.606 0.65 0.685
DT 0.647 0.691 0.726
Tritium T2 0.681 0.724 0.758
Helium 0.605 0.649 0.684
Neon 0.879 0.908 0.929
Argon 0.951 0.967 0.978
Xenon 0.997 0.999 0.999

4.1.2. Maximum compression, ultimate pressure and breakdown

The maximum compression ratio 𝜅max of the diffusion pump is reached when the counteracting
advective and diffusive gas transport through the vapor jet are exactly the same, so that the net flow
rate reduces to zero. Thus, Eq. (4.6) can be simplified to yield

𝜅max = exp {Pe} , (4.10)
which agrees with previous models [191, 192]. The technical interpretation of the maximum com-
pression ratio depends on the application: If the pump is operated under negligible load, e.g. during
the dwell phase of a Tokamak, the corresponding pressure in the recipient corresponds to the the-
oretical ultimate pressure that can be achieved. However, if the diffusion pump is operated under
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load, e.g. during the burn phase of a Tokamak, it has to be ensured that the actual compression ratio
is significantly below the maximum compression ratio so that the pump operates in or close to the
plateau. Therefore, in the latter case it is of more use to define a limiting breakdown compression
ratio as a function of the ratio 𝜍∕𝜍0 (e.g. by limiting this ratio to 0.9) and to ensure that the pump
is operated below that limit. The practical applicability of Eq. (4.10) is limited because it does not
consider the effect of the gas on the vapor jet as well as the interaction with the pump geometry,
which are both important during breakdown.

4.2. DSMC model of the pumping process and comparison with
the analytical model

A more detailed description of the pumping process including the full vapor gas interaction is
possible by means of the DSMC method. Furthermore, a comparison with DSMC results allows
verification that the analytical model is able to capture all relevant physical dependencies.

The DSMC model is setup to resemble the one-dimensional model (cf. Fig. 4.1) by using pe-
riodic boundary conditions in the other two dimensions. At the inlet (𝑥 = 0 in Fig. 4.1) gas and
mercury particles are injected based on Maxwellian velocity distribution functions. Gas is assumed
to enter at zero bulk velocity from an infinite reservoir at number density 𝑛G,r and temperature 𝑇G,r .
The mercury vapor jet enters with bulk velocity 𝑢V, number density 𝑛V and temperature 𝑇V, which
are calculated from the isentropic relationships as described in Sec. 3.3.1. Mercury vapor is as-
sumed to leave at the downstream boundary (𝑥 = 𝐿 in Fig. 4.1) and a sticking coefficient modeling
the limited uptake capacity of the backing pump is assumed for the gas. The sticking coefficient
corresponds to the chance that a gas particle hitting the downstream boundary is considered to
be pumped, whereas gas particles that are not pumped are reflected diffusely. In the operational
regime the resulting capture coefficient is independent of both the upstream gas number density
𝑛G,r and the choice of the outlet sticking coefficient over a wide range, which is verified by altering
these independently. A more thorough description of the test case setup is available in Appendix
A.4.

To scan a sufficient range of the speed ratio𝛷 in the DSMC model, three different gases (helium,
neon and argon), three different gas reservoir temperatures (𝑇G,r = 200, 300 and 400K) and three
different jet speeds (𝑢V = 201.6, 255.2 and 286.0m s−1) are simulated (see Appendix A.4 for an
overview of all cases). The DSMC simulation results are compared to the analytical results of
Eq. (4.9) in Fig. 4.4, which depicts the capture coefficient as a function of the speed ratio similar
to Fig. 4.3. The curve characteristics of the analytical model have been explained in Sec. 4.1.1.
The DSMC results demonstrate the strong species dependency of the mercury vapor jet capture
coefficient, especially in the case of light species like helium due to the high thermal velocity. The
DSMC and analytical model agree within less than 15% for all simulated cases. Additionally,
both methods agree regarding the qualitative behavior for changes of all three varied parameters
(𝑢V, 𝑚G and 𝑇G,r). The remaining deviation is a result of the conservative estimation of the gas
temperature at the jet interface that has been taken during the derivation of the analytical model in
Sec. 4.1. The comparison verifies that the analytical model is capturing all relevant aspects of the
pumping process. A similar comparison was performed between the analytical, DSMC and two
DVM models by the author in [198] but for different input parameters and under the assumption of
hard-sphere particle collisions because the employed DVM code is limited to this intermolecular
potential. The found qualitative and quantitative agreement is similar to the present work.
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Figure 4.4.: Comparison of the maximum capture coefficient 𝜍0 as predicted by the analytical
model (Eq. (4.9)) with the capture coefficients obtained from the DSMC simulations
for different speed ratios 𝛷.

4.3. DSMC model of the cylindrical NEMESIS diffusion pump
A full description of a diffusion pump requires that the geometry of the pump and boundary in-

teractions are included in the model. Here, a model of simple cylindrical diffusion pump is estab-
lished and realistic boundary conditions are applied. The axisymmetric geometry of the considered
cylindrical pump and the DSMC boundary conditions are shown in Fig. 4.5. The dimensions are
chosen similar to the experimental setup NEMESIS (Nozzle Experiment for Mercury Expansion
Investigations), which is used to validate the numerical model in the next chapter. The following
boundary conditions are chosen at the surfaces indicated in Fig. 4.5:

• ① nozzle throat: Injection of mercury vapor particles according to a shifted Maxwell-Boltzmann
distribution function. The nozzle throat corresponds to the critical nozzle cross-section
where the flow chokes. Thus, the number density, temperature and speed at the boundary
can be estimated from the one-dimensional isentropic relationships by assuming a uniform
sonic surface, i.e. with Mach number of unity, at the throat. As the mercury vapor is supplied
from a boiler, the stagnation conditions are assumed to be saturated vapor. The saturation
curve by Huber et al. [68] is used to determine the saturation conditions. Mercury vapor
as well as gas particles colliding with the throat from inside the computational domain are
leaving the simulation domain.

• ② nozzle walls: Adiabatic boundary conditions are assumed for all particle collisions with
the nozzle walls.

• ③ the boundary condition depends on the operating mode of the pump:
a) open inlet: This boundary condition represents the case when a vacuum recipient is

connected at the top of the diffusion pump. The pressure of the gas is prescribed at
this interface. Gas particles are emitted based on a Maxwell-Boltzmann distribution
function assuming zero bulk velocity and a temperature of 288.15K. Gas and mercury
particles hitting the interface are removed from the simulation.

b) closed top flange: This boundary conditions represents the case when no recipient is
connected and the top of the diffusion pump is closed by a flange, which resembles the
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4.3. DSMC model of the cylindrical NEMESIS diffusion pump

experimental setup that is discussed in Chap. 5. In this case the boundary conditions
is identical to the cooled outer wall ④.

• ④ cooled outer wall: Isothermal boundary conditions for gas and mercury vapor are assumed
at a wall temperature of 288.15K. Gas particles are reflected diffusely with full thermal ac-
commodation. Simultaneous condensation and re-evaporation of mercury at saturation con-
ditions is assumed, i.e. the effective condensation coefficient 𝛼𝑐,eff varies locally as shown
in Fig. 3.14.

• ⑤ outlet: Similar to the open inlet ③ a), the pressure of the gas is prescribed and particles
are injected according to a Maxwell-Boltzmann distribution function assuming zero bulk
velocity and a temperature of 288.15K. Additionally, colliding gas particles are removed
from the simulation domain. Collisions of mercury vapor are treated similarly to the cooled
outer wall ④.

• ⑥ symmetry axis: An axisymmetric boundary conditions is assumed here to improve the
simulation efficiency by dimensionality reduction.
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Figure 4.5.: Axisymmetric DSMC model of the cylindrical NEMESIS diffusion pump. The bound-
aries are labeled: ① nozzle throat (critical cross-section), ② nozzle walls, ③ a) open
inlet and b) closed top flange, ④ outer vessel wall (cooled), ⑤ outlet (connection to
backing pump), ⑥ symmetry axis. The respective boundary conditions are described
in the text.

The axisymmetric DSMC simulations are initially set up with a structured, rectangular grid of
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4. Modeling and analysis of mercury-driven diffusion pumps

34,650 cells (each 1×1mm2). This grid is dynamically refined during the simulation run time based
on two criteria: Firstly, the ratio of local mixture mean free path (cf. Eq. (A.20)) to cell size should
be within the range 2.9 to 6.1. The correct implementation of this procedure in SPARTA has been
verified in a previous publication ([132]) by the author. Secondly, each cell should contain between
14 - 60 simulators concurrently on average to ensure that enough collision partners are present. If
a cell is selected for refinement, it is split into four equally sized child cells. Alternatively, if a cell
is selected for coarsening (e.g. if it contains too few particles), four child cells are merged to form
the new cell. This procedure ensures a good trade-off between grid refinement in regions where
the mean free path is small (primarily in and close to the nozzle) and maintaining an acceptable
number of simulator particles in cells with low pressure and large mean free paths (e.g. in the space
between the top flange and the nozzle that is actively pumped by the mercury vapor jet). The time
step is chosen as Δ𝑡 = 2.5×10−8 s, which ensures that the mean collisions time is resolved and that
particles travel less than one cell per time step on average. Spatial weighting factors proportional
to the radius (cf. Sec. 3.5.4) are used to compensate for the change in cell volume due to the
axisymmetry of the problem.

The DSMC simulations are started with an empty domain. Hence, a certain number of time steps
are required to establish the stationary particle distribution in the system, which is characterized by
a stabilized number of simulator particles per species. The attainment of steady-state is sped up by
starting with a time step and numerical weight four times higher than the final value and reducing
it two times after steady-state is reached for the previous setting. Afterwards, the collection of
moment averaging samples is started to facilitate the calculation of the macroscopic quantities of
interest. Samples are collected in every time step for 200,000 total time steps.

The DSMC case setup outlined above reflects a balanced compromise between accuracy and
efficiency (i.e. computational cost). It has been verified that the solution is independent of the
choice of the aforementioned DSMC parameters by comparing with a simulation with smaller
time step (Δ𝑡 = 1 × 10−8 s), more particles and a higher grid refinement for representative cases
for both boundary condition setups at ③. The comparison reveals, that the standard case setup
provides independent results; for more details see Appendix A.5.1. The total error, which consists
of a statistical part associated with the limited sample size and systematic part associated with the
discretization, can be estimated to be within 2-3% for the quantities of relevance for both boundary
condition setups ③ a) and b).

4.4. Numerical simulation of the NEMESIS diffusion pump
performance

The established DSMC model of the cylindrical NEMESIS diffusion pump is used to analyze
the numerical pump performance by choosing the open inlet boundary condition (③ a) in Fig.
4.5). Similar to the preceding one-dimensional analyses helium, neon and argon are considered as
pumped gas, respectively. The pressures at in- and outlet are prescribed at 0.1 Pa and 0.5 Pa. The
similar choice of the boundary conditions facilitates the comparison of the predicted performance
with the simple models of the pumping process to quantify the impact of the pump geometry and
operating conditions.

4.4.1. Vapor expansion and speed ratio

As the DSMC simulations include the interactions of the vapor and gas with the pump structures
a detailed flow field can be extracted. The distribution of the speed ratio 𝛷, which is calculated
as the local ratio of the vapor jet speed in 𝑥-direction (downward) and the thermal velocity of
the respective gas at inlet temperature (288.15K), is depicted in Fig. 4.6. The vapor flow is in
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4.4. Numerical simulation of the NEMESIS diffusion pump performance

an underexpanded state when leaving the nozzle, which results in the observed over-divergent
expansion at the nozzle outlet. As the vapor stagnation conditions are the same in all three cases,
the speed ratio deviations are determined solely by the thermal velocity of the gas species (i.e. its
molecular mass). Furthermore, it is clear that the assumption of a uniform vapor gas interface (as
done in the aforementioned one-dimensional models) does not correspond to the real situation in
a diffusion pump. Firstly, the jet direction is not uniform in radial direction as an effect of the
expansion and condensation at the outer walls. Secondly, the vapor jet requires a certain axial
distance to expand to the entire cross-section of the pump body. A first approximation of this axial
distance is given by the intersection of the prolongation of the nozzle skirt with the outer pump
wall, which is at 𝑥 = 249mm.
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Figure 4.6.: Axisymmetric DSMC simulations of the speed ratio 𝛷 in the NEMESIS diffusion
pump. The mercury stagnation temperature for the displayed cases is 𝑇0 = 403.15K.
Helium (a), neon (b) and argon (c) are considered as the pumped gas.

The area-averaged speed ratios �̄� at this position are summarized in Tab. 4.2 for the considered
gas species and for four different vapor stagnation conditions. A positive monotonic relationship
is observed between the average speed ratio and the vapor stagnation temperature and its related
saturation pressure. As the temperature of the gas at the pump inlet is constant, this implies that
the average jet speed in 𝑥-direction increases as expected from the theoretical estimation via the
isentropic relationship (Eq. (3.17)).

4.4.2. Pumping speed and capture coefficient

The capture coefficient 𝜍 is calculated according to Eq. (4.1) by calculating the pumped flux of
gas particles in the DSMC simulation and scaling it with the equilibrium molecular flux at the inlet
boundary conditions (0.1 Pa and 288.15K). The associated pumping speed is given by

𝑆 = 1
4
𝐴inlet �̄�gas,inlet𝜍, (4.11)
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Table 4.2.: Area-averaged speed ratio �̄� calculated at 𝑥 = 249mm for different pumped gas species
and mercury vapor stagnation conditions (𝑇Hg,0, 𝑝Hg,0).

Mercury vapor stagnation temperature 𝑻𝐇𝐠,𝟎 (in K)
393.15 398.15 403.15 408.15

Mercury vapor saturation pressure 𝒑𝐇𝐠,𝟎 (in Pa)
100.9 127.4 159.9 199.6

Gas species Average speed ratio �̄� at 𝒙 = 𝟐𝟒𝟗 𝐦𝐦
Helium 0.186 0.206 0.222 0.233
Neon 0.437 0.475 0.503 0.524
Argon 0.622 0.671 0.708 0.737

where the mean thermal speed of the gas �̄�gas,inlet is calculated at the inlet temperature 288.15K.
Figure 4.7 depicts the pumping speed and capture coefficient as functions of the area-averaged

speed ratio as determined in the previous section. The pumping speed and capture coefficient are
found to be nearly independent of the speed ratio for neon and argon. Only for the substantially
lighter helium a significant sensitivity towards the speed ratio is observed. The capture coefficient
is generally found to be much lower than that predicted by the one-dimensional model (Eq. (4.9))
of the pumping process at the same speed ratio. This has two physical reasons: Firstly, the capture
coefficient of the pump is reduced due to the limited conductance between the inlet of the pump
and the actual pumping interface formed by the expanding vapor jet. Gas particles in this region
can collide with the nozzle or outer walls of the pump and thus have a chance to be reflected. This
effect is fully independent of the vapor jet, which explains why the capture coefficient does not
approach unity for high speed ratios but plateaus at a value below 0.4. Secondly, the area-averaged
speed ratio does not account for the non-uniform distribution of the gas in the jet. As the gas enters
at the edges of the jet, the gas concentration is small in the core of the jet (close to the 𝑥-axis) where
the speed ratio is highest. Therefore, the area-average speed ratio overestimates the actual speed
ratio.

4.4.3. Efficient model-based design of diffusion pumps

The models that have been developed and analyzed in the present chapter open the way toward
a model-based design of diffusion pumps for specific applications. The analytical model of the
pumping process has been verified to be accurate within 15% over a wide range of speed ratios
by a model to model comparison with the DSMC model that reflects the physical behavior of the
vapor gas interaction driving the pumping process. Subsequently, a DSMC model describing the
entire pump is established for the example of the NEMESIS diffusion pump. The comparison with
the simpler models, which focus on the pumping process, emphasizes that these can only provide
upper limits but overestimate the obtainable performance.

Therefore, the models have different application scopes. On the one hand, the analytical model
provides a fast estimation of the theoretical limit of the achievable capture coefficient, which can
be used as a reference to determine and compare the efficiencies of diffusion pump designs. Addi-
tionally, it provides insight into the expected performance impact of operating conditions changes
like vapor superheating. On the other hand, the detailed DSMC pump model allows for a more
accurate prediction of the capture coefficient and the other performance indicators as they are af-
fected by the pump geometry. The validation of this model is performed in the next chapter with
experimental measurements in the NEMESIS setup.
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Figure 4.7.: (a) Pumping speed 𝑆 and (b) capture coefficient 𝜍 as functions of the area-averaged
speed ratio �̄� for helium, neon and argon and for different mercury vapor stagnation
conditions. Simulation results are indicated by the symbols and connected with straight
lines to guide the eye. For comparison, the capture coefficient as predicted by the
analytical model (Eq. (4.9)) is included.

As the simulations with the detailed DSMC pump model are computationally expensive an ef-
ficient workflow combines both methods by using the analytical model to inter- and extrapolate
the simulation results of the DSMC pump model. It is demonstrated later in Chap. 7 that detailed
simulations of a single pumped species are sufficient to extrapolate to all species in the exhaust gas
mixture with acceptable precision using the analytical model.
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5. NEMESIS mercury vapor experiment and
validation of numerical model

There is a lack of modern experimental results in the literature that can be used to validate numer-
ical tools describing mercury-driven diffusion pumps. Thus, an extensive experimental program
is necessary to further develop diffusion pumps for torus exhaust pumping. The first step in this
program is the Nozzle Experiment for Mercury Expansion Investigations (NEMESIS), whose con-
ceptualization, assembly and operation is part of the present work and is discussed in this chapter.
Furthermore, a validation of the numerical DSMC pump model, which has been introduced in the
last chapter, is performed.1

5.1. Description of the experimental setup, sensors and
measurement uncertainty

The design of the experimental setup is inspired by previous experiments focused on studying
diffusion or ejector pump jets, especially the ones performed by Dayton [48] (mercury and oil),
Nöller [87] (mercury) and Kutscher [200] (oil ejector). The measurement region of NEMESIS
resembles a mercury-driven cylindrical diffusion pump of the Langmuir type, however no recipient
is connected to this pump. Three diffusion pump aspects are analyzed:

• The mercury vapor pressure distribution in the expanding vapor jet,
• its mass flow rate and
• its fore-vacuum tolerance.

Figure 5.1 shows a photograph of the NEMESIS experiment as assembled and operated in one of
the fume hoods of the HgLab Karlsruhe at KIT (for an introduction to the HgLab infrastructure see
[201]). As several of the key components are insulated a CAD drawing is also included showing
the components without the insulation. A process flow diagram of NEMESIS depicting all main
components and important sensors is displayed in Fig. 5.2.

Firstly, the auxiliary systems are described: Vacuum is generated in the experiment by a two-
stage pumping system. The primary stage is an off-the-shelve cylindrical oil diffusion pump (⑥ /
purple) with a nominal pumping speed of 0.8m3 s−1 (for air) by HSR AG. The diffusion pump is
operated with ca. 200mL of Santovac 5 (pentaphenylether) as operating fluid. The cooling water
is supplied from the HgLab circuit at approximately 10 ◦C. This pump is backed by a rotary vane
pump (⑦ / orange) with a nominal pumping speed of ca. 6m3 h−1 by vacuubrand GmbH & Co.
KG. The pumping train is connected to the experiment via a high vacuum angle valve (V01, ⑤ /
blue) with a nominal free-molecular conductance of 1m3 s−1 by VAT AG. Additionally, a bypass
with a smaller valve (V03) is installed that allows to pump only with the backing pump. Another
similar small valve (V02) can be used to disconnect the diffusion pump from the backing pump.

1Parts of the present chapter are included in an accepted manuscript [199] by the author. The description and discussion
in this chapter include more details. Additionally, the numerical model uses the more sophisticated condensation
boundary condition introduced in Sec. 3.5.5, whereas perfect condensation is assumed in [199].
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5. NEMESIS mercury vapor experiment and validation of numerical model

This is for example necessary when pumping down the experiment from ambient pressure. The
pumping system and the main experimental vessel are separated by an opaque angle baffle (④ /
green) with a nominal free-molecular conductance of 0.8m3 s−1 (for air) by HSR AG. The internal
baffle structures are cooled by a thermostat by Huber Kältemaschinenbau AG using a silicone-based
heat transfer fluid Thermal HL60 by JULABO GmbH in a closed circuit.
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Figure 5.1.: (a) Photograph of the NEMESIS setup in the HgLab fume hood. (b) CAD drawing of

NEMESIS providing a better view of the insulated parts. Additionally, a cut through
the upper part of the test vessel showing the nozzle is displayed at the bottom. The
major components are numbered and colored in the drawing: ① / red: mercury boiler,
② / yellow: nozzle, ③ / teal: axial pressure probe and five installation ports (probe is
installed in top port here), ④ / green: angle baffle, ⑤ / blue: high vacuum valve, ⑥ /
purple: oil diffusion pump, ⑦ / orange: rotary vane backing pump.

The main experiment is comprised of three functional components: Liquid mercury is evapo-
rated in a custom designed boiler (① / red) manufactured in the KIT workshop. This boiler features
four vertical pipes. Three of these feature identical dimensions and are fitted with two heating
sleeves each (nominal power of 205W, total 1230W) by TC Mess- und Regeltechnik GmbH. The
mercury vapor is then guided through a riser pipe towards the circular nozzle (② / yellow, custom
design manufactured in the KIT workshop), where it is expanded into the NEMESIS main vessel,
which is cylindrical with an inner diameter of 153mm. The converging-diverging nozzle features
a critical cross-section of 19.5mm diameter and an outlet cross-section of 44mm diameter (area
ratio of 5.1). The converging and diverging nozzle parts have angles of 35◦ and 30◦, respectively.
The axial pressure distribution is measured using a pressure probe (③ / teal) that can be installed
at five different axial positions (in Fig. 5.1 the probe is shown in the top position). To facilitate
the condensation of mercury vapor striking the walls of the main vessel, it features two welded
on cooling jackets, which are supplied with cooling water from the HgLab circuit similar to the
oil diffusion pump. Furthermore, two cooling coils are wound around the connection between the
NEMESIS main vessel and the side vessel below the baffle. The side vessel features two large sight
glasses on the front and back that allow a view inside the lower part of the baffle. Both, the main
and the side vessel, have drain lines for the mercury condensate at the bottom. To simplify the
mercury draining the two bottom flanges were tapered in the KIT workshop. The mercury return
line between the two vessels and the boiler features three valves (V04, V05 and V06) that allow to
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control the condensate return flow. Gas can be dosed in at the top of the main vessel from a gas
bottle with pressure reducer through a fine valve (V07) and subsequent 0.1mm orifice.

The experiment is equipped with several sensors, the measurement position of which is indi-
cated in Fig. 5.2. A detailed explanation of the underlying technologies of the sensors and data
acquisition system are omitted here for brevity and are available in Appendix A.6.1. In the mer-
cury boiler the temperature of the liquid mercury is measured by the Pt100 resistance temperature
detector (RTD) TI01. In addition, the liquid level of mercury is measured using a guided wave
radar sensor LI01. The measured liquid level is converted to a volume by a calibration curve that
has been recorded using water (cf. Appendix A.6.2). This allows to calculate the liquid mercury
mass by means of the temperature-dependent density correlation (valid between -20-300 ◦C) from
[202]. The temperature of the produced mercury vapor is measured in the riser pipe between boiler
and nozzle by RTD TI02. Additionally, the temperature of the outer wall of this pipe is measured
close to the nozzle by a contact thermocouple (TC) TI03. Inside the test vessel the pressure is
recorded by capacitance pressure transducers above (PI01) and below (PI02) the mercury vapor
jet. Furthermore, a pressure probe can be inserted into the mercury vapor jet at five different ax-
ial positions. The pressure probe is connected in parallel to two capacitance pressure transducers
PI03 and PI04 with different measurement ranges. The temperature of the pressure probe inside
the vacuum vessel as well as the connection line to the transducers outside the vacuum vessel are
temperature controlled by two thermocouples TI04 and TI05 that control heating wires. All ca-
pacitance pressure transducers (PI01-PI04) feature an internal automatic temperature control to
100 ◦C.
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Figure 5.2.: Schematic process flow diagram of the NEMESIS experiment featuring the main com-
ponents (colored similar to Fig. 5.1) and sensors. The test vessel with the mercury
nozzle is shown as a detailed CAD sectional view to better convey the sensor mea-
surement positions.

The uncertainties of the measured quantities are estimated as Type B uncertainties as detailed
in section 4.3 in the Guide to the expression of uncertainty in measurement [203]. This includes
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5. NEMESIS mercury vapor experiment and validation of numerical model

all uncertainties in the measurement chain from sensor to data acquisition system. The tabulated
uncertainties of all components and more details on the estimation of the combined uncertainty
of the respective measurement chains are given in Appendix A.6.3. Here, an overview of the
combined measurement uncertainties for all sensors is provided in Tab. 5.1 for representative
lower and upper values. The pressure transducers exhibit the highest relative uncertainties close
to their respective lower measurement range. Furthermore, the boiler volume and mass are found
to have relatively high uncertainties, the reason for this mainly being the limited accuracy of the
highly non-linear calibration curve (cf. Appendix A.6.2).

Table 5.1.: Overview of the estimated combined measurement uncertainties for representative up-
per and lower values.

ID
Value ± uncertainty (relative in %)
Lower range Upper range

Pressures
PI01 0.01 ± 0.0014 Pa (14) 10 ± 0.04 Pa (0.4)
PI02 0.01 ± 0.0014 Pa (14) 10 ± 0.04 Pa (0.4)
PI03 0.01 ± 0.0014 Pa (14) 10 ± 0.04 Pa (0.4)
PI04 0.5 ± 0.14 Pa (27) 1000 ± 2 Pa (0.2)

Temperatures1
TI01 0 ± 0.3 ◦C (0.11) 250 ± 1.6 ◦C (0.3)
TI02 0 ± 0.3 ◦C (0.11) 150 ± 1.1 ◦C (0.25)
TI03 0 ± 3 ◦C (1.1) 150 ± 3 ◦C (0.71)
TI04 0 ± 3.1 ◦C (1.1) 150 ± 3.1 ◦C (0.74)
TI05 0 ± 3.1 ◦C (1.1) 150 ± 3.1 ◦C (0.74)

Boiler liquid level, volume and mass
LI01 30 ± 0.13% (0.44) 60 ± 0.15% (0.24)

Volume 187.2 ± 2.2mL (1.2) 421 ± 4mL (1)
Mass @ 0 ◦C 2545 ± 30 g (1.2) 5730 ± 60 g (1)

Mass @ 250 ◦C 2433 ± 28 g (1.2) 5470 ± 60 g (1)
1Relative uncertainty of temperatures is calculated in K.

5.2. Description of the measurements

A representative experiment in NEMESIS is depicted in Fig. 5.3. In stand-by state the two
cooling water loops of NEMESIS (for both test vessel and oil diffusion pump) as well as the cooling
loop of the baffle are active. Additionally, the oil diffusion pump is used to maintain a low base
pressure in the region of 0.1 Pa in the experimental vessel. An experiment is initiated by activating
the mercury boiler at the chosen power level. It then takes approximately 120 to 180min to obtain
steady-state in the experiment, as the connection pipe between the boiler and the nozzle and the
nozzle itself have to heat up to operating temperature. Steady-state is assumed to be achieved once
the temperature indicated by the thermocouple TI03, that is located closest to the nozzle shows a
plateau. After the start-up phase, the experimental phase is started. Usually, three experiments are
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performed in this phase:
• First the steady-state static pressure in the jet is recorded via the pressure probe that is con-

nected to transducers PI03 and PI04 (cf. Sec. 5.2.1).
• Afterwards, the fore-vacuum tolerance is analyzed by closing the high vacuum valve V01

and comparing the pressure rise above (PI01) and below (PI02) the mercury vapor jet (cf.
Secs. 5.2.2 and 5.2.3).

• Finally, the mercury mass flow rate is determined by closing the condensate return valve V04
between the vessels and the boiler and recording the decrease of the liquid mercury volume
in the boiler (cf. Sec. 5.2.4).

Subsequently, the next experiment is initiated by adjusting the boiler power. Since all structures
are already hot the next steady-state is reached faster (approximately 90 to 120min). Afterwards,
the three experiments are repeated for the new boiler power. Due to the waiting periods necessary
to achieve steady-state at most three boiler powers have been investigated consecutively without
switching off the boiler and cooling down the setup. For the example shown in Fig. 5.3 the boiler
power has been set to the highest value at the beginning and then reduced in two steps. This is
reflected in the change of the plateaus of the static pressure measured in the jet (PI03 & PI04) and
the vapor temperature (TI02 & TI03). Finally, the mercury boiler is deactivated, and the setup
cools down. As cool-down takes several hours, only the beginning of the process is shown in Fig.
5.3.
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Figure 5.3.: Readings of pressure (a) and temperature (b) sensors during a representative series
of three experiments in NEMESIS. The time spans in which the experiments are per-
formed at the three boiler powers are indicated by the dashed lines and circled numbers.
The experimental procedures are explained in the text.

In total four boiler powers (184.5, 215.25, 246.0 and 307.5W) have been investigated in the
present work. This choice represents a compromise between covering a wide power range and
performing multiple measurements at the same boiler power to determine the repeatability.

5.2.1. Axial pressure distribution in the mercury vapor jet

The NEMESIS test vessel contains five axial measurement ports for inserting a pressure probe
into the mercury vapor jet. These ports are visible in Fig. 5.1. In the photograph and CAD the

67



5. NEMESIS mercury vapor experiment and validation of numerical model

pressure probe ③ is installed in the top position (closest to the nozzle). The pressure probe is
custom-designed and has been manufactured by the KIT workshop. A photograph of the probe is
depicted in Fig. 5.4 (a) and the important components are indicated. Furthermore, the mounting
position of the probe in the top port is shown in the CAD sketch in Fig. 5.4 (b). The probe consists of
an inner 3×0.7mm pipe that is surrounded by an 8×1mm cladding tube. A heating wire is installed
in the annular gap formed between the pipe and the cladding tube. Furthermore, the thermocouple
TI04 is also installed in the annular gap close to the tip of the probe as indicated in Fig. 5.4 (a) and
has been used to control the temperature of the inner pipe. The screw connector is used to install
the probe in one of the five axial measurement ports of the test vessel. The fitting is installed so that
the probe tip lies on the vertical axis of the main chamber (the associated uncertainty is estimated to
±2mm, cf. Tab. A.7). The fitting can be untightened to control the rotation of the probe tip using
the welded flag on the left side, which is outside the test vessel, as an indicator. On the outside
(left in Fig. 5.4) the inner 3 × 0.7mm coaxial pipe is connected to two pressure transducers (PI03
and PI04). This connection line (visible in Fig. 5.1) is also temperature controlled using a heating
wire wound around the pipe and a thermocouple (TI05). Heating the pressure probe is necessary
to prevent mercury condensation inside the pipe. The temperature control for the heaters has been
set to 120 ◦C at TI04 for the part inside the test vessel and 100 ◦C at TI05 for the connection pipe
outside the test vessel (similar to the internal heating of the pressure transducers PI03 and PI04).

161mm

14mm
Thermocouple TI04

Internal heating wire

Rotation control flag

(a)

𝑦
𝑥

45.72m
m

𝑥
1
=
84.52m

m Top port

(b)
Figure 5.4.: (a) Photograph of the pressure probe used during the axial pressure measurements.

(b) CAD sketch of the upper part of the test vessel showing the installation position
of the pressure probe in the top port and its distance 𝑥1 = 84.52mm to the nozzle
throat. The ports are spaced 50mm apart from each other in 𝑥-direction, i.e. 𝑥𝑛 =
𝑥1 + (𝑛 − 1) ⋅ 50mm.

Originally, it was planned to perform measurements of the Rayleigh-Pitot pressure, similar to the
measurements of Kutscher [200] for oil-driven vapor ejectors. This pressure can be measured in
supersonic flows if the probe is installed so that the aperture faces the jet directly. However, even
with several iterations it has been impossible to perform reliable measurements, as the sensors
(PI03 and PI04) have only shown a constant pressure approximately corresponding to the mer-
cury saturation pressure at the heating temperature of the connection line (100 ◦C). This indicates
that liquid mercury entered the pressure probe. Further evidence to confirm this assessment is the
change of the constant pressure indicated by the sensors when the temperature has been increased
and decreased. The hypothesis is therefore that liquid mercury entering the probe evaporates due to
it being actively heated, thus explaining the saturation pressure indicated by the pressure transduc-
ers. Two plausible explanations have been identified: Either the flow is two-phase during operation
or condensate collects in the sensor during the warm-up and cool-down phases of the experiment.
Later comparison with the simulation results lead to the conclusion that the flow is most likely
slightly two-phase due to condensation in the connection pipe between boiler and nozzle. Due to
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the high density of liquid mercury even a small volumetric liquid fraction not impairing the vapor
flow is enough to impair the pressure probe measurement principle. For this reason only static
pressure measurements have been performed.

The same pressure probe is used in the static pressure measurements. However, the probe is
rotated by 90◦ so that there is no direct line of sight between the aperture and the vapor jet as
shown in Fig. 5.4 (b). In this configuration no issues with condensed mercury have been detected.
Moreover, it has also been confirmed that changing the temperature control of the probe heaters
does not influence the indicated pressure significantly. Experiments have been performed at four
different boiler powers (184.5, 215.25, 246.0 and 307.5W) and for the upper three axial positions
(cf. Fig. 5.4 (b): 𝑥1 = 84.52mm, 𝑥2 = 134.52mm and 𝑥3 = 184.52mm). The static pressure is
recorded once steady-state is achieved. A full account of all performed static pressure measure-
ments at the different boiler powers and probe positions is available in Tab. A.8 in Appendix A.6.4.
Comparison of the sensor readings of PI03 and PI04 confirms that they agree within uncertainty
for all measured static pressures. For this reason, only the readings of PI03 are shown in Fig. 5.5 as
a function of the axial coordinate to improve the readability. First, focusing on the influence of the
boiler power at fixed probe position, it can be seen that the static pressure increases with increasing
boiler power. This is also expected from the theoretical consideration of the isentropic vapor ex-
pansion at higher stagnation conditions. Secondly, by comparing measurements at the same boiler
power but different axial positions, it is evident that the static pressure decreases non-linear if the
distance to the nozzle is increased as expected from an expanding flow. Furthermore, it is notice-
able that the static pressures at different boiler powers start to converge for axial positions located
further from the nozzle. The converged pressures of about 0.3 Pa correspond to the saturation pres-
sure of mercury at around 28 ◦C. In case of the lowest boiler power (184.5W), a small increase
is observed between 134.52 and 184.52mm. This could either be a result of a deceleration of the
vapor jet which increases pressure and temperature or a measurement outlier because both values
are single determinations. With regard to the latter, a comparison of experiments performed under
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Figure 5.5.: Measured static pressure as indicated by PI03 (symbols) as a function of the axial
coordinate 𝑥 at four different boiler powers. Straight lines connect the averages of the
measurements at the respective axial coordinate and power as a visual aid. Error bars
are omitted because they are smaller than the symbols.

similar conditions reveals that the repeatability typically lies in the order of approximately 10-20%.
This extends the uncertainties of the pressure transducers significantly (especially PI03, which has
a higher resolution in the relevant pressure range). One plausible reason for these deviations is a
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strong sensitivity toward the level of liquid mercury in the boiler, which changes slightly between
the experiments as mercury collects in undercuts and the baffle and is therefore not recycled com-
pletely which made refills necessary. Other reasons are changes in ambient conditions during the
experiments, which causes a change of the heat losses in the boiler, riser pipe and connection to
the vessel. Additionally, it has been tested how sensitive the readings of the probe are with regard
to rotation around its longitudinal axis, which is determined during installation of the probe by eye
using the control flag shown in Fig. 5.4 (a), by rotating the probe by 180◦. The observed pres-
sure changes in reading in Tab. A.8 confirm that the probe is sensitive to the rotation but that the
indicated pressure remained in the same order of magnitude as the standard repeatability.

5.2.2. Fore-vacuum tolerance

In NEMESIS the fore-vacuum tolerance is determined by closing the high vacuum valve V01
while the mercury vapor jet is active in steady-state. Due to constant leakage of environmental air
into the experiment (order of magnitude of 1×10−4 Pam3 s−1) the pressure in the experiment starts
to increase. The main source of leakage is located at the screw connection of the immersion sleeve
housing the RTD TI02 to the connection pipe between boiler and nozzle. Due to the pumping
action of the mercury vapor jet the pressure first only rises downstream of the jet (PI02), while the
pressure measured upstream of the jet (PI01) remains constant. However, if a certain fore-vacuum
pressure - the fore-vacuum tolerance - is exceeded the pressure upstream also starts to increase. For
the measurements in NEMESIS a procedure similar to the standardized procedure laid out in the
diffusion pump norm [204] is followed, which defines the fore-vacuum tolerance as the point where
the rate of pressure increase on the high vacuum side reaches 10% of that on the fore-vacuum side,
i.e. the condition

𝑝FT ≡ 𝑝FV

(d𝑝HV
d𝑝FV

= 0.1
)

. (5.1)

An exemplary experiment is depicted in Fig. 5.6. Figure 5.6 (a) shows the pressure evolution
during the experiment. The pressure on the fore-vacuum side starts to rise immediately after the
valve V01 is closed. It can be seen that the pressure rise is approximately linear which corresponds
to a constant leakage rate. A period of approximately 10min follows where the high vacuum pres-
sure remains at a constant level. Afterwards, the high vacuum pressure starts to increase, indicating
the beginning of breakdown. After waiting approximately 3min until the high vacuum pressure in-
creases to approximately 0.4 Pa the valve V03 to the backing pump is opened to reduce the pressure
in the experiment without overloading the oil-diffusion pump. When the pressure is low enough,
V03 is closed and V01 opened. It can be seen that the same constant base pressure levels for
both high and fore-vacuum are recovered as before the experiment. The observed base pressures
around 0.15 to 0.2 Pa are likely a result of the steady evaporation of small mercury droplets that
collect in undercuts during and between experiments and for a smaller part due to outgassing. The
former effect has been confirmed to be dominant by dry ice cooling parts of the connection line
of PI01 during some experiments which decreased the base pressure substantially. The indicated
base pressure of PI01 (high vacuum) is consistently slightly higher than that of PI02 (fore-vacuum)
which correlates well with the expected temperatures of the vessel and connections close to the
respective transducers (hotter close to PI01, cooler close to PI02). Figure 5.6 (b) visualizes the
determination of the fore-vacuum tolerance. Due to the noise in the experimental data it is neces-
sary to first smooth the data before the derivative according to Eq. (5.1) can be computed reliably.
In the present work this has been achieved by applying a Savitzky-Golay filter [205] to the data.
This filter works by locally fitting polynomials (here of 5th order) over a moving symmetric time
window (here 120 s). The resulting smooth approximation, which essentially resembles a low-pass
filter, of the experimental data is also depicted in Fig. 5.6 (b).
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Figure 5.6.: (a) Temporal evolution of the high vacuum (PI01) and fore-vacuum pressures (PI02).
The respective timings of manual valve actuations are indicated by the labeled dashed
lines: ① close V01, ② open V03, ③ close V03 and open V01. (b) Variation of the
high vacuum pressure (PI01) as a function the fore-vacuum pressure (PI02). Error
bars are omitted because they are smaller than the symbols. Additionally, only every
10th experimental point (acquisition rate 2Hz) is drawn to improve the readability.
The green line corresponds to the smoothed curve generated by applying the Savitzky-
Golay filter. The dashed red line and arrow demonstrate the graphical determination
of the fore-vacuum tolerance.

The fore-vacuum tolerance has been determined in NEMESIS for different boiler powers and
with and without the pressure probe, which has been used to measure the static pressure. The
results are depicted in Fig. 5.7 as a function of the boiler power. Similar to previous reports, see
e.g. [45, 206], the fore-vacuum tolerance is found to be approximately linearly dependent on the
boiler power. Moreover, it is evident, that the pressure probe affects the fore-vacuum tolerance. The
closer the probe is installed to the nozzle, the lower the achievable fore-vacuum tolerance. This is
expected because the probe disturbs the expansion of the supersonic vapor jet, which in turn leads
to a reduced fore-vacuum tolerance. Only the data without installed pressure probe is relevant
for comparison with the simulation and for designing an actual diffusion pump. That is why, for
brevity only the fore-vacuum tolerances without pressure probe are documented in Tab. 5.2. As
supplementary information the base pressure levels for both the high vacuum region (PI01) and
the fore-vacuum region (PI02) are also provided. In terms of the order of magnitude these results
are in good agreement with the operating characteristics reported by Langmuir, who claims that
his pump that uses a straight nozzle with 22.2mm diameter (close to the 19.5mm diameter of the
critical cross-section of the converging-diverging nozzle used in NEMESIS) started to operate at
about 220W and that an increase of the power input to 550W changed the acceptable fore-vacuum
from 5 Pa to 80 Pa [38].

5.2.3. Fore-vacuum tolerance for different gas species

Besides the determination of the fore-vacuum tolerance for air that have been discussed in the
previous section, similar experiments have also been performed for different gas species. The
relevant experiments have been performed after an incident with the oil-driven diffusion pump led
to the deposition of a persistent oil film on the walls of the test vessel. Afterwards, the measured
fore-vacuum tolerance for air reduced by approximately 15% compared to the results prior to the
incident discussed in the previous section. This is presumably due to a change in the mercury
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Figure 5.7.: Fore-vacuum tolerance as a function of the boiler power and with and without installed
pressure probe. The lines correspond to linear regressions of the measurements.

Table 5.2.: Fore-vacuum tolerance and base pressures for different boiler powers. The pressure
probe has not been installed for these measurements. Additionally, the temperature of
the mercury vapor in the riser pipe (TI02) and the pipe temperature close to the nozzle
(TI03) are reported.

Boiler power TI02 TI03 HV base press. FV base press. FV tol.
(in W) (in K) (in K) (in Pa) (in Pa) (in Pa)

184.5
391 ± 0.9 370 ± 3 0.179 ± 0.00166 0.151 ± 0.00159 1.39
389 ± 0.9 368 ± 3 0.175 ± 0.00165 0.152 ± 0.00159 1.27
391 ± 0.9 371 ± 3 0.213 ± 0.00174 0.147 ± 0.00158 1.45

215.25
396 ± 0.9 376 ± 3 0.183 ± 0.00167 0.157 ± 0.00161 2.12
397 ± 0.9 378 ± 3 0.170 ± 0.00163 0.151 ± 0.00159 2.24

246.0
401 ± 1 383 ± 3 0.181 ± 0.00166 0.153 ± 0.00160 2.99
402 ± 1 385 ± 3 0.174 ± 0.00164 0.155 ± 0.00160 3.08

307.5
410 ± 1 393 ± 3 0.189 ± 0.00168 0.161 ± 0.00161 4.15
410 ± 1 393 ± 3 0.186 ± 0.00167 0.164 ± 0.00162 3.99

condensation rate on the cooled walls of the pump due to the oil film, which is in agreement with
previous reports [174, 207]. Furthermore, only the backing pump could be operated during these
experiments. For this reason only a qualitative comparison of the results is presented here.

During the experiments gas has actively been dosed into the test vessel by opening the precision
valve V07. This gas line is connected to the top of the test vessel by a 0.1mm orifice. The gas
dosage rate is adjusted to ensure that it is at least as high as the air leakage rate. The fore-vacuum
tolerance has been determined using two different approaches: The first approach is similar to
the one discussed in the previous section, i.e. the test vessel has not been pumped during the
experiment. In case of the second approach the setup has been actively pumped through valve V03
using the backing pump for the entire duration of the experiment. The fore-vacuum tolerance is then
determined by increasing the dosage rate of gas to much higher values than the air leakage rate.
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Figure 5.8 shows the determined fore-vacuum tolerances for helium and argon. In addition, the
“normal” experiments using air leakage are performed to serve as a reference. When comparing the
helium and argon experiments performed without and with connected backing pump it is evident,
that the determined fore-vacuum tolerance is independent of the configuration. An interesting detail
is that the curves with backing pump for helium are slightly higher and the ones for argon slightly
lower than the corresponding curves without backing pump. A physical explanation is that these
curves correspond to the experiments with the purest composition, because the dosage rates are the
highest and the superposed air leakage can be considered constant. Thus, the good agreement of
the curves and associated fore-vacuum tolerances also indirectly confirm that the influence of air
leakage can be considered negligible for the shown measurements. When comparing the different
gas species, argon and air show nearly the same evolution and fore-vacuum tolerance, whereas the
evolution for helium is flatter and features a lower fore-vacuum tolerance. This is expected due
to the significantly higher diffusivity of helium when compared with heavier species like air and
argon. Similar observations are reported by Dayton, who compares hydrogen, helium and air in
mercury- and oil-driven diffusion pumps [48].
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Figure 5.8.: High vacuum pressure (PI01) as a function of the fore-vacuum pressure (PI02) during
the fore-vacuum tolerance experiments for different gas species. The lines correspond
to the smoothed experimental curves generated by applying the Savitzky-Golay filter.
The symbols show the fore-vacuum tolerance determined according to the procedure
described in Sec. 5.2.2. Additionally, the determined fore-vacuum tolerances are listed
in the legend. Solid lines refer to experiments performed without pump (V03 closed,
similar to Sec. 5.2.2). Dashed lines refer to experiments performed with connected
backing pump (V03 open). 1(see legend): Air experiment performed before steady-
state was fully reached and only included as supplementary information.

5.2.4. Mercury mass flow rate

The mercury mass flow rate is measured by closing valve V04 in the mercury condensate return
line to the boiler. The average mass flow rate is calculated from the change of the liquid mercury
volume in the boiler over time and the temperature-dependent density. The temporal evolution of
the mercury mass in the boiler during a mass flow rate measurement is depicted in Fig. 5.9 (a).
The mass is calculated from the liquid level as indicated by level sensor LI01, the boiler volume
calibration curve (cf. Appendix A.6.2) and the temperature-dependent density correlation from
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[202]. The spike at approximately 215min results from mercury condensate dropping back into
the boiler from the riser pipe. Based on the substantial amount of about 45 g (corresponding to
3.5mL) it is most likely that the condensate originates from either the slightly inclined horizontal
connection between the riser pipe and the nozzle or from the crosspiece in the riser pipe where RTD
TI02 is located. Another hypothesis is that droplets running down the walls can trigger a cascade
by entraining further droplets. Based on the experience gathered during the measurements these
events occur approximately every 10-20min. They are accounted for in the determination of the
mass flow rate because the effective vapor mass flow rate that is expanded through the nozzle and
not the evaporation rate (which corresponds to the steady slope of the curve) is of interest here.
In order to reduce the associated uncertainty multiple measurements have been performed. The
averages of the determined mass flow rates are depicted as a function of the boiler power in Fig.
5.9 (b). The mass flow rate increases approximately linear with the boiler power. Physically, this is
explained by the fact that sensible heating is negligible compared to the latent heat of vaporization
of mercury, which changes by less than 1.5% in the experimental temperature range [208]. It is
emphasized here, that the employed measurement principle can only measure the total mercury
mass flow rate that is ejected through the nozzle and it is not possible to draw a definitive statement
if the flow is single- or two-phase.
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Figure 5.9.: (a) Liquid mercury mass in the boiler as a function of time during a representative mass
flow rate measurement at a boiler power of 246W. (b) Mass flow rate as a function
of the boiler power. Symbols represent the average of multiple determinations at the
same boiler power and are connected with straight lines to guide the eye. The outer
error bars correspond to minimum and maximum individual measurements (including
uncertainty), whereas the inner error bars correspond to the uncertainty of the average
calculated assuming independent measurements.

5.3. Validation of the DSMC diffusion pump model
Comparison with the experimental data allows to validate the numerical diffusion pump model

that has been introduced in Sec. 4.3. The computational domain of the model resembles a simpli-
fied version of the NEMESIS test vessel. The main simplification is the assumption of a circular
outlet surface in the model to make the computational domain axisymmetric, whereas the exper-
iment features a transversal connection to the vessel below the baffle. This choice reduces the
computational effort by more than two orders of magnitude. As no vacuum recipient is installed in
the experimental setup, boundary condition ③ b), as described in Sec. 4.3, is used in the validation
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DSMC simulations. The validation strategy comprises three steps:
• The fore-vacuum tolerance is compared between DSMC simulations and experiments (cf.

Secs. 5.3.1 and 5.3.2). The comparison allows to establish a mapping between the mercury
vapor state that is assumed in the DSMC simulations and the experimental boiler power.

• The axial pressure distribution is compared between experiments and DSMC simulations
(cf. Sec. 5.3.3).

• The mercury mass flow rates are compared (cf. Sec. 5.3.4).
A similar comparison between simulations and experiments is discussed in an accepted manuscript
[199] by the author. However, the numerical model discussed in [199] assumes an effective con-
densation coefficient of 𝛼𝑐,eff = 1, whereas the more physical condensation boundary condition
introduced in Sec. 3.5.5 is used here. A direct comparison of the simulation results is discussed in
Appendix A.5.2.

5.3.1. Fore-vacuum tolerance

In the experiments the fore-vacuum tolerance has been determined for different boiler powers
(cf. Sec. 5.2.2). Increasing the boiler power increases the temperature and pressure of the mercury
vapor leaving the boiler. In order to replicate the experimental setup in the DSMC pump model
it is necessary to identify the vapor state upstream of the nozzle in order to determine the proper-
ties of the boundary condition at the nozzle throat. A direct measurement of the vapor pressure
upstream of the nozzle has not been possible due to the limited operating temperature of available
pressure transducers. Thus, the pressure is estimated from temperature measurements and the sat-
uration pressure curve of mercury vapor [68]. Two temperature measurements are available from
the experiments: Firstly, the vapor temperature in the riser pipe between nozzle and boiler has
been measured using RTD TI02 in an immersion sleeve. Secondly, the outer temperature of the
vapor pipe underneath the insulation layer has been measured using TC TI03 close to the nozzle.
The temperature indicated by TI03 is consistently approximately 10-15K lower than that of TI02,
which is partly due to the location of TI03 on the outer pipe wall and partly due to heat losses in
the pipe between the two measurement locations. Therefore, the actual vapor temperature directly
upstream the nozzle lies between the temperatures indicated by TI02 and TI03. Due to the uncer-
tainty of the exact vapor temperature several different temperatures between TI02 and TI03 have
been assumed and simulated using the DSMC pump model. The experiments have been performed
by exploiting the leakage rate of environmental air into the setup. As a simplification pure nitrogen
is assumed in the simulations.

By presuming a quasi-static process the continuous experimental determination of the fore-
vacuum tolerance can be replicated as a set of stationary DSMC simulations at different fore-
vacuum pressure levels. Afterwards, the fore-vacuum tolerance is determined similarly to the ex-
periments by determining the rate of high vacuum pressure rise to fore-vacuum pressure rise. As
discussed in Sec. 5.2.2 and reported in Tab. 5.2 both the high vacuum (PI01) and the fore-vacuum
(PI02) transducers show very similar base pressures of approximately 0.15 to 0.2 Pa, which is likely
for the major part a result of the steady evaporation of small mercury droplets collecting during
and between experiments (e.g. during start-up and shutdown phases) and for a smaller part due to
outgassing. Both effects are difficult to reproduce in the simulations, which is why it is expedient
to assume that the base pressure stays constant during the experiment so that it can be subtracted
from the experimental readings and compared with the gas partial pressure obtained from the sim-
ulations. The evolution of the high vacuum pressure as a function of the fore-vacuum pressure for
simulations and experiments is shown in Fig. 5.10. As outlined above, several DSMC simulations
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5. NEMESIS mercury vapor experiment and validation of numerical model

with different vapor stagnation temperatures have been performed. In order to preserve readability
only the simulations featuring the best agreement with the experiments are plotted in Fig. 5.10. A
similar non-linear dependency of the high vacuum to fore-vacuum pressure is observed. At higher
boiler powers and corresponding vapor stagnation states the onset of the high vacuum pressure
increase shifts to higher fore-vacuum pressures. A direct comparison between the experiments and
the respective identified simulation with respect to the fore-vacuum tolerance and vapor tempera-
ture is available in Tab. 5.3. As expected based on physical reasoning the simulation stagnation
temperatures fall between the two respective experimentally measured values with a tendency to
RTD TI02, which measures the vapor temperature directly. The assumed simulation stagnation
temperatures are lower by 1.6 to 1.9% than the respective measured temperatures at TI02. This
can be partly attributed to heat losses in the experiments as well as the ideal assumption of a nozzle
discharge coefficient of unity in the simulations.
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Figure 5.10.: High vacuum pressure as a function of the fore-vacuum pressure comparing exper-
iments (solid lines) with DSMC simulations (individual: symbols, cubic spline fit:
dashed lines). As described in the text the experimental pressures are corrected by
their respective base pressures (cf. Tab. 5.2) and the shown curves are smoothed as
described in Sec. 5.2.2. In case of the simulations the nitrogen partial pressure is
plotted.

Furthermore, it has been shown that the fore-vacuum tolerance predicted by the DSMC pump
model is not sensitive to the main modeling assumptions including the condensation boundary
condition and the rotational degrees of freedom of the nitrogen molecule (for details cf. Appendix
A.5.2). Thus, it can be concluded that the DSMC pump model is capable of predicting the fore-
vacuum tolerance with acceptable accuracy. The identified mapping between experimental boiler
powers and stagnation conditions employed in the simulations as listed in Tab. 5.3 are used in the
subsequent sections for the follow-up comparisons.

5.3.2. Fore-vacuum tolerance for different gas species

Next, the fore-vacuum tolerance has been determined for different gas species. Similar to the
experiments, argon and helium have been simulated. As previously discussed, the relevant ex-
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Table 5.3.: Comparison of the vapor temperatures and fore-vacuum tolerance between experiments
and the identified DSMC simulations (cf. Fig. 5.10). The experimental values are av-
eraged from two (215.25, 246.0 and 307.5W) or three (184.5W) independent measure-
ments.

Experiments DSMC simulations
Boiler power TI02 TI03 𝒑𝐅𝐓 (min, max) 𝑻𝟎 𝒑𝐅𝐓

(in W) (in K) (in K) (in Pa) (in K) (in Pa)
184.5 390.4 ± 0.9 369.9 ± 3.0 1.22 (1.12, 1.31) 383.15 1.33
215.25 396.4 ± 0.9 377.4 ± 3.0 2.03 (1.96, 2.09) 389.15 2.02
246.0 401.7 ± 1.0 383.9 ± 3.0 2.88 (2.84, 2.92) 395.15 2.84
307.5 409.7 ± 1.0 393.0 ± 3.0 3.91 (3.83, 3.99) 403.15 4.04

periments have been performed after an incident with the oil-driven diffusion pump led to the
deposition of an oil film on the test vessel walls. For this reason the oil-driven diffusion pump
could not be operated during these experiments and pumping has been provided only by the rotary
vane backing pump. Since this pump has a much lower pumping speed it has not been possible
to determine the fore-vacuum background pressure during these experiments. Instead, the average
of the previously measured background pressures (cf. Tab. 5.2), which is 0.154±0.004 Pa (95%
confidence interval), was used to correct the fore-vacuum pressure. The background pressure on
the high vacuum side could be determined reliably because its pumping is provided by the mercury
vapor jet. In addition to the aforementioned issues regarding the fore-vacuum background pressure
the oil film deteriorated the fore-vacuum stability of the mercury vapor jet slightly (approximately
15% lower fore-vacuum tolerance).

The evolution of the gas high vacuum pressure as function of the fore-vacuum pressure for exper-
iments and DSMC simulations is depicted in Fig. 5.11. The experimental results are corrected by
the aforementioned background pressures. A quasi-static process is again assumed in the DSMC
simulations and the breakdown curve then extracted as a fit of individual simulation results at dis-
crete values of the fore-vacuum pressure. Very similar sensitivity of the high vacuum pressure
to the fore-vacuum pressure is observed for air / nitrogen and argon in both simulation and ex-
periment. Furthermore, a higher sensitivity is displayed by helium than for the former two gases.
Physically, this is explained by the binary diffusion coefficients of the mixtures of mercury vapor
with the respective gas species (cf. Fig. 3.8). At the same temperature the diffusion coefficients
of air / nitrogen and argon differ by only approx. 15%, whereas helium features an approximately
four times higher diffusion coefficient. The qualitative agreement between DSMC simulation and
experiment with regard to this effect indicates that the main physical processes responsible for the
fore-vacuum stability are described accurately by the DSMC pump model.

Quantitatively speaking, the predicted increase of the helium high vacuum pressure is stronger
and begins at lower fore-vacuum pressures in the simulations than observed in experiments. The
first assumption that this deviation is caused by the inaccurate binary diffusion coefficient of the
Hg-He mixture produced by the averaged VSS parameters has been disproved by a sensitivity study
of the interspecies scattering coefficient 𝛼12 (cf. Appendix A.5.2). In fact, this study shows that
the deviation of the simulation results to the experimental results increases if 𝛼12 is adjusted to
achieve a better agreement with the experimentally measured diffusion coefficient. Based on this,
the choice of the lower boundary condition in the DSMC pump model, where a resting gas reservoir
is assumed at a similar pressure as measured experimentally with PI02, is identified as the most
plausible reason for the observed deviation. This effect is more pronounced for helium due to its
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significantly higher thermal velocity (factor 2.6 compared to air / nitrogen and 3.2 compared to
argon) and diffusion coefficient.
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Figure 5.11.: High vacuum pressure as a function of the fore-vacuum pressure comparing exper-
iments (lines) with DSMC simulations (symbols) for different gas species (solid /
blue: air leakage, dashed / green: helium, dotted / red: argon). The experimen-
tal pressures are corrected by their respective background pressures and the shown
curves are smoothed as described in Sec. 5.2.2. In case of the simulations the partial
pressure of the respective gas is plotted. The experiments have been performed at a
boiler power of 246W corresponding to a simulated vapor stagnation temperature of
395.15K. The experiment for air performed before steady-state had been reached is
omitted here but included in Fig. 5.8.

5.3.3. Axial pressure distribution in the mercury vapor jet

Next, the axial pressure distribution is compared. The static pressure has been measured in the
experiments by inserting a pressure probe into the flow. The pressure probe has originally been de-
signed to perform measurements of the Rayleigh-Pitot pressure, which is approximately one order
of magnitude higher than the static pressure. Thus, it can be hypothesized that the probe influences
the measurements due to the shock wave establishing as the supersonic mercury vapor jet impinges
on it. To test this hypothesis the DSMC simulation domain is extended with a flow obstacle in the
form of an axisymmetric disk with adiabatic boundary conditions and similar dimensions as the
pressure probe and at the respective axial position. All simulations presume the mapping identi-
fied in Fig. 5.10 and Tab. 5.3 between experimental boiler power and assumed mercury stagnation
temperature at the DSMC inflow boundary. Additionally, only mercury vapor is simulated because
the experiments have been performed with active pumping.

Figure 5.12 compares the experimentally measured static pressures as a function of the axial dis-
tance to the nozzle with the results obtained from the DSMC simulations. Firstly, the comparison
clearly shows that the simulations are predicting the same qualitative and quantitative axial pres-
sure distribution as measured with the pressure probe in the experiments. Secondly, the hypothesis
that the probe influences the measurement is confirmed by comparing the simulations without flow
obstacle (lines in Fig. 5.12) with those including the flow obstacle supposed to model the exper-
imental pressure probe (symbols in Fig. 5.12). This effect is more pronounced in simulations as
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5.3. Validation of the DSMC diffusion pump model

well as experiments at higher boiler powers, e.g. when comparing the results for the lowest and
highest boiler power at 𝑥 = 84.52mm.

Additionally, the pressure distribution is compared for a single vapor stagnation temperature at
the three axial probe positions in Fig. 5.13. This comparison confirms the hypothesis, that the probe
influences the measurement due to a shock wave forming upstream of the probe. Furthermore, it
is clearly visible that this effect is more pronounced the closer the probe is located to the nozzle,
which is in agreement with the observations discussed above. The remaining disagreement can be
attributed to the probe sensitivity to rotation along its longitudinal axis, the uncertainty regarding
the position of the probe in the experiments, which is estimated to ±2mm (cf. Tab. A.7), and the
simplifications assumed in the DSMC model.

Finally, the agreement between the simulation results and experimental measurements is con-
sidered good and the validity of the mapping of Tab. 5.3 between experimental boiler powers and
stagnation conditions assumed in the simulations is noted.
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Figure 5.12.: Static pressure as a function of the axial distance to the nozzle throat. The radial dis-
tance to the symmetry axis is fixed at 10mm. Experimental measurements (triangles)
are averaged where multiple determinations are available with the error bars indicat-
ing the respective minimum and maximum values (a complete list of the results is
available in Tab. A.8). The DSMC simulations are performed at the vapor stagnation
conditions matching the experimental boiler power (cf. Tab. 5.3). Symbols indicate
DSMC simulation results including a flow obstacle to model the experimental pres-
sure probe at the respective axial position, whereas lines indicate DSMC simulation
results without the flow obstacle.

5.3.4. Mercury mass flow rate

The established mapping between experimental boiler power and stagnation conditions in the
simulations is used to compare the simulated and experimental mass flow rates. In the DSMC sim-
ulations the choked mercury vapor flow in the nozzle throat is modeled by assuming uniform condi-
tions in the entire cross-section. The properties at the throat are calculated by the one-dimensional
isentropic relationships. Therefore, the mass flow rate is effectively an input parameter and can be
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Figure 5.13.: Axisymmetric DSMC simulations of the static mercury vapor pressure distribution

in NEMESIS including an axisymmetric disk with similar dimensions to the exper-
imental pressure probe at the three axial measurement positions: (a): 𝑥 = 84.5mm,
(b) 𝑥 = 134.5mm and (c) 𝑥 = 184.5mm. The mercury stagnation temperature for
the displayed cases is 𝑇0 = 389.15K approximately matching an experimental boiler
power of 215.25W.
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which depends only on the throat cross-section 𝐴throat and the stagnation conditions 𝑝V,0 and 𝑇V,0
[209]. The mercury vapor stagnation conditions in turn are related by the saturation condition
[68]. A comparison of the resulting vapor mass flow rate in the DSMC simulations (superposition
of injected and reflected simulator particles at the throat) confirmed that Eq. (5.2) is met with less
than 1% deviation.

Table 5.4 compares the mass flow rates as measured in the experiments for different boiler pow-
ers with the choked vapor mass flow rates according to Eq. (5.2) for the respective experimentally
measured vapor temperatures by TI02 and the simulated stagnation temperatures. The comparison
reveals that the experimental mass flow rates are significantly higher than the choked mass flow
rates. This points to the fact that the experimental flow is two-phase, i.e. containing some mercury
in liquid form. Under the hypothesis that the difference between the experimentally determined
mass flow rate and the simulation mass flow rate corresponds to the liquid proportion, the volu-
metric flow rate of the liquid can be estimated by dividing by the density of liquid mercury [202].
When further assuming that liquid and gas velocities at the nozzle throat are the same, the volu-
metric liquid fraction is less than 3 × 10−7 for all boiler powers. Thus, even if the liquid speed is
significantly smaller than the vapor speed, the liquid fraction is so small that its influence on the
vapor flow can be neglected.
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5.3. Validation of the DSMC diffusion pump model

Table 5.4.: Comparison of the mass flow rates between experiments and choked vapor flow ac-
cording to Eq. (5.2) at the experimental vapor temperature TI02 and the stagnation
temperature 𝑇0 assumed in the DSMC simulations. The experimental values are aver-
aged from several measurements (cf. Sec. 5.2.4).

Experiments Choked flow
Boiler power �̇� TI02 �̇� 𝑻𝟎,𝐃𝐒𝐌𝐂 �̇�

(in W) (in mg/s) (in K) (in mg/s) (in K) (in mg/s)
184.5 229 ± 38 390.4 ± 0.9 151 ± 6 383.15 107
215.25 248 ± 34 396.4 ± 0.9 199 ± 8 389.15 142
246.0 321 ± 31 401.7 ± 1.0 252 ± 11 395.15 188
307.5 429 ± 35 409.7 ± 1.0 355 ± 15 403.15 268

This partially explains the debate in literature whether the flow is single- or two-phase: While
condensation is unlikely to occur due to the expansion through the nozzle as discussed in Sec. 3.3.2,
it is likely that the flow in real-world diffusion pumps is always slightly two-phase already upstream
the nozzle due to condensation caused by heat losses in the tubing between boiler and nozzle (as also
pointed out in [59]). However, due to the large difference between the vapor and liquid densities
in case of the heavy species mercury, the liquid part can be neglected when modeling the flow.
Likewise, it is plausible that very small volumetric fractions of condensate were not detected by
the experimenters cited in Sec. 3.3.2.
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for vapor trapping in the Tokamak
exhaust system

Vapor diffusion pumps require the installation of a baffle to prevent the migration of mercury va-
por to upstream systems (MFPs, divertor and ultimately torus). In a Tokamak the baffle is required
for three reasons:

• Mercury belongs to the so-called high-Z elements, i.e. elements with a high number of
protons in the nucleus (in case of mercury 80). The concentration of high-Z materials in the
plasma core has to be kept low because they increase radiation losses significantly [3, 39,
40].

• Higher neutron flux densities occur closer to the plasma, which will lead to increased acti-
vation of mercury.

• The number of components in contact with mercury should be limited as much as possible
to facilitate maintenance without requiring mercury decontamination.

In the present chapter, first the operating principle of baffles is discussed mainly in view of the
special conditions in the pulsed Tokamak operation. Then, DSMC simulations of two commonly
used baffle structures are presented with the goal to extract design guidelines as a function of the
flow regime.

6.1. Baffles for Tokamak exhaust pumping

Gas or vapor particles impinging on the baffle plates are either reflected or stick to the plates.
Sticking here refers to either ab- / adsorption or a phase change in the form of condensation or
desublimation at sufficiently low temperatures. The sticking coefficient 𝜉 describes the probability
that an impinging particle sticks to the surface. Applied to diffusion pumps the temperature of the
cooled plates has to be kept low enough to facilitate condensation or desublimation of mercury
vapor. This concept can also be used to construct a two-stage baffle that combines a condensation
and desublimation stage [11, 71]. In case of condensation, the sticking coefficient is equivalent to
the previously introduced effective condensation coefficient 𝛼𝑐,eff .

By design, baffles also represent a flow obstacle even for gases with zero sticking coefficient. As
baffle and diffusion pump have to be connected in a serial connection, the baffle inevitably reduces
the effective pumping speed available upstream of the baffle. Hence, the baffle design always has to
compromise between maximizing mercury containment efficiency and minimizing the impact on
the effective pumping speed. The situation is complicated further in case of the pulsed operation
in Tokamaks because the flow regime changes significantly between burn and dwell phases. Up
to now systematic parametric studies of different baffle geometries have only been conducted in
the free-molecular regime [210–213]. As the assumption of free-molecular flow is not necessarily
justified in the burn phase, the study is extended to a wide range of Knudsen numbers. As even
opaqueness will not guarantee perfect vapor removal even if the sticking coefficient is assumed as
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unity outside the free-molecular regime, the containment efficiency is also investigated. Further-
more, even if the baffle is designed to be operated in the free-molecular regime during nominal
burn conditions, the flow regime might change in off-normal or transient operating conditions (e.g.
pump-down, sudden load spikes and shut-down [69]).

6.2. Simulation of baffles in different flow regimes

The focus of the present study is to develop an understanding of the change in baffle performance
when changing the flow regime. The two investigated baffle design archetypes are depicted in Fig.
6.1 with their characteristic parameters. The chevron type is the most widely used and the second
type is referred to as offset type following [212] and reportedly has a higher conductance (free-
molecular simulation [212] and experimentally for a mercury diffusion pump [65]). Therefore,
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Figure 6.1.: Illustration of the two investigated baffle archetypes ((a) chevron, (b) offset) and their

geometrical parameters: the plate length 𝐿, the angles 𝛼𝑖, the opening gap height ℎ,
the plate thickness 𝑡 and the overlap of the line of sight 𝛿.

it is of interest to compare how the conductance and containment efficiency of the two designs
compare outside the free-molecular regime. The results are presented in dimensionless form by
translating the gas conductance into the transmission probability 𝑤 (following the same rationale
as for the translation of the pumping speed into the capture coefficient):

𝑤 = �̇�
�̇�in
, (6.1)

where �̇� is the net flux of the gas and �̇�in the molecular flux through the upstream interface (of
which a part is reflected due to intermolecular and / or wall collisions). Similarly, the containment
efficiency 𝜓 of the vapor is defined as

𝜓 = 1 − �̇�
�̇�in
. (6.2)

6.2.1. Simulation setup

The flow geometry is depicted in Fig. 6.2. Similar to previous free-molecular simulations, the
problem is reduced to two dimensions by assuming that the depth (in 𝑧-direction) of the baffle
plates is a lot larger than its other dimensions, thus justifying the application of periodic bound-
ary conditions in the third direction. This approach facilitates parametric studies with reasonable
computational effort. Usually, the number of stacked baffle plates and the associated total height
(in 𝑦-direction) is large compared to the dimensions of a single baffle plate. That is why periodic
boundary conditions are also applied in the 𝑦-direction. The flow direction is from left to right.
Particles sampled from a Maxwellian velocity distribution at prescribed number density 𝑛, temper-
ature 𝑇 and zero bulk velocity are injected at the left boundary. The distance between the boundary
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and the baffle is chosen as 100𝜆, where 𝜆 is the mean free path calculated at the upstream condi-
tions, to allow for an equilibration of the flow by collisions. The downstream boundary is placed
in a fixed distance 𝑜 to the right of the baffle. In the present work the distance was chosen as 𝑜 = 0.
The downstream boundary is considered as a perfect pump, thus all particles hitting this boundary
are deleted from the simulation. The baffle plates are assumed to have a constant uniform temper-
ature 𝑇𝑤. Isothermal flow is assumed in the present work, i.e. 𝑇𝑤 = 𝑇 . The Knudsen number is

𝑜100𝜆
𝑛, 𝑇 𝑇𝑤𝑥

𝑦

Figure 6.2.: Simulation domain with the main geometrical parameters. The dashed lines represent
periodic boundary conditions. The flow is directed from left to right.

defined here as
Kn = 𝜆

ℎ
, (6.3)

with the upstream mean free path 𝜆 and the gap ℎ between two plates (cf. Fig. 6.1). A three-
level grid is chosen. The finest grid size is chosen as Δ𝑥 = Δ𝑦 ≤ min{0.05 ⋅ ℎ, 0.33 ⋅ 𝜆} in the
region in and directly around the baffle. Cells spaced further apart are coarser and spatial weighting
factors are used to reduce the number of simulator particles based on the cell volume. The typical
cell weighting factor between simulator and physical particles is calculated as 𝐹𝑖 ≤ 0.002 ⋅ 𝑛𝑉𝑖,
with the upstream number density 𝑛. This leads to about 500 simulator particles per cell in the
upstream cells and sufficient simulators in downstream cells. The DSMC time step is chosen as
Δ𝑡 ≤ 0.1 ⋅min{𝜏,Δ𝑥∕𝑣mp}, where 𝜏 is the mean collision time and 𝑣mp the most probable velocity
(both based on the upstream conditions).

Two types of simulations are performed: Firstly, the transmission probability is determined for
helium by considering the baffle plates as fully diffuse reflectors. Secondly, the containment ef-
ficiency for mercury vapor is determined by assigning a sticking coefficient to the plates. In the
latter simulations lower cell weighting factors have to be used in order to ensure a sufficient num-
ber of particles per cell leading to about 5000 simulator particles in the upstream cells. In both
simulations the VSS model is used to simulate the intermolecular collisions. The parameters for
helium and mercury as reported in Tab. 3.1 are used. However, since the results are presented in
dimensionless form they are transferable to other species. It is emphasized that both setups only
consider a single species (either helium or mercury). While the flow of mixtures would also be of
interest especially with respect to the vapor containment efficiency, it increases the number of free
parameters, which is why it is not considered in the present work.

In dimensionless form three geometrical parameters can be varied. The two most important
parameters are the angle 𝛼 and the overlap to gap ratio 𝛿∕ℎ. The third - less important - parameter
is the plate thickness to gap ratio 𝑡∕ℎ. Some previous works have therefore assumed the thickness to
be negligible, i.e. taken 𝑡∕ℎ = 0 [210, 212], whilst others have investigated the influence [213]. As
different flow regimes are considered in the present work and the simulation of all combinations is
computationally prohibitive the following strategy is pursued to reduce the number of simulations
to manageable amounts:

• First 𝑡∕ℎ = 0, 𝛿∕ℎ = 0 and a sticking coefficient of unity are assumed and the baffle angle
𝛼 is varied to identify the optimum angle range. The following parametric simulations are
then performed only for the optimum angle range.

• This involves the variation of the overlap to gap ratio 𝛿∕ℎ to quantify the trade-off between
increase in vapor containment efficiency and decrease in gas transmission probability.
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• Then, the thickness to gap ratio 𝑡∕ℎ is varied, as a non-zero 𝑡∕ℎ is required in view of man-
ufacturability.

• Finally, the sensitivity of the containment efficiency to the sticking coefficient is quantified.

6.2.2. Variation of the baffle angle

In principle the offset type allows different angles for the up- and downstream baffles. However,
in the present work only equiangular offset baffles are considered. The angle is varied in the range
10-80° in increments of 10°. Further simulations are performed in the range around the optimum
angle. The results are depicted in Fig. 6.3. The results are verified in the free-molecular regime by
comparison with those of Ross et al. [212]. The agreement between the literature results and the
free-molecular results generated in the present work is within the uncertainty associated with the
graphical extraction of the literature data, therefore the simulation setup can be considered validated
in the free-molecular regime. For very small angles (10°, cf. insets in Fig. 6.3) the baffles start to
behave as thin slits and the Knudsen minimum [97] is observed, i.e. the transmission probability
is the lowest in the transitional regime (Kn = 0.5 − 1). At higher angles this phenomenon is
not observed and the transmission probability increases monotonically with decreasing Knudsen
number. The maximum transmission probability is observed at about 30◦ for the chevron and 25◦
for the offset type baffles respectively.

The containment efficiency under the assumption of perfect sticking (𝜉 = 1) is depicted in Fig.
6.4 for Kn ≤ 0.1 and the angle range around the optimum angles found above. The containment
efficiency is found to be > 99%. Additionally, an almost linear increase of the containment effi-
ciency with respect to the angle is observed. As expected the containment efficiency decreases with
decreasing Knudsen number due to intermolecular collisions within the baffle that allow particles
to pass the baffle without coming in contact with the baffle surfaces. When comparing the two
baffle archetypes, the chevron baffle is found to be superior regarding the containment efficiency.
At the respective optimum angle (chevron: 30◦, offset: 25◦) the vapor transmission probability
(i.e. 1 − 𝜓) is 66-82% higher for the offset configuration.

6.2.3. Variation of the baffle overlap

The overlap to gap ratio 𝛿∕ℎ can have physically sensible values in the range −∞ < 𝛿∕ℎ < ∞.
Optical tightness is achieved at 𝛿∕ℎ ≥ 0, which implies that the vapor containment efficiency is less
than unity for all Knudsen numbers for negative 𝛿∕ℎ. In the present work the overlap to gap ratio is
varied in the range −0.05 < 𝛿∕ℎ < 0.75 for the optimum angles that have been determined for both
baffle archetypes. In case of the transmission probability a close to linear scaling is observed (cf.
Fig. 6.5). On the contrary, asymptotically bounded growth is observed for the vapor containment
efficiency as visible in Fig. 6.6. The containment efficiency approaches unity irrespective of the
Knudsen number for large values of 𝛿∕ℎ. Above 𝛿∕ℎ > 0.5, nearly the same containment efficiency
is observed for all Knudsen numbers investigated here. Physically speaking, increasing the overlap
to gap ratio 𝛿∕ℎ increases the number of wall collisions that particles undergo on average while
traveling in the baffle structure. Consequently, it becomes less likely that intermolecular collisions
enable vapor particles to pass the baffle without getting stuck to the baffle plates.

6.2.4. Variation of the baffle plate thickness

The sensitivity of the baffle performance metrics towards the plate thickness to gap ratio 𝑡∕ℎ
is investigated in Figs. 6.7 & 6.8 for the respective optimum angles determined above. Both the
transmission probability and the containment efficiency are found to be approximately linearly
dependent on 𝑡∕ℎ. The transmission probability decreases almost linearly with increasing 𝑡∕ℎ,
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Figure 6.3.: Baffle transmission probability𝑤 as a function of the angle 𝛼 for both baffle types ((a)
chevron, (b) offset). The baffles are very thin, i.e. the thickness to gap ratio 𝑡∕ℎ ≈ 0
and the overlap to gap ratio is 𝛿∕ℎ = 0. The lines correspond to free-molecular results
from Ross et al. [212]. Symbols are results from the present work. Error bars (95%
confidence interval) are smaller than the symbols.
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Figure 6.4.: Baffle vapor containment efficiency 𝜓 as a function of the angle 𝛼 for both baffle types
((a) chevron, (b) offset). The baffles are very thin, i.e. the thickness to gap ratio 𝑡∕ℎ ≈ 0
and the overlap to gap ratio is 𝛿∕ℎ = 0. The vapor sticking coefficient is 𝜉 = 1. Error
bars (95% confidence interval) are smaller than the symbols. The lines correspond to
linear regressions of the simulation results.

because the finite plate thickness leads to some particles being reflected on the front walls of the
baffles with a probability in the order of magnitude of 𝑡∕ℎ. This is also in good agreement with
the results of [213], who also find a nearly linear scaling over a wide range of 𝑡∕ℎ ratios. The
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Figure 6.5.: Baffle transmission probability 𝑤 as a function of the overlap to gap ratio 𝛿∕ℎ for
both baffle types ((a) chevron, (b) offset). The thickness to gap ratio is 𝑡∕ℎ ≈ 0. The
optimum angles of 30◦ for chevron and 25◦ for offset configurations are chosen. Error
bars (95% confidence interval) are smaller than the symbols. The lines correspond to
linear regressions of the simulation results.
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Figure 6.6.: Baffle vapor containment efficiency 𝜓 as a function of the overlap to gap ratio 𝛿∕ℎ for
both baffle types ((a) chevron, (b) offset). The thickness to gap ratio is 𝑡∕ℎ ≈ 0. The
vapor sticking coefficient is 𝜉 = 1. The optimum angles of 30◦ for chevron and 25◦
for offset configurations are chosen. Error bars (95% confidence interval) are smaller
than the symbols.

vapor containment efficiency increases because vapor particles can also stick to the front walls. A
finite baffle plate thickness is required for reasons of manufacturability. This also has to account
for a means to actively cool the baffle plates, which can either be done by conductive cooling by
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6.3. Implications for the application in Tokamak exhaust pumping

bringing the plates in direct contact with a heat sink or by introducing internal cooling channels
in the baffle plates. Therefore, the ratio 𝑡∕ℎ cannot be chosen arbitrarily and, generally speaking,
increases as the absolute physical dimensions of the baffle decrease. Therefore, the difficulty of
constructing a baffle operating in the free-molecular regime with high conductance increases with
the baffles intended operating pressure.
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Figure 6.7.: Baffle transmission probability 𝑤 as a function of the plate thickness to gap ratio 𝑡∕ℎ
for both baffle types ((a) chevron, (b) offset). The overlap to gap ratio is 𝛿∕ℎ = 0. The
optimum angles of 30◦ for chevron and 25◦ for offset configurations are chosen. Error
bars (95% confidence interval) are smaller than the symbols. The lines correspond to
linear regressions of the simulation results.

6.2.5. Variation of the vapor sticking coefficient

The sensitivity of the vapor containment efficiency to the sticking efficiency has been determined
by a variation in the range 𝜉 ∈ [0.9, 1.0]. The results are compared in Fig. 6.9. The containment
efficiency is sensitive to the sticking coefficient. If the sticking coefficient is smaller than unity even
an opaque baffle does not exhibit a containment efficiency of unity in the limit of free-molecular
flow because particles have a chance to be reflected upon impinging the baffle plates. A linear
relationship is found between the containment efficiency and the sticking coefficient. Irrespective
of the design the scaling becomes stronger with decreasing Knudsen number. However, overall the
scaling is significantly stronger for the offset configuration.

6.3. Implications for the application in Tokamak exhaust
pumping

In view of the pulsed operation in Tokamaks three main design philosophies can be distin-
guished:

Firstly, the baffle can be designed to operate exclusively in the free-molecular regime, which
guarantees the highest vapor containment efficiency. This, in turn requires that the conditions
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Figure 6.8.: Baffle vapor containment efficiency 𝜓 as a function of the plate thickness to gap ratio
𝑡∕ℎ for both baffle types ((a) chevron, (b) offset). The overlap to gap ratio is 𝛿∕ℎ = 0.
The vapor sticking coefficient is 𝜉 = 1. The optimum angles of 30◦ for chevron and 25◦
for offset configurations are chosen. Error bars (95% confidence interval) are smaller
than the symbols. The lines correspond to linear regressions of the simulation results.
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Figure 6.9.: Baffle vapor containment efficiency𝜓 as a function of the sticking coefficient 𝜉 for both
baffle types ((a) chevron, (b) offset). The baffles are very thin, i.e. the thickness to gap
ratio 𝑡∕ℎ ≈ 0 and the overlap to gap ratio is 𝛿∕ℎ = 0. The optimum angles of 30◦
for chevron and 25◦ for offset configurations are chosen. Error bars (95% confidence
interval) are smaller than the symbols. The lines correspond to linear regressions of
the simulation results.

(mainly pressure) at the baffle installation position are known a priori. The advantage of this ap-
proach is that the performance (i.e. transmission probability and vapor containment efficiency)
during burn and dwell is almost similar. This is supported by the declining influence of the Knud-
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6.3. Implications for the application in Tokamak exhaust pumping

sen number on the performance metrics for Knudsen numbers Kn ⪆ 1. The disadvantage of this
approach is that the manufacturability restricts the lower limit of the thickness to gap ratio 𝑡∕ℎ,
which in turn impairs the transmission probability (Fig. 6.7). For example, when estimating the
pressure level during burn phase to be approximately 1 Pa (corresponding to mean free paths of
approx. 2mm and 14mm for pure mercury and helium respectively), the baffle dimensions have to
be chosen in the order of magnitude of𝐿 = 5.5mm and ℎ = 1.5mm to reach a Knudsen number of
approximately 5 (assuming an average mean free path of 8mm). It is estimated that the minimum
thickness that can be manufactured with integrated cooling channels is in the order of magnitude of
𝑡 = 5mm. For this reason the thickness to gap ratio 𝑡∕ℎ has to exceed unity leading to an extremely
low transmission probability (cf. Fig. 6.7, which is however limited to 𝑡∕ℎ < 0.5). Thus, such a
design strategy is not feasible on a technical level.

Secondly, if permissible with respect to plasma radiation losses and other requirements, some
mercury back flow can be tolerated and thus, the baffle can be operated outside the free-molecular
regime during the burn phase. In this case, the design has to compromise between a lower mercury
containment efficiency at higher transmission probability. At present no reliable estimation can be
made on the permissible mercury flow rate to upstream systems. Thus, to still provide some ref-
erence dimensions to compare to, the largest technically realizable dimensions which are expected
to be in the order of magnitude of 𝐿 = 200mm are considered. This results in Knudsen numbers
Kn > 5 for pressures ⪅ 25mPa, which is one to two orders of magnitude higher than the pres-
sure expected during the dwell phase. For these dimensions the Knudsen number during the burn
phase (≈1Pa) corresponds to approximately Kn = 0.125. The simulation results shown allow for
the first time to estimate the mercury containment efficiency quantitatively if such a configuration
is chosen.

Thirdly, the baffle geometry can be adjusted between burn and dwell phases. For example this
can be achieved using the offset configuration by rotating the left and right baffle plates relative to
each other. This way the baffle can be optimized to feature a high transmission probability during
the dwell phase and the performance can be artificially “throttled” during the burn phase. While
a rotation does not change the Knudsen number significantly due to an artifact of the chosen def-
inition in the present chapter (cf. Eq. (6.3)), it changes the overlap to gap ratio 𝛿∕ℎ, which has
a significant impact on the transmission probability as well as vapor containment efficiency. The
realization of such a configuration requires cryo-rotary joints that can be operated in the magnetic
field close to the Tokamak. Since only two manipulations at very low rotation speeds are necessary
per pulse this seems plausible. Cryo-rotary joints have been developed for the more challenging
application in high-temperature superconductor motors and can be operated with different cooling
fluids, among them gaseous and liquid nitrogen which are candidates for the baffle cooling [214]. A
second plausible implementation of this concept lies in the introduction of additional, not actively
cooled, rotatable plates that are installed in the gap between the regular baffle plates. During the
dwell phase these can be oriented in parallel to the original plates, thus reducing the performance
only slightly. During burn, they can be rotated to partially close the gap between the original baffle
plates, thus increasing the number of collisions. Lastly, the basic idea can also be implemented
using a high vacuum valve at the upstream side of the baffle. Partially closing this valve during
the burn phase decreases the pressure inside the baffle thus increasing the Knudsen number. All
of these approaches introduce further complexity in the form of moving parts as compared with a
stationary baffle design. However, since the actuation speeds are slow compared to e.g. a turbo-
molecular pump, they are not considered problematic in view of the high magnetic fields close to
the torus. Furthermore, moving parts provide more flexibility during the operation as they provide
a means of adjusting the effective pumping speed of the diffusion pumps. Said flexibility might
for example be required for the regulation of the MFP operating pressure. It is known that this
pressure has a lower limit that is given by the ignition condition of the cold plasma [215]. Thus, a
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valve on the upstream side of the baffle can be used to regulate the pressure in order to ensure that
the MFPs are operable.

Based on the qualitative discussion above, a preliminary design of a diffusion pump vapor trap
featuring two baffle stages and including a valve for the application in torus exhaust pumping is
discussed in detail in Chap. 7.
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7. Application to the EU-DEMO high
vacuum pumping system

The purpose of this chapter is to derive a preliminary design of a high vacuum pumping system
based on mercury-driven diffusion pumps for the European demonstration fusion power plant (EU-
DEMO). This is accomplished in several steps: Firstly, the expected operating conditions of the
high vacuum system and the requirements it needs to meet are summarized. Next, a preliminary
design for a mercury-driven diffusion pump in EU-DEMO relevant scale is established using the
developed and validated DSMC simulation model. The diffusion pump design is complemented
with a mercury vapor trap design based on the parametric baffle studies. Finally, a simplified model
is proposed to estimate the integrated system performance. This model is then used to compare
against the requirements and to identify sensitivities of the involved subsystems.

7.1. Operating conditions and requirements

A Tokamak vacuum pumping system has to fulfill distinct functions during burn and dwell
phases. Currently, the preliminary architecture of the high vacuum system of EU-DEMO com-
prises three main components arranged in the following order when following the pumping path
of the exhaust gas mixture:

1. Metal foil pumps, which separate about 80% of the unburnt D-T fuel to the DIRL during the
burn phase by means of superpermeation,

2. mercury baffle adapter (MBA), which is responsible for condensing and desublimating resid-
ual mercury vapor,

3. mercury-driven vapor diffusion pumps featuring a linear design for pumping the MFP reten-
tate in the INTL during burn and for dwell pumping.

In order to achieve the necessary performance several versions of the above configuration are in-
stalled in parallel in multiple pumping ports distributed around the Tokamak. The pumping ports
are connected to the Tokamak torus below the divertor. The requirements and estimations of the
associated operating conditions are summarized in Tab. 7.1. The layout and dimensions of the
pumping ports are in large parts defined by the limited space close to the Tokamak. In the present
work the configuration discussed in [216, 217] is considered. Furthermore, a preliminary MFP
configuration is assumed in the present work [218]. The transmission probability 𝑤duct+MFP cor-
responds to the combination of the vacuum duct and MFPs (in the assumed configuration). The
operating pressures given in Tab. 7.1 correspond to the conditions expected in the divertor. For
a lack of accurate data these pressures are also assumed at the inlet cross-section of the pumping
ports, which are situated in the sub-divertor, in the present work. It is emphasized that these are
subject to change due to uncertainties with respect to the divertor performance for which no final
design exists as of yet. The pressure at the inlet of the VDPs is expected to be lower because of
conductance losses in the pumping path comprised of pumping duct, MFPs (as given by𝑤duct+MFP)
and baffle adapter.
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7. Application to the EU-DEMO high vacuum pumping system

Table 7.1.: List of tentative operating conditions of the EU-DEMO torus high vacuum pumping
system and pumping requirements. The sub-divertor pressures are subject to change
due to uncertainties regarding the divertor performance.

Property Symbol Value (range) Reference
System layout
Number of pumping ports 𝑁ports 10 ± 2 [219]
Pumping duct inflow cross-section 𝐴duct,in 5.62m2 [216, 218]
MFP to MBA cross-section 𝐴MBA,in = 𝐴MFP,out 3.04m2 [218]
Transmission probability (incl. MFPs) 𝑤duct+MFP 0.104 [218]
Burn phase
(Sub-) divertor pressure 𝑝burn 3 Pa [217]
(Sub-) divertor temperature 𝑇DIV 573.15K estimated
Max. total throughput 𝑞burn 427 Pam3 s−1 Sec. 2.1.2
Mole fractions Q2 / inert 𝑥Q2

/𝑥inert 0.99 / 0.006 Sec. 2.1.2
MFP separation efficiency 𝜂DIR 0.8 [18, 19]
Max. INTL throughput 𝑞burn,INTL 88 Pam3 s−1 Sec. 2.1.2
INTL mole fractions Q2 / inert 𝑥Q2,INTL/𝑥inert,INTL 0.97 / 0.03 Sec. 2.1.2
Dwell phase
Final sub-divertor pressure 𝑝dwell ≤ 2mPa [217]
Pump-down time Δ𝑡dwell 600 s [19]
First wall protium outgassing 𝑞H2

0.0715 Pam3 s−1 [19]
Torus volume (including ports) 𝑉torus 6400m3 [220]

Based on the reported requirements the necessary effective capture coefficient can be estimated
during both Tokamak phases. During burn this is a direct consequence of the maximum throughput
in the INTL loop and the temperature and pressure expected in the sub-divertor region where the
pumping system is connected. When assuming DT, which is the most abundant species in the
exhaust gas mixture, the required capture coefficient can be estimated according to

𝜍eff ,burn =
𝑞burn,INTL
𝑁ports

⋅
𝑇DIV

273.15K
⋅

1
𝑝burn

⋅
4

�̄�DT(𝑇DIV)𝐴duct,in
= 0.00282. (7.1)

During dwell the pumping system has to reduce the pressure inside the torus starting from the burn
pressure in order to achieve the conditions required to initiate the next plasma ramp-up phase. The
time to achieve this has to be kept as short as possible for economic reasons, which is challenging
due to the large torus volume. The situation is aggravated by gas loads into the torus, constituted
in large parts by outgassing from the first wall. As of now, only estimations of the outgassing
rate are available. The rate reported in Tab. 7.1 corresponds to integral protium outgassing of
tungsten, which is the projected first wall material of EU-DEMO. However, it does not consider
plasma driven implantation of Q2 and neutron induced damage to the wall material, which both
are expected to alter the composition and magnitude of the outgassing rate over the lifetime of
the first wall material [19, 221]. Therefore, the reported rate can be conceived only as a lower
limit. Due to the uncertainty regarding the outgassing rate, the required capture coefficient during
dwell is derived as a function of the outgassing rate from the transient pumping equation (Eq.

94



7.2. Estimation of the effective high vacuum system performance

(2.10)). Combined with the other requirements and limitations this allows to identify a viable
range of the effective capture coefficient as displayed in Fig. 7.1. If the protium outgassing rate
of tungsten is considered as the lower limit of the dwell gas load, the workable effective capture
coefficient is solely determined by the dwell pumping requirements. Additionally, comparison of
the three included pump-down times reveals that the dwell requirements are only sensitive towards
the pump-down time at outgassing rates lower than expected in a DEMO-scale fusion reactor.
Thus, the dwell requirement can be simplified to the steady-state value (corresponding to the curve
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Figure 7.1.: Required effective capture coefficient 𝜍eff at the pumping duct inlet cross-section as
a function of the dwell gas load 𝑞dwell assuming 𝑁ports = 10 and DT as the pumped
gas species for three different pump-down times Δ𝑡dwell ∈ {600, 1200, 1800} s. The
possible range of the effective capture coefficient of the integrated system is indicated
by the hatched area as a result of the superposition of requirements of the burn phase,
dwell phase, the upper limitation by the transmission probability of the duct and MFPs
𝑤duct+MFP = 0.104 and the estimation of the first wall protium outgassing 𝑞H2

.

to which all three Δ𝑡dwell converge in Fig. 7.1):

𝜍eff ,dwell =
𝑞dwell
𝑁ports

⋅
𝑇DIV

273.15K
⋅

1
𝑝dwell

⋅
4

�̄�DT(𝑇DIV)𝐴duct,in
= 𝑞dwell ⋅ 0.0481 s Pa−1m−3. (7.2)

The next section introduces a concept that allows to estimate the effective high vacuum system
performance, i.e. 𝜍eff , based on the individual performances of its components.

7.2. Estimation of the effective high vacuum system
performance

The effective performance of vacuum systems can be modeled in two fundamentally different
ways: Either the full system is incorporated and solved in a single model or the simulation results
of dedicated sub-models for parts of the system can be combined by satisfying the particle balance
between the systems. The approaches can be differentiated based on the quality of the results
and the efficiency. The former approach yields higher-quality results because it involves fewer
simplifications and assumptions. Because subsystem models are independent in the latter approach,
it has the advantage that the most efficient method and tool can be chosen for each subsystem model.
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7. Application to the EU-DEMO high vacuum pumping system

Furthermore, changes in any of the subsystems only effect the respective model whereas the entire
system has to be recomputed in the integrated approach. At the time of writing the high vacuum
exhaust pumping system of EU-DEMO is in the concept design stage, which implies that changes
to subsystems are frequent. For this reason the latter approach is currently pursued.

The Ansatz of Oatley provides a semi-empirical method to estimate the integrated performance
of complex vacuum systems under the assumption of isothermal free-molecular flow [222–225]:

1
𝐴1,in

(

1
𝜍eff

− 1
)

= 1
𝐴𝑁,in

(

1
𝜍𝑁

− 1
)

+
𝑁−1
∑

𝑖=1

1
𝐴𝑖,in

(

1
𝑤𝑖

− 1
)

+
𝑁
∑

𝑖=2

1
𝐴𝑖−1,out

(

max
{𝐴𝑖−1,out

𝐴𝑖,in
, 1
}

− 1
)

.

(7.3)

Equation (7.3) allows estimating the effective system capture coefficient 𝜍eff of a vacuum sys-
tem composed of 𝑁 serial subsystems as a function of the subsystem properties. Conceptually,
it has some similarities with the calculation of the electrical current in a serial connection subject
to electrical resistances [223]. Subsystems 𝑖 ∈ [1, 𝑁 − 1] correspond to flow resistances (pipes,
valves, etc.), whereas the final subsystem 𝑁 represents the vacuum pump whose effective capture
coefficient is to be estimated at the system inflow cross-section 𝐴1,in. Each subsystem 𝑖 ∈ [1, 𝑁]
is characterized by three quantities: Its inflow cross-section 𝐴𝑖,in, its outflow cross-section 𝐴𝑖,out
and its transmission probability 𝑤𝑖 or in case of the vacuum pump its capture coefficient 𝜍𝑁 . The
first term on the r.h.s. of Eq. (7.3) describes the pumping action generated by the vacuum pump.
The second term considers the reduction of the effective capture coefficient by the limited trans-
mission probabilities of the involved subsystems. Finally, reductions of the cross-section between
subsystems in flow direction are considered as additional orifices by means of the last term.

The Ansatz of Oatley as well as similar approaches are commonly used to model the integrated
performance of complex vacuum systems. With regard to nuclear fusion, similar approaches have
been used in the past. Some prominent examples are the software ITERVAC that was used to
model the ITER vacuum systems [226] and recently the ones of the Russian DEMO project (Toka-
mak with Reactor Technologies, TRT) [227]. Both of these have in common that they describe the
complex conductance of the vacuum system as an interconnection of simple elements for which
semi-empirical analytical expression are available. In case of ITERVAC the solution is provided
for all flow regimes, whereas the TRT model assumes free-molecular flow. The present work and a
previous publication by the author [228] differ from the previously mentioned ones in that sophis-
ticated simulation results of whole subsystems are used instead of modeling them as a composition
of simpler, analytical elements.

Thus, in order to apply Eq. (7.3) to the EU-DEMO high vacuum pumping system, the trans-
mission probabilities / capture coefficients and flow cross-sections of the individual subsystems
are required. While these are available for the MFP configuration that is assumed in the present
work (cf. Tab. 7.1), they have to be determined for VDPs (cf. Sec. 7.3) and MBA (cf. Sec.
7.4). Afterward, the integrated performance of the high vacuum system incorporating these de-
signs is estimated using the Ansatz of Oatley in Sec. 7.5. The results are compared to the required
performance to determine the feasibility.

7.3. Preliminary design and performance of the diffusion pumps
Currently, a linear vapor diffusion pump (LDP) design is favored for EU-DEMO because it is

simpler to scale and reportedly features higher pumping speeds per inlet cross-sectional area than
the conventional cylindrical design [52, 71]. It is noted that the design discussed in the following is
preliminary. It serves as a practical demonstration of the applicability of the developed simulation
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workflow and how the extracted results can be used to further advance the high vacuum system
development. The design is based on previous published DSMC results of LDPs by the author.
These comprise parametric simulation of small, single-stage LDPs [131] and simulations of the
large, three-stage LDP from [52] that was operated in the 1950s [132].

7.3.1. Introduction and justification of the baseline design parameters and
DSMC LDP model

The baseline design of the LDP proposed for EU-DEMO and the corresponding DSMC sim-
ulation domain are depicted in Fig. 7.2. Similar to the large mercury-driven LDP of Lind and
Steinhaus [52], three linear nozzle stages are included in the baseline design. Of those, the upper-
most stage is responsible for providing the high pumping speed at low pressures, whereas the lower
stages generate the compression. The successive compression from inlet to outlet is supported by
the tapered walls of the pump, which lead to an area ratio of 20:1 between pump inlet and outlet.
Additionally, the opening angle of the nozzles stages is successively reduced from 40◦ (top) over
30◦ (mid) to 20◦ (bottom) to adapt the respective expansion ratio to the increasing pressure of the
surrounding gas. The walls are actively cooled by external cooling coils to facilitate the conden-
sation of mercury vapor. The dimensions of the baseline LDP design are chosen such that three
LDPs can be installed in parallel in each available pumping port, to enlarge the effective pumping
cross-section from 𝐴LDP,in = 0.56m2 (single LDP) to 1.68m2 (per port).

The two-dimensional DSMC simulation domain corresponds to the symmetric half of a cut
through the pump. A three-dimensional DSMC simulation of the domain is prohibitive with re-
gard to computational resources when adhering to the recommended DSMC simulation parameter
range. The necessity to adhere to the former rules was confirmed by Liao et al. [104], who simu-
lated the pump of [52] using three-dimensional DSMC under violation of the DSMC discretization
parameters. Based on a mesh variation study they conclude that the chosen parameters do not yield
accurate results [104]. Additionally, it was confirmed in [132] by the author that two-dimensional
DSMC simulations agree with acceptable accuracy with the experimentally measured pumping
speeds of [52]. For these reasons only two-dimensional simulations are performed in the present
work and the results should be understood in this context. Due to the inherently assumed peri-
odicity in the third direction (along the linear length of the pump) boundary effects on the front
and back housing walls are ignored in the two-dimensional model. Furthermore, the vapor flow in
the nozzle pipes, which have to be fed from both sides, is not considered. Results are thus either
reported in relation to the unit length or extrapolated to three-dimensions by scaling with the linear
length 𝐿 = 1750mm of the pump.

The following boundary conditions are applied at the interfaces indicated in Fig. 7.2 (b):
• ①, ② & ③ nozzle throats: Injection of mercury vapor particles according to a shifted Maxwell-

Boltzmann distribution function. The nozzle throat corresponds to the critical nozzle cross-
section where the flow chokes. Thus, the number density, temperature and speed at the
boundary are estimated from the one-dimensional isentropic relationships (cf. Sec. 3.3.1)
by assuming a Mach number of unity at the throat. The stagnation conditions are assumed
to be saturated vapor and the saturation curve by Huber et al. [68] is used. Mercury vapor
particles colliding with the throat are leaving the simulation domain. If not otherwise spec-
ified, the stagnation conditions 𝑇Hg,0 = 413.15K and 𝑝Hg,0 = 247.8 Pa are assumed at these
boundaries.

• ④ inlet: At this interface either the pressure or throughput of the gas are prescribed. In
both cases the emitted gas particles are determined from a Maxwell-Boltzmann distribution
function assuming zero bulk velocity. If the pressure is prescribed, gas particles colliding
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Figure 7.2.: (a) CAD drawing of the preliminary linear diffusion pump design. (b) Two-

dimensional DSMC LDP model including the important dimensions and boundary
conditions. The three nozzle stages have opening angles of 40, 30 and 20◦ respectively
(from top to bottom). The boundaries are labeled: ①, ②, ③ throats of the three nozzle
stages (each with width of 2.5mm), ④ inlet (connection to mercury baffle adapter),
⑤ outlet (connection to backing pump), ⑥ outer, actively cooled wall of the pump, ⑦

symmetry axis, ⑧ inner wall of the nozzle skirts, ⑨ tip and outer wall of the nozzle
skirts and nozzle pipe. The boundary conditions are described in the text. The dashed
red line corresponds to a continuous, straight sensor line between inlet and outlet (in
both cases spaced 4mm from the pump wall) and is used to compare local flow quan-
tities.

with the surface are leaving the simulation domain. However, if the throughput is prescribed,
gas particles colliding with the surface are diffusely reflected. Mercury particles are leaving
the simulation domain irrespective of the boundary condition type. The temperature at this
interface is assumed to be 𝑇inlet = 240K in all simulations in agreement with the baffle that
is installed upstream.

• ⑤ outlet: The pressure of the gas is prescribed, and outgoing gas particles leave the simula-
tion domain. In the case of mercury vapor concurrent condensation and evaporation at the
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7.3. Preliminary design and performance of the diffusion pumps

assumed interface temperature is implemented assuming a condensation coefficient of unity
and steady evaporation at saturation conditions (cf. Sec. 3.5.5). If not otherwise specified,
the temperature at this interface is assumed to be constant at 𝑇cool = 280.15K corresponding
to the cooled walls.

• ⑥ cooled wall: Gas particles colliding are diffusely reflected. Mercury vapor condenses at
this surface and is partly re-evaporated at saturation conditions similar to the outlet. Addi-
tionally, the same temperature 𝑇cool = 280.15K as at the outlet is prescribed.

• ⑦ symmetry plane: A symmetry boundary conditions is assumed here to halve the simulation
domain.

• ⑧ inner walls of the nozzle skirts: Adiabatic boundary conditions (cf. Sec. 3.5.5) are as-
sumed for all particle collisions with the inner nozzle skirt walls.

• ⑨ tip and outer wall of the nozzle skirts and outer nozzle pipe walls: A constant temperature
corresponding to the mercury vapor stagnation temperature is assumed for these surfaces
and all particles are diffusely reflected upon collision. This overestimates the temperature
but is conservative regarding the backstreaming rate.

The DSMC simulation setup is adapted from the setup used for the simulations of the NEMESIS
experiment. In particular the domain is initialized with a structured, rectangular grid of 1×1mm2

cells. The same dynamic grid refinement based on the local mixture mean free path and number of
simulator particles per cell described in 4.3 is used. Thus, the final grids (depending on boundary
and flow conditions) typically contain about 1.2 million cells. A time step of Δ𝑡 = 2.5 × 10−8 s is
chosen, which ensures that the mean collisions time is resolved and that particles travel less than
one cell per time step on average. Depending on the gas compression ratio, species weighting
zones are used to increase the number of gas simulator particles in the LDP volume above the
lowest nozzle.

The DSMC simulations are started with an empty domain. Therefore, a certain amount of time
steps are required to establish the stationary particle distribution in the system, which is character-
ized by a stabilized number of simulator particles per species. The attainment of steady-state is sped
up by starting with a time step eight times higher than the final value and numerical weight four
times higher than the final value. These settings are reduced step-wise after steady-state is reached
for the previous setting. Afterwards, the collection of moment averaging samples is started to fa-
cilitate the calculation of the macroscopic quantities of interest. Samples are collected in every
time step for 500,000 total time steps.

The DSMC settings summarized above ensure a balanced trade-off between accuracy and com-
putational cost. It has been verified that the chosen setup yields DSMC parameter independent
results by comparison with a refined case employing significantly more grid cells (7.9 million),
a lower time step (Δ𝑡 = 1.25 × 10−8 s) and more simulator particles (factor four). A detailed
comparison of the standard and refined setups is available in Appendix A.7.1.

The next sections describe how the diffusion pump performance indicators are determined from
the DSMC simulation results and how to interpret these results in the context of operation during
burn and dwell phases of EU-DEMO. As the mixed isotopologue DT accounts for almost half of
the exhaust gas mixture composition, most parametric studies are carried out assuming pure DT as
the pumped gas and only selected simulations are performed for other constituents.
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7. Application to the EU-DEMO high vacuum pumping system

7.3.2. Pumping speed and capture coefficient

The pumping speed is determined as

𝑆 =
�̇�gas,DSMC

𝑛gas,inlet
, (7.4)

where �̇�gas,DSMC is the net number flow rate of the gas through the inlet as determined by the DSMC
simulation and 𝑛gas,inlet the number density of the gas as prescribed by the boundary condition at the
inlet. Because a resting gas is assumed in the boundary condition this corresponds to the conditions
in an infinite reservoir upstream of the pump. This definition is chosen to be as compatible as
possible with the recommended experimental pumping speed determination procedure laid out in
[204]. Accordingly, the capture coefficient is determined by

𝜍 =
4�̇�gas,DSMC

𝑛gas,inlet �̄�gas,inlet𝐴inlet
= 4𝑆
�̄�gas,inlet𝐴inlet

, (7.5)

where �̄�gas,inlet corresponds to the mean thermal speed of the injected gas at the prescribed temper-
ature.

The pump efficiency 𝜂𝜍 is obtained by comparison of the capture coefficient with the theoretical
upper limit of the capture coefficient 𝜍0,max given by the one-dimensional model, i.e.

𝜂𝜍 =
𝜍

𝜍0,max
, (7.6)

where 𝜍0,max is calculated from Eq. (4.9) under the assumption of infinite vapor expansion.
With regard to the pulsed Tokamak operation it is important to determine the pumping speed

over a wide range of inlet pressures. For this reason several simulations assuming DT have been
performed under the assumption of a constant outlet pressure and variation of the inlet pressure.
The resulting normalized pumping speed curve for the baseline LDP design and operation is shown
in Fig. 7.3 as a function of the inlet pressure. The pumping speed curve exhibits a plateau at low
inlet pressures, which is a characteristic feature of vapor diffusion pumps. At inlet pressures above
approximately 𝑝DT,inlet = 0.01 Pa a decline of the pumping speed is observed and the operational
range ends above approximately 𝑝DT,inlet = 0.1 Pa as a result of the increasing number of vapor-gas
collisions that start to weaken the upper stage vapor jet. During the burn phase, the LDPs have to
handle the largest throughput, which is at most 𝑞burn,INTL = 88 Pam3 s−1 (cf. Tab. 7.1). Thus, as-
suming ten pumping ports and three parallel LDPs per port, the throughput each LDP has to handle
is approximately 𝑞burn,LDP ≈ 3Pam3 s−1. The corresponding inlet pressure of 𝑝DT,inlet = 0.081 Pa
has been determined by first performing a simulation with fixed throughput as inlet boundary con-
dition and then identifying and performing a matching simulation with prescribed inlet pressure.

The theoretical upper limit of the capture coefficient for the given pump operating conditions
is 𝜍0,DT,max = 0.69. In combination with the simulated capture coefficient this results in a pump
efficiency of approximately 𝜂𝜍 = 0.35 in the plateau region. The comparatively low efficiency is a
result of several influencing factors. Of these, the most crucial factor is the geometry of the pump,
which inherently reduces the efficiency due to the limited conductance between the pump inlet and
first stage vapor jet, which in turn is to a great extent determined by the nozzle pipe blocking part
of the cross-section.

7.3.3. Superheating of the mercury vapor

One possibility to increase the pumping speed of diffusion pumps is to superheat the operating
fluid vapor beyond the saturation state [59]. Superheating increases the capture coefficient because
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Figure 7.3.: LDP pumping speed per unit length 𝑆DT∕𝐿 and capture coefficient 𝜍DT as a function
of the DT inlet pressure 𝑝DT,inlet . Simulation results are indicated by the symbols and
connected with straight lines to guide the eye. The dashed red line indicates the inlet
pressure corresponding to the maximum throughput of 𝑞burn,LDP = 3Pam3 s−1 per
LDP that is expected during the Tokamak burn phase (see derivation in text).

the speed of sound and thus the speed ratio between vapor velocity and thermal velocity of the
pumped gas increase with the vapor stagnation temperature. The effectiveness of superheating
the mercury vapor in LDPs has been determined by comparison of three cases: A baseline case
using saturated mercury vapor, and two cases with superheating by 50 and 100K, respectively.
A comparison of the results is available in Tab. 7.2. Evidently, superheating does enhance the
capture coefficient as theoretically expected. However, the relative improvement predicted by the
DSMC simulations is less pronounced than the relative improvement given by the theoretical upper
limit. The reason for this is the limited pump efficiency that has already been determined in the
previous section. The decision on whether to install superheating has to be based on economic
considerations. While the improvement is small, the same applies for the required additional power
when compared with the boiler power. If the boiler is operated with fluid streams available in the
power plant, superheating is trivial to realize in form of an additional heat exchanger. Besides the
small performance improvement, it can have the added benefit of preventing or at least reducing
vapor condensation in the feed lines (as likely observed in the NEMESIS experiment).

Table 7.2.: Effect of vapor superheating on the LDP capture coefficient by comparison of three
cases: A baseline case assuming saturated vapor and two cases assuming vapor su-
perheated by 50 and 100K respectively. Numbers in parentheses indicate the relative
change to the baseline case.

Property Symbol Unit
Cases

Baseline 𝚫𝑻𝐇𝐠,𝟎 =𝟓𝟎K 𝚫𝑻𝐇𝐠,𝟎 =𝟏𝟎𝟎K
Stagnation temperature 𝑇Hg,0 K 413.15 463.15 513.15
Stagnation pressure 𝑝Hg,0 Pa 247.8
Capture coefficient 𝜍DT 1 0.234 0.238 (+1.8%) 0.241 (+3.2%)
Theoretical 𝜍0,DT,max 1 0.690 0.711 (+3.0%) 0.729 (+5.7%)
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7. Application to the EU-DEMO high vacuum pumping system

7.3.4. Reduced order model in the operational range

The efficiency of the design process can be enhanced by a combination of the DSMC and the
dimensionless model. Such a reduced order model (ROM) can be constructed based on the Ansatz
of Oatley (Sec. 7.2), in order to take into account the pump efficiency reduction due to the geometry.
The reduced order model has the form

𝜍ROM =
[

1
𝑐2

⋅
(

1
𝑐1𝜍0,max

− 1
)

+ 1
𝑐3

]−1
, (7.7)

where 𝜍ROM is the capture coefficient of the reduced order model at the LDP inlet and 𝜍0,max the
theoretical upper limit of the capture coefficient at the interface between vapor jet and gas (see
dimensionless model in Sec. 4.1). Furthermore, three model parameters are introduced, which
describe different physical aspects:

The parameter 𝑐1 describes inefficiencies in the capture coefficient at the virtual pumping surface.
Consequently, the valid range of this parameter is 𝑐1 ∈ [0, 1]. This is influenced by various factors,
like reflection of the gas due to backstreaming vapor and temperature changes between the LDP
inlet (whose temperature is assumed in the calculation of 𝜍0,max) and the virtual pumping surface.

The parameter 𝑐2 corresponds to the area ratio between the virtual pumping surface, i.e. the zone
where gas and vapor jet interact and momentum is transferred from the jet to the gas, and the pump
inlet cross-section. As the pumping surface is not parallel to the inlet surface but defined by the
expansion of the upper nozzle stage vapor jet, the ratio can be larger than unity so that the sensible
range is 𝑐2 ≥ 0.

The parameter 𝑐3 represents the limited transmission probability between the pump inlet and
virtual pumping surface, thus, its value range is defined as 𝑐3 ∈ [0, 1]. In LDPs the transmission
probability is reduced in particular by the cross-section reduction due to the pipe of the upper
nozzle stage as already pointed out before.

The coefficients can be determined from at least three simulation results at different operating
conditions. For example, the results of the previous section on vapor superheating can be used
to determine 𝑐1 = 0.405, 𝑐2 = 1.45 and 𝑐3 = 0.401. The high area ratio 𝑐2 might seem odd at
first sight, however, it corresponds remarkably well with a simple geometric comparison of the
prolongation of the upper stage nozzle skirts to the cooled pump wall and the inlet width. The
applicability of the model is verified in the next section that compares the capture coefficients for
different gas species contained in the exhaust gas mixture. The reduced order model can be used
twofold: Firstly, it can reduce the number of computationally demanding DSMC simulations as
will be shown in the next section. Secondly, it can be employed in higher level simulation codes
for the integrated fuel cycle.

7.3.5. Pumping speed for different exhaust gas constituents

Up to now the pumping speed has only been determined for DT. This is reasonable as hydrogen
makes up for about 97% of the INTL exhaust gas mixture. Therefore, in isotopic equilibrium, about
48% of the entire mixture are DT and 24% D2 and T2, respectively. Additionally, about 1% of the
hydrogen is H2 and the mixed isotopologues HD and HT due to protium outgassing from structural
materials. The remaining approximately 3% are mostly helium and plasma enhancement gases
like neon or argon. Furthermore, trace amounts of impurities like water Q2O and hydrocarbons,
e.g. CQ4, are expected [19].

The species dependent pumping speed of high vacuum pumps can effectuate changes in the mix-
ture composition. For this reason the LDP performance has been evaluated for all main constituents
of the exhaust gas mixture. The results are compared in Tab. 7.3. It is evident, that the pumping
speed depends strongly on the molecular mass of the pumped species. In rarefied conditions, where
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no uniform bulk velocity can establish due to intermolecular collisions, the pumping speeds of the
individual species closely follow the tabulated values. This is also fulfilled in the upper part of the
LDP, which is in the transitional to rarefied regime (Kn ≈ 1 during burn and greater during dwell),
so that no large deviations from the reported values are expected. This implies that heavy species
with lower pumping speeds will enrich upstream of the LDPs. A more detailed discussion of this
effect is given later when the integrated system is discussed in Sec. 7.5.2.

Table 7.3.: Comparison of the LDP performance for the main constituents of the fusion reactor
exhaust gas mixture. The reported simulations were performed at a gas inlet tempera-
ture of 240K, inlet pressure of 0.05 Pa and outlet pressure of 10 Pa. Additionally, the
capture coefficients of the DSMC simulations are compared with the ones predicted by
the reduced order model introduced in Sec. 7.3.4.

Species
Pumping speed Capture coefficient
𝑺 (in 𝐦𝟑 𝐬−𝟏) 𝝇𝐃𝐒𝐌𝐂 𝝇𝐑𝐎𝐌

H2 41.3 0.186 0.197 (+6.2%)
D2 35.1 0.223 0.226 (+1.2%)
DT 32.9 0.234 0.234 (+0.038%)
T2 31.1 0.242 0.240 (−0.86%)
He 36.1 0.229 0.225 (−1.5%)
Ne 20.4 0.291 0.272 (−6.6%)
Ar 14.1 0.282 0.280 (−0.41%)

Additionally, Tab. 7.3 confirms the validity of the reduced order model, which is capable of
accurately predicting the capture coefficients of other species albeit the model parameters have
been exclusively determined based on DT simulations. The largest deviation is less than 7%, and
the average deviation smaller than 2.5%. Thus, the combination of the reduced order and DSMC
models can be applied in order to significantly reduce the computational requirements of future
LDP optimization simulations as these can then be performed for a single species - due to its
abundance most reasonably DT - and extrapolated to all other species in the exhaust gas mixture.

7.3.6. Fore-vacuum tolerance and compression ratio

Usually, the fore-vacuum tolerance is measured at constant throughput by observing the pressure
evolution at the pump inlet as a function of the fore-vacuum pressure. However, a different approach
is taken here by assuming a constant pressure at the pump inlet and simulating the evolution of the
throughput because this setup is easier to implement. While the pressure at the inlet starts to rise
in the former method, the throughput starts to decline in the latter method when the fore-vacuum
tolerance is approached. In order to retain consistency with the definitions of the pumping speed
(Eq. (7.4)) and capture coefficient (Eq. (7.5)) the compression ratio is defined as

𝜅 =
𝑝gas,outlet
𝑝gas,inlet

, (7.8)

i.e. as the ratio of the prescribed pressures at in- and outlet boundaries. It is noteworthy that the
pressures resulting from the DSMC simulation are slightly lower at the inlet and slightly higher at
the outlet compared with the respective prescribed pressures. This is due to the fact that the flow
has a non-zero bulk velocity and therefore the effect is more pronounced at the inlet where the bulk
velocity is higher due to the lower density.
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7. Application to the EU-DEMO high vacuum pumping system

The fore-vacuum tolerance has been determined for an exemplary inlet pressure level of 𝑝DT,inlet =
0.05 Pa by performing several simulations with different prescribed outlet pressures assuming the
baseline LDP design and operating conditions. The resulting throughput is shown as function of the
outlet pressure and compression ratio in Fig. 7.4. The fore-vacuum tolerance and corresponding
maximum compression ratio are characterized by the sharp reduction of the throughput at approx-
imately 𝑝DT,outlet = 20 Pa. Detailed insight into the breakdown process is provided in Fig. 7.5,
which shows the DT pressure evolution along the line connecting LDP in- and outlet, which is in-
dicated in Fig. 7.2 (b) and the inset in Fig. 7.5. It is evident that the mercury vapor jet of the third
stage cannot sustain against backing pressures exceeding 10-15 Pa, which effectuates a pressure
increase in the volume between second and third stage. Similarly, the second stage breaks down
between 20-22.5 Pa. By taking into account the sharp reduction of the throughput visible in Fig.
7.4 it can be inferred that the first stage cannot operate at full load under these conditions.
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Figure 7.4.: Normalized LDP throughput per unit length 𝑞DT∕𝐿 as a function of the outlet pressure
𝑝DT,outlet and compression ratio 𝜅. Simulation results are indicated by the symbols and
connected with straight lines to guide the eye.

Knowledge of the fore-vacuum tolerance is important because it determines the requirements on
the backing pumps, which have to operate at the handover pressure.

7.3.7. Mercury backstreaming rate

The backstreaming rate is defined as the net mass flow rate of mercury leaving through the LDP
inlet, i.e.

�̇�BS = �̇�Hg,inlet𝑚Hg. (7.9)
The mercury backstreaming rate has to be determined for two main reasons: Firstly, backstreaming
reduces the pumping speed because it increases the chance that gas molecules are reflected in the
volume between pump inlet and jet without being pumped. Secondly, it defines the load that the
upstream baffle has to handle and consequently the baffle design which has to compromise between
a high gas conductance and high mercury containment efficiency. DSMC simulations of the LDP
backstreaming rate have been performed for varying inlet and outlet gas pressures as depicted in
Fig. 7.6. Evidently, the mercury backstreaming rate decreases with increasing gas (here DT) inlet
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0.05 Pa and six different prescribed outlet pressures 𝑝DT,outlet between 1 and 22.5 Pa.
The dashed lines indicate the positions of the nozzle outlet cross-sections of the re-
spective stages.

pressure. This is explicable by the increased amount of intermolecular collisions between gas and
mercury vapor. These on the one hand reduce the pumping speed but on the other hand reduce
the backstreaming rate as mercury atoms have a chance to be reflected into the pump body. The
backstreaming rate is independent of the gas outlet pressure over a wide range and only starts to
increase as the fore-vacuum tolerance of the LDP is approached. The backstreaming rate varies
between 20 and 30mg s−1 per LDP (i.e. with length 𝐿 = 1.75m) for burn and dwell conditions
respectively.
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Figure 7.6.: Mercury vapor backstreaming rate per unit length �̇�BS∕𝐿 as a function of (a) the in-
let pressure for a fixed outlet pressure and of (b) the outlet pressure for a fixed inlet
pressure. Simulation results are indicated by the symbols and connected with straight
lines to guide the eye. The points circled in red in both figures correspond to the same
case. The dashed red line indicates the inlet pressure corresponding to a throughput of
𝑞burn,LDP = 3Pam3 s−1 per LDP as expected during the Tokamak burn phase.
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The main reason for the high backstreaming rate is the concurrent condensation and evaporation
on the cooled pump walls, which is for the first time modeled realistically in the present work and
has been neglected in previous DSMC simulations of diffusion pumps. This is confirmed by a
sensitivity study with respect to the wall cooling temperature in the next section.

7.3.8. Sensitivity of the wall cooling temperature

The temperature of the cooled walls determines how much condensed mercury is re-evaporated
due to its saturation vapor pressure. Consequently, it is the most important source for mercury
backstreaming. In order to quantify the impact, three different realistic wall-cooling temperatures
(270.15, 280.15 (baseline) and 290.15K) have been compared numerically. The results regard-
ing the pumping speed, capture coefficient and backstreaming rate are collected in Tab. 7.4. The
comparison underlines the significance of the wall temperature for the pumping speed (and capture
coefficient) as well as the mercury vapor backstreaming rate. The pumping speed increases con-
siderably at lower wall temperatures in particular when compared with the much smaller impact
of vapor superheating as discussed in Sec. 7.3.3. This is in good agreement with the experimental
results of the Livermore LDP [52]. The backstreaming rate scales even stronger with the cooling
temperature and changes by a factor of 4.5 between 270.15 and 290.15K. The primary reason for
the observed scaling is the strong temperature dependency of the saturation pressure which changes
by a factor of more than 6.5 over the investigated temperature range of 20K. This is also the dom-
inating factor in the relative change of the term 𝑝Hg,sat∕

√

𝑇cool, which characterizes the theoretical
scaling of the evaporation flux (cf. Eq. (3.38)). Comparison between the relative change of this
term and the backstreaming rate reveals that the latter scales weaker but in the same order of mag-
nitude. The presumable reason is that the evaporation flux from the walls is also partially limited
by the local condensation fluxes in case of the LDP especially at the vertical position of the first
nozzle stage and above.

Table 7.4.: Sensitivity of the pump performance to the cooling temperature 𝑇cool of the LDP
walls. Values in parentheses indicate the relative change to the baseline configuration at
280.15K. An inlet DT pressure of 0.05 Pa and outlet DT pressure of 10 Pa is assumed
in all cases.

Property Unit
Wall cooling temperature 𝑇cool

270.15K 280.15K 290.15K
Hg saturation pressure 𝑝Hg,sat Pa 0.0200 (−62.4%) 0.0531 0.132 (+148%)
𝑝Hg,sat∕

√

𝑇cool Pa∕
√

K 0.00121 (−61.7%) 0.00317 0.00775 (+144%)
Pumping speed 𝑆 m3 s−1 35.1 (+6.61%) 32.9 29.2 (−11.2%)
Capture coefficient 𝜍 1 0.249 (+6.61%) 0.234 0.208 (−11.2%)
Backstreaming rate �̇�BS mg s−1 11.3 (−54.2%) 24.7 51.1 (+107%)

7.3.9. Reduction of mercury backstreaming by guard plates

Backstreaming mitigation is essential for the optimization of diffusion pump designs. Beside
the reduction of the wall cooling temperature discussed above, the so-called cold cap or guard ring
[62, 64–67] is particularly effective. This component corresponds to an actively or passively cooled
element that is arranged to condense the over-divergent vapor stream leaving the nozzle opposite
to the pumping direction. These devices are claimed to be effective for oil- and mercury-driven
diffusion pumps.
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The concept has been transferred to LDPs in form of so-called guard plates, which are installed
close to the upper stage nozzle skirts. An almost tenfold decrease of the backstreaming rate was ob-
served under the assumption of perfect mercury vapor condensation on the guard plates and cooled
walls in a previous work by the author [131]. Here, a more realistic boundary condition has been
employed to analyze if and how this impacts the guard plate efficiency. For this purpose the per-
formance of the baseline LDP is compared to two configurations featuring guard plates maintained
at different temperature levels. The position and dimensions of the guard plates can be seen in
Fig. 7.7, which also compares the pressure distribution of mercury vapor in the vicinity of the first
nozzle stage. The direct comparison reveals that the mercury vapor pressure upstream of the first
nozzle is reduced significantly by the installation of guard plates. Furthermore, a reduction of the
guard plate temperature from 280.15K to 240K, leads to a further reduction in the backstreaming
rate due to the lower saturation pressure. Considering that mercury desublimation on the guard
plates has to be prevented, the temperature has to be maintained above the triple point 234.32K
[68]. Therefore, the simulation assuming a guard plate temperature of 240K can be considered as
the limiting case.
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Figure 7.7.: Comparison of the mercury vapor pressure distribution around the upper nozzle stage

for three different configurations. (a) Baseline configuration without guard plates; (b)
guard plates cooled at 280.15K; (c) guard plates cooled at 240K. The temperature of
the outer pump casing is 280.15K in all configurations.

The performance of the three LDP configurations is compared in Tab. 7.5. Discernibly, the
backstreaming rate is significantly reduced by the introduction of the guard plates. Compared with
the baseline configuration, the backstreaming rate reduces by 25%when cooling the guard plates to
280.15K and by 57% at the lower limit of 240K. Moreover, the impact of the guard plates on the
pumping speed and capture coefficient is negligible as shown in Tab. 7.5. A marginal decrease of
the pumping speed is observed for the higher guard plate temperature, whereas the exact opposite
is the case for the lower guard plate temperature. This can be attributed to the interplay of the
reduction in flow cross-section (which reduces the transmission probability) and the reduction of
the backstreaming rate (causing less gas particles to be reflected towards the inlet).

This investigation confirms that the backstreaming reduction predicted by the model employing
the more realistic condensation-evaporation boundary condition is not as pronounced as is the case
for the simpler model assuming perfect condensation without re-evaporation that has been previ-
ously used to simulate single-stage LDPs and predicted a reduction of the backstreaming rate by
almost one order of magnitude when guard plates are introduced [131]. However, considering that
the installation and cooling of guard plates requires minimal additional expense and infrastructure,
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7. Application to the EU-DEMO high vacuum pumping system

Table 7.5.: Impact of guard plates and their cooling temperature on the LDP performance. Values
in parentheses indicate the relative change to the baseline configuration which does not
feature guard plates. An inlet DT pressure of 0.1 Pa and outlet DT pressure of 10 Pa
is prescribed. Irrespective of the guard plate temperature, the temperature of the outer
pump casing is 280.15K in all cases.

Property Unit Baseline
Guard plates

280.15K 240K
Pumping speed 𝑆 m3 s−1 32.4 31.9 (−1.39%) 32.6 (+0.708%)
Capture coefficient 𝜍 1 0.230 0.227 (−1.39%) 0.232 (+0.708%)
Backstreaming rate �̇�BS mg s−1 20.7 15.4 (−25.5%) 11.8 (−43%)

it is still recommended to implement them in order to reduce the load on the upstream baffle.

7.3.10. Tritium inventory and activity

A key motivation for the research into mercury-driven diffusion pumps is that continuous oper-
ation reduces the tritium inventory compared to discontinuous pumping solutions like cryopumps.
The steady inventory in the pumps can be determined from the simulations by integrating the local
densities over the cell volumes of the simulation domain. The sensitivity with respect to the inlet
and outlet gas pressures is depicted in Fig. 7.8. The simulations consider DT as the pumped gas
species which is expected to provide a realistic estimation with respect to the tritium inventory.
The inventory and activity are found to be insensitive to changes of the inlet pressure in the op-
erational range and only starts to increase once the former is exceeded. The relationship with the
outlet pressure is approximately linear up to the fore-vacuum tolerance and intensifies at higher
outlet pressures. Based on the simulations the steady gaseous tritium inventory per LDP (i.e. with
length 𝐿 = 1.75m) is in the range of 25 to 750 µg depending on the pressures at the inlet and
outlet of the pump. This tritium mass corresponds to an activity of 9 to 270GBq. Hence, the total
extrapolated tritium inventory in all 30 LDPs (10 pumping ducts, 3 LDPs per duct) is lower than
23mg; corresponding to 8.3 TBq. It is emphasized that the cases discussed here do not cover all
potential operating scenarios. Additionally, the reported inventory does only consider the pump
body as shown in Fig. 7.9, which compares the activity density in the LDP for three different com-
binations of inlet and outlet pressures. The tritium inventory and activity are concentrated (note the
logarithmic scale) in the volume below the third nozzle stage, which is responsible for the majority
of the compression. This also explains the aforementioned insensitivity with respect to the inlet
pressure. Another important contributor to the tritium inventory of the pumping system is there-
fore the necessary piping to the backing pumps, which is not considered here. For these reasons
the reported inventories are considered indicative. For comparison the tritium inventory of the fuel
in the ITER cryopumps is estimated to reach about 100 g [229]. Thus, even when considering the
aforementioned uncertainties, it is clear that the tritium inventory can be reduced significantly by
utilizing a continuous pumping system relying on diffusion pumps.

7.3.11. Summary of the linear diffusion pump development and next steps

The simulations discussed demonstrate the applicability of the developed models for designing
and optimizing diffusion pumps for torus exhaust pumping. Although the discussed parametric
studies are not exhaustive, they serve as a first step in the development and provide an indica-
tion of the anticipated performance. This section gives a brief summary of the main findings and
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Figure 7.8.: (a) Tritium inventory per unit length𝑚T∕𝐿 and tritium activity per unit length as func-
tions of the inlet pressure for a fixed outlet pressure. (b) Tritium inventory per unit
length 𝑚T∕𝐿 and tritium activity per unit length as functions of the outlet pressure for
a fixed inlet pressure. Simulation results are indicated by the symbols and connected
with straight lines to guide the eye. The points circled in red in both figures correspond
to the same case. The dashed red line indicates the inlet pressure corresponding to a
throughput of 𝑞burn,LDP = 3Pam3 s−1 per LDP as expected during the Tokamak burn
phase.
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Figure 7.9.: Comparison of the local tritium activity density in the LDP for three different oper-

ating conditions: (a) 𝑝DT,inlet = 0.01 Pa & 𝑝DT,outlet = 10 Pa, (b) 𝑝DT,inlet = 0.1 Pa &
𝑝DT,outlet = 10 Pa and (c) 𝑝DT,inlet = 0.1 Pa & 𝑝DT,outlet = 20 Pa.
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7. Application to the EU-DEMO high vacuum pumping system

recommendations regarding the next development steps.
For the described baseline design and operating conditions, a pumping speed of 33.6m3 s−1

(corresponding to a capture coefficient of 0.239) for DT has been evaluated in the operational range.
The operational range is limited to inlet pressures of approximately 0.1 Pa and lower. The highest
expected burn throughput results in an inlet pressure of approximately 0.081 Pa, which is close to
the maximum inlet pressure but still in the operational range (approximately 3% pumping speed
reduction compared with the plateau value). A reduced order model can be used to extrapolate
the capture coefficients of all other exhaust gas mixture constituents from DT simulation results
of a given pump design, thereby reducing the required computational effort of parametric studies
substantially. Under similar operating conditions the pumping speeds of the main exhaust gas
species differ between 41.4m3 s−1 (H2) and 14.1m3 s−1 (Ar). Superheating of the mercury vapor
can improve the pumping speed only marginally, nonetheless it should be considered to prevent
mercury condensation in the vapor feed line.

The highest tolerable fore-vacuum pressure is approximately 20 Pa at the assumed mercury va-
por driving pressure of approximately 250 Pa, thus resulting in a maximum compression ratio of
approximately 250 under burn conditions (but higher during dwell).

The backstreaming rate is approximately 30mg s−1 per LDP and two methods of reducing back-
streaming are compared. Firstly, reducing the cooling temperature of the pump casing responsible
for condensing the mercury proofs to be very effective. A reduction of the cooling temperature by
10K increases the pumping speed by 6.6% while reducing the backstreaming rate by more than
50%. Secondly, guard plates have been identified to be effective in reducing the backstreaming
rate at negligible impact on the performance.

The steady gaseous tritium inventory inside the LDPs is estimated in the sub-gram range, con-
firming the advantages of a continuous over a discontinuous pumping system with respect to the
tritium inventory.

The next steps in the LDP development program have to focus on the following aspects:
• Design, assembly and experimental exploitation of an easily modifiable test LDP in a relevant

size. Based on the discussed simulation results, provisions should be made for the integra-
tion of guard plates and an adjustable cooling temperature of the pump walls. Furthermore,
it is suggested to perform an in-depth experimental study of the condensation behavior of
mercury vapor under the conditions prevalent in a LDP.

• A preliminary advanced nozzle pipe design has been developed with the aim to produce a
uniform vapor distribution upstream the linear nozzle for arbitrary pipe lengths by integra-
tion of an intermediate throttling stage. A more detailed description is available in Appendix
A.7.2. The final design choice should be based on an experimental comparison of the ad-
vanced to the regular nozzle pipe design in the test LDP.

• The LDP DSMC simulations require quantitative experimental validation to identify po-
tential deficits related to their limitation to two dimensions. For example, the achievable
fore-vacuum tolerance can be overestimated by the two-dimensional simulations that inher-
ently neglect the boundary effects at the front and rear pump walls. Moreover, it is suggested
to measure the pressure distribution along the nozzle pipes, which have not been modeled in
the present work, for both the regular as well as the advanced design. This allows to adjust
the assumptions on the vapor stagnation state that are used to calculate the boundary condi-
tions at the nozzle throat of the two-dimensional DSMC LDP model and thus improve the
results. Additionally, detailed experiments on the condensation behavior of mercury vapor
in a LDP as described above can be used to adjust the condensation coefficient in the DSMC
boundary condition.
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7.4. Preliminary design and performance of the mercury baffle adapter

• The developed simulation framework can be employed to continue the optimization of the
pump design based on the preliminary results presented and discussed above. Examples of
potential future parametric investigations include the mercury vapor stagnation conditions,
the nozzle angles and the relative position of the nozzle pipes of the three stages.

The next section introduces the design of the baffle adapter to be installed upstream of the LDPs.
Furthermore, its performance is discussed with regard to the LDP backstreaming rate determined
in the present section.

7.4. Preliminary design and performance of the mercury baffle
adapter

The migration of the backstreaming mercury vapor of the LDPs has to be limited. The LDP
design introduced above permits the parallel installation of three LDPs per pumping port. For this
reason it is space-saving to design a single, so-called mercury baffle adapter (MBA), per port that
is attached to all three LDPs in parallel. A preliminary design of the MBA is depicted in Fig.
7.10. This design includes three main components: Three parallel condensation baffle stages in
the respective connectors to the LDPs, a second desublimation baffle stage and a linear high vac-
uum gate valve (sketched without actuator). The MBA is connected to the MFP retentate outlet on
the upstream side, which is why its inlet cross-section area of 𝐴MBA,in = 3.04m2 corresponds to
the MFP outlet area (cf. Tab. 7.1). The total outlet area of the three parallel connectors that are
foreseen for the installation of the LDPs corresponds to 𝐴MBA,out = 3 ⋅ 𝐴LDP,in = 1.68m2. The
same baffle design is used for the condensation and desublimation baffle stages. The baffle config-
uration is chosen based on the parametric survey discussed in Chap. 6. In particular, the following
parameters are selected: The offset configuration is implemented due to its higher transmission
probability using the identified optimum angle of 25◦. The smallest tolerable Knudsen number is
specified to be KnHg ≈ 0.05 at a conservative maximum mercury vapor pressure of 1 Pa assumed
during the burn phase. Based on this the gap between the baffle plates is chosen as ℎ ≈ 36mm
(resulting in KnHg ≈ 0.06). To ensure a sufficient containment efficiency the overlap of the line
of sight to gap ratio is chosen as 𝛿∕ℎ ≈ 0.4, because Fig. 6.6 indicates negligible containment
efficiency losses compared to the free-molecular regime above this value (in case of KnHg = 0.05,
the vapor transmission probability is 0.026%). The baffle thickness is chosen as 𝑡 = 5mm to en-
sure manufacturability of internal cooling channels. Based on Fig. 6.7, a transmission probability
deterioration of about 10% is to be expected at the resulting thickness to gap ratio of 𝑡∕ℎ ≈ 0.14.
These properties result in a conservative baffle design, serving as an appropriate starting point for
potential future optimization. The cooling of the two baffle stages can for example be provided
using gaseous nitrogen as proposed in [11, 23]. The design and successful operation of a similar
system has been reported in [230]. The temperature of the three parallel first stage baffles should
be kept above the triple point of mercury. The temperature of the second stage has to be lower to
further reduce the mercury vapor backstreaming. The optimum temperature for this stage has to
be determined in future experiments.

The gate valve has two main functions. It allows isolating the MBA and LDPs from the upstream
pumping system for regeneration and maintenance. Further, it provides flexibility during operation
as it can be used to adjust the effective pumping speed that the LDPs provide at the interface to
the MFPs and to regulate the pressure. Partially closing the valve yields a pressure increase in the
MFPs and a pressure reduction in the MBA, which in turn changes the MBA flow regime towards
higher Knudsen numbers.
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Figure 7.10.: (a) CAD drawing of the preliminary mercury baffle adapter. Three LDPs are con-

nected to the MBA in parallel via the bottom flanges (depicted in exploded view). (b)
Half-section view of the MBA to reveal the inner components, which are labeled: ①

three parallel first baffle stages and flanges to LDPs (see (a)), ② second baffle stage,
③ linear high vacuum gate valve. The cutout on the right provides a detailed view on
the offset baffle configuration used in both stages.

7.4.1. Performance prediction in the free-molecular regime

A simulation of the complex, three-dimensional geometry of the baffle is computationally de-
manding outside the free-molecular regime. However, due to the extensive parametric studies upon
which the design is based on it is not deemed necessary at the present stage of development. For
this reason a TPMC simulation has been performed using the software MOLFLOW+ (version
2.9.0) [120, 121] to determine a conservative estimate of the MBA transmission probability in the
free-molecular regime. The results are summarized in Tab. 7.6. Due to the conservative baffle
design that is used for condensation and desublimation stages the transmission probability is only
4.8%. The conductance depends on the thermal particle velocity and therefore scales ∝ 𝑚−0.5 with
the particle mass 𝑚.

7.4.2. Mercury accumulation and baffle regeneration

The operating principle of the second baffle stage is based on the desublimation of mercury
vapor. Thus, mercury in solid form accumulates in the baffle during operation and regeneration of
the baffle is necessary in regular intervals. The mercury accumulation rate can be estimated based
on the determined LDP backstreaming rate and the vapor transmission probability of the baffle.
The former is largest during the dwell phase and in the order of magnitude of 30mg s−1 per LDP
for the baseline LDP design proposed above when operated with mercury vapor at a stagnation
pressure of approximately 250 Pa. Regarding the latter, the vapor transmission probability is about
0.026% (assuming a sticking coefficient of unity) for the minimum expected Knudsen number of
KnHg = 0.05. Combining these two figures results in an estimated mercury vapor load of 23 µg s−1
or 2 g d−1 on the second baffle stage1. Obviously, this is only a first ballpark estimate and sensitive

12 g of liquid mercury corresponds to a spherical droplet of ca. 6.5mm diameter.
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Table 7.6.: Free-molecular TPMC simulation results of the mercury baffle adapter.
Property Unit Value

Number of test particles 1 1 × 109

Number of pumped particles 1 48 × 106

Transmission probability 1 0.0480

Conductance (at 293.15K)

He

m3 s−1

45.45
D2 45.31
DT 40.55
T2 37.03
Ne 20.25
Ar 14.39

to the actual sticking coefficient, which will have to be determined in dedicated experiments.
Regeneration can be performed by closing the high vacuum gate valve, shutting down the LDPs

and then purging the baffle with hot gas in order to vaporize the desublimated mercury. Apart from
mercury vapor, high boiling species, like tritiated water Q2O, that are expected in the exhaust gas
mixture [19] condense or desublimate in the baffle. While it is not expected that these increase the
tritium inventory considerably and thus dominate the required regeneration frequency, it is neces-
sary to separate them from the mercury vapor during the regeneration phase. As this precludes
purely cryogenic separation, a separate purification system is required. A possible implemen-
tation could combine a condensation pre-separation stage (at temperatures where only mercury
condenses) with a subsequent mercury amalgamation stage (e.g. metal packed column) consisting
of gold, sodium, potassium, cadmium, zinc or their alloys, which have been used previously for
mercury trapping [231–233].

7.4.3. Summary of the mercury baffle adapter development and next steps

A preliminary MBA design that incorporates two baffle stages for mercury vapor condensation
and desublimation and a high vacuum valve to facilitate regeneration has been proposed. The
design of the two baffle stages is based on the parametric simulations and can be regarded as a
conservative starting point.

One of the central results of the present work is the importance of the baffle performance on the
integrated system. This motivates the need for a dedicated experimental study of a mercury baffle
adapter under DEMO relevant operating conditions. The two main outcomes of this study should
be an experimental confirmation of the vapor containment efficiency and a determination of the
onset of performance deterioration with respect to the accumulated amount of mercury. Regarding
the vapor containment efficiency, the DSMC simulations indicate a strong scaling with the sticking
coefficient. A smaller than unity effective sticking coefficient is expected due to surface conditions,
inhomogeneous temperature distribution and re-evaporation, however it is not possible to determine
an accurate value without experiments. The onset of performance deterioration with respect to the
accumulation of mercury in the baffle will determine the required regeneration frequency. The
outcomes of the experimental work can be used to tune the sticking factor assumed in the TPMC
simulation to make this tool also useful for predicting the mercury containment efficiency and
accumulation rate in the desublimation stage.
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7.5. Estimation of the integrated performance of the EU-DEMO
high vacuum pumping system

The performance of LDPs and MBA has been determined and these results are used here to
estimate the integrated system performance by means of a hybrid model2. As indicated in Sec.
7.2, this hybrid model combines the simulation results obtained by the detailed subsystem models
in the form of the following analytical expression by means of the Ansatz of Oatley:

𝜍eff =
[

1
𝑤duct+MFP

+
𝐴duct,in

𝐴MBA,in

(

1
𝑤MBA

− 1
)

+
𝐴duct,in

3𝐴LDP,in

(

1
𝜍LDP

− 1
)]−1

. (7.10)
The cross-sections, transmission probabilities and capture coefficients have been determined above
and are summarized in Tab. 7.7. Based on these parameters the system performance in the INTL
loop can be determined to 𝜍eff = 0.0174, meaning that a gas particle entering the vacuum duct in
the sub-divertor region has a 1.74% chance to be pumped during dwell when the MFPs are not
operated and all pumping is provided by the LDPs. This value exceeds the requirement of 0.00282
that was determined for burn conditions (Eq. (7.1)) significantly, and it is furthermore expected
that Eq. (7.10) yields conservative results during burn due to the assumption of free-molecular
flow. However, the requirements of the dwell performance are more stringent than the ones of the
burn performance in EU-DEMO so that it is justified to focus on the dwell performance in the
following.

Table 7.7.: Summary of the subsystem parameters used in the hybrid model of the EU-DEMO high
vacuum pumping system. In case of the LDPs the capture coefficient of DT during burn
determined in Sec. 7.3.2 has conservatively been assumed.

Property Symbol Value Reference
Pumping duct inflow cross-section 𝐴duct,in 5.62m2 [216, 218]

Transmission probability duct & MFPs 𝑤duct+MFP 0.104 [218]
MBA inflow cross-section 𝐴MBA,in 3.04m2

Sec. 7.4MBA transmission probability 𝑤MBA 0.0480
LDP inflow cross-section 𝐴LDP,in 0.56m2

Sec. 7.3LDP capture coefficient (for DT) 𝜍LDP 0.232

As no detailed information on the dwell load is available yet, it is only possible to determine
a tolerable dwell gas load that can be processed by the pumping system. The tolerable dwell gas
load follows as 𝑞dwell ≤ 0.36 Pam3 s−1 (for an assumed terminal sub-divertor pressure of 2mPa
and with linear pressure scaling) from Fig. 7.1 or Eq. (7.2) and is about five times higher than the
expected protium outgassing rate of 0.0715 Pam3 s−1. At the tolerable load the inlet LDP pressure
can be estimated to be of the order of 0.3mPa. Future work has to show if outgassing rates within
the tolerable limit are realistic for the first wall and divertor materials, also with regard to the
increasing effects of irradiation over their lifetime in the reactor.

7.5.1. Sensitivity analysis of the subsystems

A mathematical sensitivity study of the integrated system to its subsystems can be performed due
to the analytical nature of the hybrid model in Eq. (7.10). Under the assumption that the physical

2The same hybrid model, however for a different system configuration, has been introduced and discussed in a previous
publication by the author [228].
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layout of the system is fixed, i.e. that all interface cross-sections between the subsystems remain
constant, the transmission probabilities and LDP capture coefficient are the only variables. It is
therefore possible to derive the sensitivity of the system with respect to the property 𝜒𝑖 = {𝑤𝑖, 𝜍𝑖}
as the partial derivative,

𝜕𝜍eff
𝜕𝜒𝑖

=
𝐴duct,in

𝐴𝑖,in
⋅
(

𝜍eff
𝜒𝑖

)2
. (7.11)

Based on this the relative sensitivity Λ𝑖 with respect to the baseline configuration can be obtained
by normalizing the partial derivative according to

Λ𝑖 =
𝜕𝜍eff
𝜕𝜒𝑖

|

|

|

|0
⋅
𝜒𝑖,0
𝜍eff ,0

=
𝐴duct,in

𝐴𝑖,in
⋅
𝜍eff ,0
𝜒𝑖,0

, (7.12)
where the properties with subscript “0” correspond to the baseline configuration characterized by
the values summarized in Tab. 7.7. The resulting relative sensitivities for the three subsystems
are listed in Tab. 7.8. The relative sensitivity can be interpreted as a measure of how much the
integrated system performance improves if a subsystem is improved. For example, if the LDP
performance is improved by 5%, the determined relative sensitivity of ΛLDP = 0.251 implies
that the integrated system performance improves by only 1.25%. Therefore, the comparison of
the relative sensitivities (right most column in Tab. 7.8) is helpful in identifying the bottlenecks
at which optimization efforts should be focused. For example, the MFP design was found to be
limiting the INTL performance in a previous study [228] and the design revised afterwards to the
design with improved conductance considered in the present work [218]. Based on the results
of the present analysis further optimization efforts have to concentrate on improving the MBA
transmission probability.

Table 7.8.: Relative sensitivities of the integrated system performance to the performance of each
subsystem. The right most column compares the sensitivities to each other to identify
the relative importance of the subsystems during optimization.

Subsystem Relative sensitivity Value Proportion
Pumping duct & MFPs Λduct+MFP 0.168 15.4%
Mercury baffle adapter ΛMBA 0.672 61.6%
Linear diffusion pumps ΛLDP 0.251 23.1%

7.5.2. Species dependent pumping speeds

The species dependency of the pumping speeds is only relevant in or close to free-molecular
conditions. The expected effects therefore change between burn and dwell phases of the Tokamak.

During the dwell phase the flow is free-molecular in nearly the entire high vacuum pumping
system. Therefore, the species effect is dominated by the species dependent conductance resulting
from the thermal velocity, which is inversely proportional to the square root of the species mass. In
fact, the LDP pumping speed exhibits a weaker scaling with the species mass. Hence, the concen-
tration shift is most pronounced at the inlet of the duct and slightly reduces along the pumping path
towards the LDPs. Additionally, a transient concentration shift is expected during the initial phase
of pump-down as the lighter gases are pumped faster. The preceding discussion is supported by
experimental and numerical findings in JET (which uses cryopumps), in which higher molecular
pressures in the sub-divertor were observed for deuterium plasmas than for protium plasmas for
the same throughput [234].
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During the burn phase the flow in the duct between sub-divertor and MFPs is in the viscous
regime. Therefore, no species effects are expected in the sub-divertor volume and an influence on
the plasma operation is thereby effectively excluded. Inside the MFPs the active separation of the
unburnt fuel due to superpermeation leads to an enrichment of all passive species in the retentate
mixture that has to be pumped by the LDPs. A further, albeit much smaller species effect occurs
inside the LDPs as the flow becomes transitional. Due to the higher pumping speed for lighter
gases (cf. Tab. 7.3), the heavier constituents enrich in the volume upstream of the first nozzle
stage.

7.6. Development state and implications for the rough pumping
system

In this chapter, a preliminary high vacuum system layout featuring linear, mercury-driven dif-
fusion pumps has been discussed. The required dwell performance is identified to be the limiting
factor based on an analysis of the expected operating conditions and loads during burn and dwell.
Furthermore, the dwell load likely is dominated by the outgassing rate from the plasma facing ma-
terials. Next, preliminary designs for LDP and MBA have been introduced and simulated using the
developed models. Subsequently, a hybrid model including the obtained performance parameters
has been implemented to estimate the integrated performance of the INTL high vacuum pumping
system. The investigation shows that burn requirements can be met by the chosen components.
Regarding the dwell performance an upper limit of approximately 0.36 Pam3 s−1 is identified for
the tolerable outgassing rate. Furthermore, a sensitivity study of the integrated pumping system
performance to the individual subsystem performances reveals that the MBA features the highest
optimization potential. Moreover, expected concentration shifts due to species dependent pumping
speeds are qualitatively discussed, and no general issues are determined with respect to the Toka-
mak operation. Finally, the required pumping speed of the rough pumping system during burn can
be estimated to be approximately 5-10m3 s−1 based on the simulated LDP fore-vacuum tolerance
of approximately 10-20 Pa. A promising combination of mercury-driven ejector pumps and mer-
cury liquid ring pumps expected to be capable of providing this performance is currently under
investigation.

Additionally, recommendations on future experimental work are provided. Regarding the LDP it
is important to validate the two-dimensional DSMC results (especially the fore-vacuum tolerance)
and their extrapolation to three dimensions. On the subject of the MBA it is important to firstly re-
confirm the estimated mercury containment efficiency and secondly to determine the performance
degradation with respect to the accumulated amount of mercury on the desublimation baffle stage
in order to establish the regeneration frequency. It is currently foreseen to perform these experi-
ments in the framework of the DIPAK (Direct Internal Recycling Integrated Development Platform
Karlsruhe) platform, which will allow integrated testing of the vacuum pumping technologies.
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8.1. Summary
This work contributes to advance the development of mercury-driven vapor diffusion pumps for

the application in the exhaust pumping system of future nuclear fusion power plants. Vapor diffu-
sion pumps are operating continuously and therefore are considered as a replacement for discontin-
uous high vacuum pumping technologies like cryopumps, which are currently used as a standard
in nuclear fusion experiments.

The vapor diffusion pump operating principle is based on the momentum transfer from a su-
personic vapor jet to the pumped gas. For reasons of tritium compatibility, the use of mercury is
advantageous in fusion power plants. Mercury does not degrade under the tritium beta radiation,
it does not undergo any chemical reactions and it has a low solubility for tritium. Furthermore,
it has favorable neutron activation properties. Therefore, the main purpose of the present work
is to develop and validate numerical simulation models that can be used to design and optimize
mercury-driven vapor diffusion pumps for the application in a nuclear fusion reactor.

The objective is achieved by first identifying the design driving performance indicators of diffu-
sion pumps on the basis of a literature research. By that, the requirements for dedicated models of
the gas-vapor interaction inside the diffusion pump, the vapor trap upstream of the pump and the
integrated vacuum system are established. Diffusion pumps operate in the rarefied gas flow regime,
where neither a continuum nor a free-molecular descriptions of the flow is valid. Therefore, the
kinetic theory of gases has to be employed for a description of the physical particle transport pro-
cesses inside the diffusion pump and the vapor trap. Furthermore, the Direct Simulation Monte
Carlo method (DSMC) is identified as adequate for modeling complex geometries. The available
open source DSMC tool, SPARTA, has been extended with respect to the application to diffu-
sion pump modeling. As highlights this involved the determination of parameters for modeling the
intermolecular potential of mercury vapor via the Variable Soft Sphere (VSS) model, an implemen-
tation of a common species weighting algorithm to improve the computational efficiency and a new
boundary condition that allows to describe the local, concurrent condensation and evaporation of
mercury on the cooled walls of the pump.

Two models describing the interaction between the mercury vapor jet and gas inside the pump
have been established. The first model is based on a model described in literature and purely analyt-
ical. It is formulated in dimensionless form and subsequently used to explain the main influencing
factors on the diffusion pump operation with a focus on the application in fusion reactor vacuum
systems. The second model is more detailed and involves the interaction of the mercury vapor jet
with the mechanical structure of the pump. Simulations of this model are performed numerically
by using the DSMC method and can be employed to describe realistic pump geometries.

The model assumptions have been validated by a detailed comparison with the experimental
results obtained in the experimental NEMESIS setup. NEMESIS resembles a single-stage mercury
diffusion pump which has been developed and successfully operated in the mercury laboratory at
KIT. Measurements of the axial mercury vapor pressure distribution in the expanding jet, the fore-
vacuum tolerance and the mercury mass flow rate have been performed at different boiler powers.

A vapor trap has to be installed upstream of the diffusion pumps. Vapor traps are based on
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cooled baffle plates that condense or desublimate the impinging vapor molecules. A peculiarity
with respect to the application in a pulsed Tokamak are the operating pressure differences between
the burn and dwell phases. Therefore, free-molecular descriptions of baffles that are available in
literature are not applicable. For this reason, the performance of two baffle geometries has been
investigated over a wide gas rarefaction range in the present work based on a simplified DSMC
model. Parametric studies of the main geometrical and operational baffle features have enabled to
extract design guidelines.

Lastly, the developed models have been applied to derive preliminary designs of a linear vapor
diffusion pump and mercury baffle adapter for the application in the European demonstration fu-
sion power plant (EU-DEMO). Exemplary parametric studies for the chosen vapor diffusion pump
design have allowed to quantify the influence of several operational parameters. Additionally, a
reduced order model for predicting the diffusion pump capture coefficient under different operat-
ing conditions has been introduced on the basis of the analytical model and its applicability has
been verified. The combination of the sophisticated DSMC pump model with the reduced order
model allows to improve the efficiency of future parametric studies substantially. It is confirmed
that stricter requirements are set on the high vacuum system by dwell than by burn specifications.
Moreover, a hybrid model of the pumping train has been established by incorporating the sim-
ulation results of the subsystem performances. This has allowed to analyze the performance of
the integrated EU-DEMO high vacuum pumping system for the first time. The sensitivities of the
subsystems which are comprised of metal foil pumps, mercury baffle adapter and linear diffusion
pumps have been derived and discussed. It has been shown that the system characterized by the
combination of the considered preliminary subsystem designs delivers the required performance
during burn and a tolerable dwell gas load has been derived.

8.2. Recommendations for future work
Recommendations for future work are grouped in three categories and discussed in the following.

Advancements of the vacuum system design should be based on the developed hybrid
model of the integrated system and its results. Most importantly, the subsystem sensitivities of
a given design provide guidance on the highest optimization potential. Additionally, it is recom-
mended to consider a rearrangement of the subsystems if the found tolerable dwell gas load is
exceeded. A significant improvement of the dwell performance is expected if the metal foil pumps
are moved downstream of the linear diffusion pumps because they act as a passive flow resistance
during dwell.

Future experimental work regarding the mercury-driven diffusion pumps is recommended
to focus on two main aspects: Firstly, the validation of the applicability of the two-dimensional
DSMC model for describing the linear diffusion pumps. It is expected that the fore-vacuum tol-
erance is the most sensitive regarding the inherent negligence of the boundary interactions on the
front and rear pump walls in the two-dimensional model. Furthermore, the mercury vapor pressure
distribution in the linear nozzle pipes should be measured. First theoretical studies of an advanced
nozzle pipe design capable of providing uniform vapor conditions upstream of the linear nozzle by
means of a throttling stage are promising but require experimental validation. Moreover, a detailed
experimental study of the condensation behavior of the mercury vapor on the cooled walls of the
pump could provide valuable input for further improvements of the DSMC model. Secondly, a
parametric study of the mercury baffle adapter should be initiated. Experimental results are neces-
sary in order to establish a database of the sticking factor as a function of the operating conditions.
Additionally, it is mandatory to determine the performance degradation of the desublimation stage
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with respect to the amount of accumulated mercury in order to derive the required regeneration
frequency. To accomplish these objectives, work on designing a test linear diffusion pump and
mercury baffle adapter in EU-DEMO relevant scales using the simulation models and results of
the present work has been initiated. It is planned to integrate these in the framework of the DIPAK
platform, which is foreseen for the integrated testing of the vacuum pumping technologies.

Further development of the simulation models can be supported by integrating experi-
mental results once they are available, for example in the form of an efficiency factor. Moreover,
experiments dedicated to the transport properties of mixtures featuring mercury and the other ex-
haust gas mixture constituents can be used to improve the Variable Soft Sphere model parameters
of interspecies collisions, which are averaged from the properties of the pure substances in the
present work. Furthermore, the advancement of kinetic models with respect to accurate modeling
of gas mixtures should be monitored. Together with the recent progress regarding the paralleliza-
tion of the Discrete Velocity Method on graphics processing units, these can evolve to a potentially
more efficient alternative to the Direct Simulation Monte Carlo method employed in the present
work. Accompanying the suggested experiments regarding the pressure distribution in the nozzle
pipes continuum simulations could be performed and compared with the experimental results.
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A. Appendices

A.1. Mathematical expressions

A.1.1. Error function

The error function is defined as (cf. [75, 77])

erf(𝑥) = 2
√

𝜋 ∫
𝑥

0
exp

{

−𝑡2
}

d𝑡. (A.1)

A.1.2. Gamma function

The gamma function is defined as (cf. [77])

Γ(𝑥) = ∫
∞

0
𝑡𝑥−1 exp {−𝑡} d𝑡. (A.2)

A.2. Fundamentals of gas kinetics

A.2.1. Phase space distribution function

Phase-space refers to the six dimensional space that is spanned by the three spatial coordinates
�⃗� = [𝑥, 𝑦, 𝑧]T and the three velocity coordinates 𝑣 = [𝑣𝑥, 𝑣𝑦, 𝑣𝑧]T - here both in the Cartesian
coordinate system. At a given time 𝑡0 any particle 𝑝 in the system can be identified with a discrete,
six dimensional position in phase space (𝑥𝑝, 𝑣𝑝). It is infeasible for most real world systems to
consider all involved particles individually. Therefore, the continuous, six dimensional particle
velocity distribution function 𝑓 (�⃗�, 𝑣) is introduced, which describes the statistical distribution of
particles in phase space. The value of the distribution function 𝑓 at a given point (𝑥𝑖, 𝑣𝑖) in phase
space is equivalent to the particle phase density (dimensions s3∕m6) at �⃗�𝑖 and with velocity 𝑣𝑖. For
most real-world applications averaged, macroscopic properties like the pressure or temperature are
more relevant. The derivation of these from the microscopic distribution function is described in
Appendix A.2.3.

A.2.2. The Boltzmann equation

The Boltzmann equation describes the temporal evolution of the particle velocity distribution
function 𝑓 (𝑡, �⃗�, 𝑣), short 𝑓 , and can be expressed as a seven dimensional integro-differential equa-
tion:

𝜕𝑓
𝜕𝑡

= −𝜕𝑓
𝜕�⃗�
𝑣

𝑎)

− 𝜕𝑓
𝜕𝑣
𝐹
𝑚

𝑏)

+ 𝐶(𝑓 )
𝑐)

. (A.3)

Exhaustive mathematical derivations of this equation can be found in various textbooks covering
the kinetic theory of gases [75, 235]. Therefore, a more descriptive derivation is provided here:
For a six-dimensional volume d�⃗�d𝑣 around point (�⃗�𝑖, 𝑣𝑖) in phase space the average number of
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particles residing in this element at time 𝑡 is given by 𝑓 (𝑡, �⃗�𝑖, 𝑣𝑖) d�⃗�d𝑣. This count of particles can
change with time (l.h.s. of Eq. (A.3)) by three mechanisms (r.h.s. of Eq. (A.3)): Firstly and most
intuitively, particles that have a velocity in d𝑣 around 𝑣𝑖 can move in and out of the element d�⃗�
around �⃗�𝑖 in physical space by crossing its bounding surface (term a) in Eq. (A.3)). Secondly,
particles that are located in d�⃗� around �⃗�𝑖 can undergo a change in velocity so that they either join
or leave the element d𝑣 around 𝑣𝑖. Such a change in velocity can happen in two ways: Particles can
either be accelerated by an external force 𝐹 acting on their mass 𝑚 (term b) in Eq. (A.3)) or their
velocity is changed by intermolecular collisions with other particles (term c) in Eq. (A.3)). The
collision operator𝐶(𝑓 ) introduces most of the complexity in the equation because - unlike the other
terms - it requires integrating over the distribution function as collisions always involve at least two
particles. Ludwig Boltzmann derived an expression for this operator under the main assumptions
of molecular chaos and the restriction to dilute gases by considering only binary collisions [75, 76,
236]:

𝐶(𝑓 (𝑣)) = ∭
+∞

−∞ ∫
2𝜋

0 ∫
𝜋

0

(

𝑓 ′(𝑣′)𝑓 ′(𝑣′2) − 𝑓 (𝑣)𝑓 (𝑣2)
)

sin(𝜒)𝜎(𝑐𝑟, 𝜒)𝑐𝑟 d𝜒 d𝜖 d𝑣2. (A.4)

In Eq. (A.4) 𝑣 and 𝑣2 correspond to the velocities of the binary collision partners before the
collision. Similarly, 𝑣′ and 𝑣′2 are the velocities after the collision. The magnitude of the rel-
ative velocity is abbreviated as 𝑐𝑟 = |

|

𝑣2 − 𝑣|| = |

|

|

𝑣′2 − 𝑣
′|
|

|

. 𝜎 is called the differential collision
cross-section, which depends on the molecular potential that is assumed for the particles [76, 77].
Finally, 𝜒 and 𝜖 are the deflection and azimuthal angles of the collision. One of the most important
properties of 𝐶(𝑓 ) is that it conserves mass, momentum and energy, which are therefore called
collision invariants [76].

A.2.3. Converting the microscopic to the macroscopic state

The microscopic description of the gas via the particle velocity distribution function 𝑓 can be
converted to all relevant macroscopic properties by calculating moments of 𝑓 at a given point �⃗�𝑖 in
physical space. The moments of 𝑓 are calculated by integrating the product of any chosen particle
property (e.g. the speed) with 𝑓 over the entire velocity space at the given point �⃗�𝑖. The most
important macroscopic gas properties are the number density,

𝑛(�⃗�𝑖) = ∭
+∞

−∞
𝑓 (�⃗�𝑖, 𝑣) d𝑣, (A.5)

the bulk velocity,

𝑢(�⃗�𝑖) =
1

𝑛(�⃗�𝑖) ∭
+∞

−∞
𝑣(�⃗�𝑖)𝑓 (�⃗�𝑖, 𝑣) d𝑣, (A.6)

the mean particle velocity magnitude or speed,

𝑣(�⃗�𝑖) =
1

𝑛(�⃗�𝑖) ∭
+∞

−∞
|

|

𝑣(�⃗�𝑖)|| 𝑓 (�⃗�𝑖, 𝑣) d𝑣, (A.7)
the pressure,

𝑝(�⃗�𝑖) =
𝑚
3 ∭

+∞

−∞
|

|

𝑣(�⃗�𝑖) − 𝑢(�⃗�𝑖)||
2 𝑓 (�⃗�𝑖, 𝑣) d𝑣, (A.8)

and the translational temperature,
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𝑇 (�⃗�𝑖) =
𝑚
3𝑘𝐵

1
𝑛(�⃗�𝑖) ∭

+∞

−∞
|

|

𝑣(�⃗�𝑖) − 𝑢(�⃗�𝑖)||
2 𝑓 (�⃗�𝑖, 𝑣) d𝑣. (A.9)

Other quantities - for example the heat flux - can be obtained as higher order moments of 𝑓 .
They are omitted here for the sake of brevity but can be found in literature (e.g. [76, 237]). It is
also noted that the expressions above are only valid in case the gas is composed of a single species.
In case the gas is composed of several different species the above expressions are only valid by
replacing the distribution function 𝑓 (�⃗�𝑖, 𝑣) with the distribution function 𝑓𝑠(�⃗�𝑖, 𝑣) of the particles
of species 𝑠, e.g.

𝑛𝑠(�⃗�𝑖) = ∭
+∞

−∞
𝑓𝑠(�⃗�𝑖, 𝑣) d𝑣. (A.10)

The average properties of a gas mixture composed of𝑁𝑠 constituents follow from the macroscopic
properties of the involved species (see e.g. [77, 237]):

𝑛mix(�⃗�𝑖) =
𝑁𝑠
∑

𝑠=1
𝑛𝑠(�⃗�𝑖), (A.11)

𝜌mix(�⃗�𝑖) =
𝑁𝑠
∑

𝑠=1
𝜌𝑠(�⃗�𝑖) =

𝑁𝑠
∑

𝑠=1
𝑚𝑠𝑛𝑠(�⃗�𝑖), (A.12)

𝑢mix(�⃗�𝑖) =
1
𝜌mix

𝑁𝑠
∑

𝑠=1
𝜌𝑠(�⃗�𝑖)𝑢𝑠(�⃗�𝑖), (A.13)

𝑝mix(�⃗�𝑖) = 𝑘𝐵𝑛mix(�⃗�𝑖)𝑇mix(�⃗�𝑖) =
𝑁𝑠
∑

𝑠=1

[

𝑝𝑠(�⃗�𝑖) +
1
3
𝜌𝑠(�⃗�𝑖) ||𝑢𝑠(�⃗�𝑖) − 𝑢mix(�⃗�𝑖)||

2
]

. (A.14)

A.2.4. Intermolecular potentials

In order to derive inter-particle collisional quantities it is necessary to describe the binary colli-
sion cross-section 𝜎, which is part of the Boltzmann collision operator in Eq. (A.4), more closely.
The collision cross-section depends on the assumed intermolecular potential, i.e. the force field by
which the particles interact with each other. The simplest model is the Hard Sphere (HS) model,
in which the particles are assumed to be rigid spheres so that the total cross-section1 is simply

𝜎𝑇 ,HS = 𝜋𝑑2HS, (A.15)
where 𝑑HS is the particle diameter. This model however, is not able to accurately represent transport
properties like viscosity, thermal conductivity and diffusion coefficient of actual gases at differ-
ent temperatures. In order to remedy these shortcomings more complex intermolecular potentials
have been introduced over the years. A group of models that is attractive for the use in numerical
computations because of their relative simplicity at acceptable accuracy are the so-called Variable
Hard Sphere (VHS) [100] and Variable Soft Sphere (VSS) [78] models, which feature identical total
cross-sections that include a dependency on the collision energy [100]:

𝜎𝑇 ,VSS = 𝜎𝑇 ,VHS = 𝜋𝑑2ref

(

𝑐2𝑟,ref
𝑐2𝑟

)𝜔−0.5

, (A.16)

1The total cross-section 𝜎𝑇 is related to the differential cross-section 𝜎 by 𝜎𝑇 = 2𝜋 ∫ 𝜋
0 𝜎 sin𝜒 d𝜒 , where 𝜒 is the

deflection angle.
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where 𝑐𝑟 corresponds to the relative velocity of the collision partners, 𝜔 is the viscosity coefficient
and “ref” indicates constant, gas specific reference values. The HS model is recovered for the
special case of 𝜔 = 0.5. If the gas is in thermal equilibrium, i.e. if the velocity distribution is
Maxwellian, the mean collision energy is directly related to the temperature so that Eq. (A.16) can
be expressed as

𝜎𝑇 ,VSS,eq = 𝜎𝑇 ,VHS,eq = 𝜋𝑑2ref

(

𝑇ref
𝑇

)𝜔−0.5 (2.5 − 𝜔)0.5−𝜔

Γ(2.5 − 𝜔)
, (A.17)

where Γ(...) is the Gamma function (cf. Appendix A.1.2). The latter factor depends only on the
viscosity coefficient 𝜔 and is a constant for a specific gas (mixture)2. The gas specific reference
properties have to be derived from either quantum mechanical calculations or experimental mea-
surements of the gas transport properties. Parameters for common gases are available in tabulated
form in [77].

A.2.5. Mean free path and mean collision time of gas mixtures

The equilibrium mean free path and mean collision time of VHS and VSS gas mixtures are
identical and derived in [77]. For a mixture composed of 𝑁𝑠 species the mean collision time
follows as:

𝜏VHS,eq,mix =
⎡

⎢

⎢

⎣

𝑁𝑠
∑

𝑖=1

𝑛𝑖
𝑛

⎛

⎜

⎜

⎝

𝑁𝑠
∑

𝑗=1

√

8𝑘𝐵𝑇ref ,𝑖𝑗𝜋
𝑚𝑟,𝑖𝑗

𝑑2ref ,𝑖𝑗𝑛𝑗

(

𝑇
𝑇ref ,𝑖𝑗

)1−𝜔𝑖𝑗⎞
⎟

⎟

⎠

⎤

⎥

⎥

⎦

−1

, (A.18)

where 𝑚𝑟,𝑖𝑗 is the reduced mass defined as

𝑚𝑟,𝑖𝑗 =
𝑚𝑖𝑚𝑗
𝑚𝑖 + 𝑚𝑗

. (A.19)

Similarly, the mean free path follows as

𝜆VHS,eq,mix =
𝑁𝑠
∑

𝑖=1

𝑛𝑖
𝑛

[ 𝑁𝑠
∑

𝑗=1
𝜋𝑑2ref ,𝑖𝑗𝑛𝑗

√

1 +
𝑚𝑖
𝑚𝑗

(𝑇ref ,𝑖𝑗
𝑇

)𝜔𝑖𝑗−0.5
]−1

. (A.20)

In both expressions (Eqs. (A.18) & (A.20)) the VHS properties in case 𝑖 = 𝑗 correspond to the ones
of the pure species. The mixed properties (i.e. 𝑖 ≠ 𝑗) have to be either measured experimentally or
estimated. As dedicated experimental measurements for mixtures are scarce they are commonly
estimated as the average of the involved species, e.g. 𝜔𝑖𝑗 = 0.5 ⋅ (𝜔𝑖+𝜔𝑗) [77]. The latter approach
is also used in the present work as discussed in Sec. 3.5.2.

A.3. Implementation details of the Direct Simulation Monte
Carlo method

A.3.1. The No Time Counter method

DSMC differs from molecular dynamics simulations in that its simulator particles represent
numerous real particles. Thus, intermolecular collisions cannot be computed rigorously as in a

2The complexity of this term results from the choice of the reference value definition as 𝑐𝑟,ref =
(

𝑐2𝜔−1𝑟
|

|

|ref

)1∕(2𝜔−1),
which simplifies derived quantities [77].
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molecular dynamics simulation which considers every real particle and its interactions with all
other particles. Instead, intermolecular collisions are treated in a stochastic manner in the DSMC
method. Consider two DSMC particles (1, 2) each representing 𝐹𝑁 physical particles with ve-
locities 𝑣1, 𝑣2 and relative velocity 𝑐𝑟,12 (magnitude 𝑐𝑟,12) that reside in the same computational
cell with volume 𝑉 . Given their collision cross-section 𝜎𝑇 ,12 their binary collision probability 𝑃12
within a time of Δ𝑡 is given by the ratio of the volume swept out by the cross-section moving at the
relative speed and the volume of the computational cell [77]:

𝑃12 =
𝐹𝑁𝜎𝑇 ,12𝑐𝑟,12Δ𝑡

𝑉
. (A.21)

If there are more than two particles in the computational cell the naive approach is to calculate
the individual collision probabilities of all 0.5 ⋅ 𝑁𝑝(𝑁𝑝 − 1) particle pairs. Therefore, the naive
approach features a computational complexity of𝑂(𝑁2

𝑝 ) and thus becomes less effective the smaller
the average 𝑃12. In order to improve the efficiency of the collision step, Bird introduced the so-
called No Time Counter (NTC) method [122, 123]: The computational complexity is reduced by a
priori calculating the maximum number of potential collision pairs 𝑁𝑐,max to check by means of

𝑁𝑐,max =
𝑁𝑝(𝑁𝑝 − 1)

2
⋅
𝐹𝑁 (𝜎𝑇 𝑐𝑟)maxΔ𝑡

𝑉
, (A.22)

where (𝜎𝑇 𝑐𝑟)max is the maximum product of cross-section and relative velocity in the respective
cell. At the start of the simulation this value is initialized to a reasonably large number and then
kept up to date during the simulation in case a larger product is encountered in a collision [122].
During a time step 𝑁𝑐,max collision pairs3 are chosen at random from the particles residing in the
computational cell and each collision is accepted with the probability

𝑃12 =
𝜎𝑇 ,12𝑐𝑟,12
(𝜎𝑇 𝑐𝑟)max

. (A.23)

The computational complexity of Eq. (A.22) & (A.23) is 𝑂(𝑁𝑝) as 𝑁𝑝 ∝ 𝐹−1
𝑁 , therefore making

the NTC method more efficient than the naive approach discussed above [238, 239].
The NTC algorithm can either be applied to all particles within the cell or to groups of particles.

In the latter case, the algorithm is performed for each group pairing including the groups paired
with themselves. For example if the simulation considers two species 𝐴 and 𝐵, collisions are
computed for the group pairings 𝐴 − 𝐴, 𝐴 − 𝐵 and 𝐵 − 𝐵. The product 0.5 ⋅𝑁𝑝(𝑁𝑝 − 1) in Eq.
(A.22) is then replaced by 0.5 ⋅𝑁𝑝,𝐴(𝑁𝑝,𝐴 − 1), 𝑁𝑝,𝐴𝑁𝑝,𝐵 and 0.5 ⋅𝑁𝑝,𝐵(𝑁𝑝,𝐵 − 1) respectively.
While this requires more computational storage as the product (𝜎𝑇 𝑐𝑟)max has to be stored for each
group pairing, it improves the efficiency of the algorithm for high mass ratios between the species
[77]. The reason for this is that the product (𝜎𝑇 𝑐𝑟)max is otherwise dominated by the light species
due to its wider velocity distribution function (cf. Fig. 3.1), which results in a high number of
collision attempts at a very low probability for the heavier species as per Eq. (A.23). As mercury
vapor has a significantly higher mass than all the exhaust gas species (up to factor ∼ 50 for helium
and deuterium) collision groups are used in the present work.

A.4. One-dimensional DSMC diffusion pump simulation

The purpose of this appendix is to provide in-depth information about the case setup discussed
in Sec. 4.2 of the main text.

3As𝑁𝑐,max is usually a floating point number, it is truncated, and the remaining fraction is carried over to the next time
step.
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The simulation domain of the DSMC model is depicted in Fig. A.1. At the upstream boundary
(𝑥 = 0) mercury vapor and gas particles are injected based on the assumption of equilibrium
Maxwell-Boltzmann distribution functions. In case of the gas the conditions are given by the
reservoir conditions at number density 𝑛G,r and temperature 𝑇G,r . The mercury vapor jet enters with
bulk velocity 𝑢V, number density 𝑛V and temperature 𝑇V following a shifted Maxwell-Boltzmann
distribution function. Particles of both species leaving the domain through the upstream boundary
are removed from the simulation. At the downstream boundary (𝑥 = 𝐿) mercury vapor particles
are allowed to freely leave the domain (sticking coefficient 𝜉V = 1), whereas the limited uptake
capacity of the backing pump for the gas is modeled by a sticking coefficient 𝜉G < 1. Gas particles
not considered to be pumped (probability 1− 𝜉G) are reflected diffusely assuming a temperature of
the outlet of 𝑇𝐿 = 𝑇G,r .

All case parameters and results for the cases shown in Fig. 4.4 are collected in Tab. A.1. As
the comparison is performed in the operational range of the diffusion pump the capture coefficient
is not sensitive to both the upstream gas density 𝑛G,r and the outlet sticking coefficient 𝜉G. This is
verified by halving as well as doubling both of these parameters separately, which does not change
the computed capture coefficient by more than 1%. Additionally, it is verified that the results are
not sensitive towards the chosen species weights by altering the ratio between neon and mercury
vapor particles 𝐹𝑁,Ne∕𝐹𝑁,Hg from 0.0375 (standard cases) to 0.075 and 0.15, while keeping the
number of gas particles in the domain roughly the same (thus doubling / quadrupling the number
of mercury vapor particles in the domain). Comparing the three setups confirms that the choice of
the species weights do not change the computed capture coefficient by more than 1%.

𝑥 = 0

𝑥 = 𝐿

𝑥

𝑛G,r , 𝑇G,r , 𝑢G,r = 0

𝑛V, 𝑇V, 𝑢V

𝜉V = 1, 𝜉G, 𝑇𝐿 = 𝑇G,r

Figure A.1.: DSMC model of a simplified one-dimensional diffusion pump (resembling the prob-
lem in Fig. 4.1). Indices “G” and “V” refer to the gas and vapor respectively. The
simulation domain spans 𝑥 = 0 (“upstream”) to 𝑥 = 𝐿 (“downstream”).
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Table A.1.: Overview of the simulation parameters, the resulting speed ratio𝛷 and the DSMC and
analytical capture coefficients 𝜍DSMC and 𝜍0. The other simulation parameters are held
constant and are: 𝐿 = 0.4m, 𝑛G,r = 2.41 × 1019m−3 and 𝜉G = 0.1. The DSMC
parameters are chosen as Δ𝑥 = 50 µm, Δ𝑡 = 5 × 10−9 s and 𝐹𝑁,Hg = 1 × 1015.
Additionally, the species weights 𝐹𝑁,Ar = 2.5×1013, 𝐹𝑁,Ne = 3.75×1013 and 𝐹𝑁,He =
5 × 1013 are used to improve the ratio of simulated gas to mercury vapor particles.
Finally, it has been verified that each computational cell contains more than 10 gas as
well as mercury vapor simulator particles.

Gas Gas temp. Mercury vapor jet Speed ratio Capture coefficient
- 𝑇G,r 𝑛V 𝑇V 𝑢V 𝛷 𝜍DSMC 𝜍0
- (in K) (in m−3) (in K) (in ms−1) - - -

Ar

200 4.53 × 1020 58.9 255 0.884 0.974 0.961

300
3.95 × 1020 147 202 0.570 0.907 0.872
4.53 × 1020 58.9 255 0.722 0.961 0.927
4.12 × 1020 18.5 286 0.809 0.974 0.948

400 4.53 × 1020 58.9 255 0.625 0.946 0.895

Ne

200 4.53 × 1020 58.9 255 0.629 0.927 0.897

300
3.95 × 1020 147 202 0.405 0.814 0.765
4.53 × 1020 58.9 255 0.513 0.897 0.841
4.12 × 1020 18.5 286 0.575 0.924 0.874

400 4.53 × 1020 58.9 255 0.444 0.871 0.796

He

200 4.53 × 1020 58.9 255 0.280 0.677 0.631

300
3.95 × 1020 147 202 0.181 0.518 0.473
4.53 × 1020 58.9 255 0.229 0.618 0.556
4.12 × 1020 18.5 286 0.256 0.663 0.598

400 4.53 × 1020 58.9 255 0.198 0.577 0.505

A.5. NEMESIS DSMC Simulations

This appendix supplements the description of the numerical DSMC model of the NEMESIS
diffusion pump, which is introduced in Sec. 4.3 of the main text and the simulations that have been
performed with this model.

A.5.1. Verification of the DSMC simulation parameters

The choice of the DSMC parameters (time step, number of particles per cell and grid) have been
verified by comparison with simulations using a refined set of parameters. Representative cases
for both setups of the boundary ③ in Fig. 4.5 have been considered and the results are summarized
in the following paragraphs.

Open inlet, boundary condition ③ a) Helium and argon have been considered as the pumped
gas species. The comparison of the cases with standard DSMC setup and refined parameters are
summarized in Tab. A.2. Comparison of the results between standard and refined setups reveals
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that the largest deviation is found for the helium pumping speed 𝑆 and capture coefficient 𝜍 and
amounts to approximately 2%. The case considering argon is considerably less sensitive towards
the DSMC parameters. Due to the approximately 3.2 times higher thermal velocity of helium as
compared with argon it is expected that the deviation is mainly a result of the time discretization.

Table A.2.: Comparison of DSMC simulations with standard and refined parameters for represen-
tative cases with mercury vapor stagnation temperature 403.15K and considering he-
lium and argon as the pumped gas respectively. The critical time for each species is
calculated as Δ𝑡crit,𝑖 = Δ𝑥

|
𝑢𝑖|+𝑣mp,𝑖

in each cell.

Category Property Unit
Case setup

Helium Argon
Standard Refined Standard Refined

Setup
Δ𝑡 s 2.5 × 10−8 1 × 10−8 2.5 × 10−8 1 × 10−8

𝑁𝑝 1 × 106 ≈ 38 ≈ 77 ≈ 36 ≈ 73
𝑁𝑐 1 897, 277 2, 319, 536 924, 553 2, 408, 902

𝑁sample 1 200, 000 400, 000 200, 000 400, 000
𝑁𝑝∕cell < 10 % of 𝑁𝑐 0.01 0.01 0.01 0.01
𝑁𝑝∕cell < 20 % of 𝑁𝑐 26.63 31.93 27.04 31.85
Δ𝑥∕𝜆mix > 1 % of 𝑁𝑐 0.02 0.00 0.02 0.00

DSMC Δ𝑥∕𝜆mix > 1∕3 % of 𝑁𝑐 49.27 15.02 47.99 14.48
criteria Δ𝑡∕𝜏mix > 1 % of 𝑁𝑐 0.00 0.00 0.00 0.00

Δ𝑡∕𝜏mix > 1/3 % of 𝑁𝑐 0.00 0.00 0.00 0.00
Δ𝑡∕Δ𝑡crit,Hg > 1/3 % of 𝑁𝑐 0.00 0.00 0.00 0.00
Δ𝑡∕Δ𝑡crit,gas > 1/3 % of 𝑁𝑐 0.00 0.00 0.00 0.00

Results
�̄� 1 0.2216 0.2218 0.7078 0.7080
𝑆 m3 s−1 1.577 1.546 0.6424 0.6423
𝜍 1 0.2920 0.2862 0.3755 0.3754

Cost Relative run time 1 1.0 4.255 0.9273 4.505

Closed top flange, boundary condition ③ b) The experimental setup that is used to validate
the DSMC model as discussed in Chap. 5 is approximated by considering a closed top flange.
The case with the highest vapor stagnation temperature of 403.15K as given by Tab. 5.3 has been
chosen because this corresponds to the densest mercury vapor jet. Moreover, a fairly high gas
pressure of 4.5 Pa, which is close to the fore-vacuum tolerance has been chosen. The setup, DSMC
criteria, results and an estimation of the relative computational cost are compared in Tab. A.3 for
three cases: The first case features the standard setup which was used for all simulations in Chap.
5. The second case uses identical DSMC parameters except for a tenfold increase of the number
of sampling time steps 𝑁sample. Finally, a refined set of DSMC parameters is used in the last case.
Evidently, the most sensitive quantity is the nitrogen pressure 𝑝HV,N2

at the upper boundary, which
shows a deviation between 1-2%. Due to the low pressure, which corresponds to a low simulator
particle sample size, this is likely a result of poor statistics. This hypothesis is supported by the
good agreement between the case employing default DSMC parameters except for the increased
sample size and the case using refined parameters.
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Table A.3.: Comparison of DSMC simulations with three different case setups for a representa-
tive case with mercury vapor stagnation temperature 403.15K and prescribed nitrogen
pressure 4.5 Pa. The first case setup corresponds to the standard setup used for all sim-
ulations in Chap. 5. The second setup uses the same DSMC parameters but with a
tenfold increased number of sampling time steps. Finally, the third setup uses refined
DSMC parameters. The critical time for each species is calculated asΔ𝑡crit,𝑖 = Δ𝑥

|
𝑢𝑖|+𝑣mp,𝑖in each cell.

Category Property Unit
Case setup

Standard Statistics Refined

Setup
Δ𝑡 s 2.5 × 10−8 2.5 × 10−8 1 × 10−8

𝑁𝑝 1 × 106 ≈ 44 ≈ 44 ≈ 177
𝑁𝑐 1 846, 454 844, 549 6, 082, 187

𝑁sample 1 200, 000 2, 000, 000 400, 000
𝑁𝑝∕cell < 10 % of 𝑁𝑐 0.01 0.01 0.00
𝑁𝑝∕cell < 20 % of 𝑁𝑐 19.22 19.25 17.95
Δ𝑥∕𝜆mix > 1 % of 𝑁𝑐 0.03 0.03 0.00

DSMC Δ𝑥∕𝜆mix > 1∕3 % of 𝑁𝑐 47.70 47.90 5.73
criteria Δ𝑡∕𝜏mix > 1 % of 𝑁𝑐 0.00 0.00 0.00

Δ𝑡∕𝜏mix > 1/3 % of 𝑁𝑐 0.00 0.00 0.00
Δ𝑡∕Δ𝑡crit,Hg > 1/3 % of 𝑁𝑐 0.00 0.00 0.00
Δ𝑡∕Δ𝑡crit,N2

> 1/3 % of 𝑁𝑐 0.00 0.00 0.00

Results
𝑝FV,N2

Pa 4.530 4.529 4.529
𝑝HV,N2

Pa 0.1750 0.1781 0.1770
𝑝FV,Hg Pa 0.4013 0.4027 0.4033
𝑝HV,Hg Pa 0.1114 0.1121 0.1121

Cost Relative run time 1 1.0 9.56 10.22

A.5.2. Sensitivity of modeling assumptions

The sensitivity of the DSMC pump model towards the main modeling assumptions and numer-
ical parameters is assessed. All the simulations in the present section are performed under the
assumption of a closed top flange, i.e. boundary condition ③ b), which corresponds to the ex-
perimental setup discussed in Chap. 5. Additionally, the fore-vacuum tolerance is chosen to test
the sensitivity because this has been used for the validation of the DSMC pump model with the
experimental data.

Vapor liquid boundary condition The influence of the vapor liquid boundary condition that
was assumed for mercury on the cooled outer walls of the pump has been assessed by performing
comparable simulations under the assumption of perfect condensation, i.e. an effective condensa-
tion coefficient of 𝛼𝑐,eff = 1. This corresponds to the assumption of all previously reported DSMC
diffusion pump models in literature [94, 95, 101–104, 132, 199] with the exception of a previ-
ous work by the author which discusses the sensitivity of the effective condensation coefficient
[131]. Furthermore, the temperature assumed on the cooled surfaces (cylindrical outer walls and
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top flange) is changed from 288.15K (standard setup) to 283.15K (for the simulations assuming
𝛼𝑐,eff = 1). The simulation results of the model assuming 𝛼𝑐,eff = 1 have been compared to the
experimental results in an accepted manuscript [199] by the author.

Here, the simulation results of the two models are compared to determine the sensitivity with
respect to the fore-vacuum tolerance of the mercury vapor jet at different vapor stagnation tempera-
tures, which is determined as described in Sec. 5.3.1. Figure A.2 depicts the high vacuum pressure
as a function of the fore-vacuum pressure assuming nitrogen as the pumped gas. Furthermore,
the extracted fore-vacuum tolerances are listed in Tab. A.4. The simulations with both boundary
conditions are performed at the same four stagnation conditions. It is evident that the fore-vacuum
tolerance is not sensitive towards the implemented boundary condition as the maximum deviation
between the two implementations is 6.4%.

1 2 3 4 5
N2 fore-vacuum pressure (in Pa)

0.0
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1.0

1.5
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) 𝛼𝑐,eff < 1

𝛼𝑐,eff < 1
𝛼𝑐,eff < 1
𝛼𝑐,eff < 1

𝛼𝑐,eff = 1; 𝑇0 = 383.15K
𝛼𝑐,eff = 1; 𝑇0 = 389.15K
𝛼𝑐,eff = 1; 𝑇0 = 395.15K
𝛼𝑐,eff = 1; 𝑇0 = 403.15K

Figure A.2.: High vacuum nitrogen pressure as a function of the fore-vacuum nitrogen pressure
comparing the two vapor liquid boundary conditions for four vapor stagnation condi-
tions (individual: symbols, fit: lines).

Table A.4.: Comparison of the fore-vacuum tolerance at four stagnation temperatures between
DSMC simulations assuming concurrent condensation and evaporation at saturation
conditions at 288.15K (𝛼𝑐,eff < 1, standard setup) and perfect condensation (𝛼𝑐,eff = 1)
at 283.15K (the latter have been published in a previous work by the author [199]).

𝑻𝟎
𝜶𝒄,𝐞𝐟𝐟 < 𝟏 𝜶𝒄,𝐞𝐟𝐟 = 𝟏

𝒑𝐅𝐓 𝒑𝐅𝐓
(in K) (in Pa) (in Pa)
383.15 1.33 1.25
389.15 2.02 1.93
395.15 2.84 2.77
403.15 4.04 4.01

Effective condensation coefficient In addition to the comparison in the last paragraph, the
sensitivity of the fore-vacuum tolerance to the boundary condition describing the mercury vapor
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condensation has been analyzed by varying the effective condensation coefficient of the mercury
vapor. Four simulations are compared that assume values for 𝛼𝑐,eff between 1.0 (as compared to
the standard setup in the previous paragraph) and 0.5 (which is much lower than expected based
on the literature review on this matter in Sec. 3.5.5). A visual comparison of the nitrogen pressure
in the high vacuum compartment above the jet as function of the fore-vacuum pressure is depicted
in Fig. A.3. A large deviation is only observed for the lowest effective condensation coefficient of
𝛼𝑐,eff = 0.5, whereas the cases for effective condensation coefficients between 0.8 and 1.0 are in
very good agreement. Notably, the determined values for the fore-vacuum tolerance varies between
2.77 and 2.80 Pa for all cases, i.e. within 1%, despite the visual differences. Thus, it is concluded
that the fore-vacuum tolerance is not sensitive to the assumption of the effective condensation
coefficient.
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𝛼𝑐,eff = 1.0
𝛼𝑐,eff = 0.9
𝛼𝑐,eff = 0.8
𝛼𝑐,eff = 0.5

Figure A.3.: High vacuum nitrogen pressure as a function of the fore-vacuum nitrogen pressure
comparing four DSMC simulation setups (individual: symbols, fit: lines). The DSMC
simulations feature similar setups apart from the effective condensation coefficient
which is varied from 𝛼𝑐,eff = 1.0 to 𝛼𝑐,eff = 0.5. The same mercury vapor stagnation
temperature 395.15K is assumed in all cases.

Rotational degrees of freedom The implementation of the rotational degrees of freedom in
the present work assumes a temperature independent, constant rotational relaxation number. To
investigate the sensitivity of the results to this assumption, a comparative simulation is performed
that neglects the rotational degrees of freedom of the nitrogen molecules entirely (i.e. assuming
𝑧rot,N2

= 0). Apart from the modeling of the rotational degrees of freedom the DSMC simulation
setup is identical. The results of the comparison are available in Tab. A.5. The pressures in the high
and fore-vacuum compartments are found to deviate less than 1% between the case with default
setup (𝑧rot,N2

= 2) and the case neglecting the rotational degrees of freedom. Thus, the simulation
results are not sensitive to the modeling of the rotational degrees of freedom. This conclusion
can be extended towards the hydrogen isotopologues because their rotational relaxation number is
almost 35 times higher than that of nitrogen, which implies a less frequent energy exchange.
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Table A.5.: Comparison of DSMC simulations including the rotational degrees of freedom of
the nitrogen molecules (standard setup) and neglecting them for a representative case
with mercury vapor stagnation temperature 403.15K and prescribed nitrogen pressure
4.5 Pa.

Property Unit 𝒛𝐫𝐨𝐭,𝐍𝟐
= 𝟐 (default) 𝒛𝐫𝐨𝐭,𝐍𝟐

= 𝟎
𝑝FV,N2

Pa 4.530 4.537
𝑝HV,N2

Pa 0.1750 0.1764
𝑝FV,Hg Pa 0.4013 0.3977
𝑝HV,Hg Pa 0.1114 0.1111

VSS parameters in interspecies binary collisions Due to the absence of exhaustive ex-
perimental data for the transport properties of mercury vapor gas mixtures the interspecies VSS
collision parameters (𝑑12,ref , 𝑇12,ref , 𝜔12 and 𝛼12) are averaged from the properties of the pure
substances (cf. Tab. 3.1). The comparisons of the binary diffusion coefficients predicted by the
VSS model and experimental data discussed in Sec. 3.5.2 has revealed that the qualitative agree-
ment is good, however, quantitative differences are observed foremost for the Hg-He mixture (cf.
Fig. 3.8). In order to analyze the sensitivity of the DSMC simulation results with respect to the
VSS parameters comparative simulations for helium are performed in which the binary scattering
coefficient 𝛼12 is adjusted to achieve a better agreement between the binary diffusion coefficient
predicted by the VSS model and the experimental data. The remaining interspecies VSS parame-
ters are determined as averages. It is noted that a change of the scattering coefficient also changes
the mixture viscosity, however to a smaller degree than the binary diffusion coefficient. The results
of the comparison between the default cases using averaged parameters and the considered cases
with modified scattering coefficient 𝛼12 are depicted in Fig. A.4 for two different mercury vapor
stagnation conditions. The qualitative and quantitative agreement of the high vacuum pressure
evolution between the cases at identical mercury vapor stagnation conditions is good. As expected
the increase of the binary diffusion coefficient by approximately 20% effectuates higher high vac-
uum pressures at the same fore-vacuum pressures and a steeper gradient. This in turn leads to
significantly lower fore-vacuum tolerances compared with the default setups. The relative devia-
tion is more pronounced at the lower mercury vapor stagnation temperature of 395.15K where the
fore-vacuum tolerance reduces by 18% from 1.67 Pa (default setup) to 1.37 Pa. At the higher mer-
cury vapor stagnation temperature of 403.15K a reduction by 12% from 3.36 Pa (default setup)
to 2.96 Pa is observed. However, two aspects are emphasized: Firstly, the VSS binary diffusion
coefficients for the mixtures of mercury vapor with other gases show a much better agreement with
experimental data than the investigated Hg-He mixture (cf. Fig. 3.8). Therefore, smaller devia-
tions are expected for the other gas species in the exhaust gas mixture. Secondly, the fore-vacuum
tolerance is expected to be the most sensitive diffusion pump performance indicator with respect
to the binary diffusion coefficient. Nonetheless, future work dedicated to the determination of the
transport properties of mercury vapor gas mixtures could be used to improve the VSS parameters
by deriving collision specific parameters in better agreement with the experimental data.

Species weighting As outlined in Sec. 3.5.4 species weighting can lead to random walk effects
that can in turn result in errors in the DSMC simulations. While species weights have not been used
in the simulations of the NEMESIS pump, they are mandatory for the simulation of multistage dif-
fusion pumps. For this reason the one-dimensional verification shown in Fig. 3.11 is substantiated
by the present sensitivity study for the two-dimensional axisymmetric NEMESIS domain. Three
cases are compared: The first case conforms to the default setup (i.e. without species weighting)
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Figure A.4.: High vacuum helium pressure as a function of the fore-vacuum helium pressure com-
paring four DSMC simulations (individual: symbols, fit: dashed lines). The DSMC
simulations feature identical setups apart from the interspecies VSS scattering coeffi-
cient 𝛼12, which is varied from the averaged value of 𝛼12 = 0.5 ⋅ (𝛼Hg+𝛼He) = 1.3547
(default setup) to 𝛼12 = 1.9, which leads to a binary diffusion coefficient close to the
experimental value shown in Fig. 3.8. Two different mercury vapor stagnation con-
ditions are compared.

and species weights are used in the other two cases to double the number of nitrogen and mer-
cury simulator particles respectively. The results are collected in Tab. A.6. The comparison of
the resulting high and fore-vacuum pressures of nitrogen and mercury confirms that these are not
sensitive to species weighting, as the observed deviations are smaller than 0.5%, which is within
the statistical error resulting from the limited sample size as estimated in Appendix A.5.1.

Table A.6.: Comparison of DSMC simulations without species weighting (𝐹𝑁,N2
= 𝐹𝑁,Hg = 𝐹𝑁,0,

default setup) and with active species weighting for nitrogen (𝐹𝑁,N2
= 0.5 ⋅ 𝐹𝑁,0,

𝐹𝑁,Hg = 𝐹𝑁,0) as well as mercury (𝐹𝑁,Hg = 0.5 ⋅ 𝐹𝑁,0, 𝐹𝑁,N2
= 𝐹𝑁,0). A representa-

tive case with mercury vapor stagnation temperature 403.15K and prescribed nitrogen
pressure 4.5 Pa is considered.

Property Unit Default setup More N2 simulators More Hg simulators
𝐹𝑁,N2

1 1 0.5 1
𝐹𝑁,Hg 1 1 1 0.5
𝑝FV,N2

Pa 4.530 4.531 4.531
𝑝HV,N2

Pa 0.1750 0.1752 0.1746
𝑝FV,Hg Pa 0.4013 0.4008 0.3996
𝑝HV,Hg Pa 0.1114 0.1119 0.1115
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A.6. NEMESIS experiment

A.6.1. Sensors and data acquisition system

NEMESIS is monitored and controlled by a mobile control cabinet equipped with a SIMATIC S7-
1200 controller by Siemens AG. Data from the various sensors that are installed in the experiment is
acquired by a ProfiMessage unit by Delphin Technology AG. For the majority of the sensors this unit
is also responsible for performing analog to digital conversion (ADC) of the analog sensor signals
(usually 0-10V or 4-20mA) to digital values. The types of utilized sensors are described here
briefly including the respective measurement chain. This is important for the following uncertainty
estimate (cf. Appendix A.6.3).

Capacitance pressure transducers (PI01-04) include a diaphragm that forms one side of
a capacitor. The pressure deforms the diaphragm and the change in capacitance is measured and
transformed into the pressure signal. The key benefit of this direct measurement principle is that
it is gas type independent. In NEMESIS condensation of mercury vapor in the manometers has to
be prevented. Additionally, temperature stability is very important when measuring low pressures
using capacitance manometers. For these reason Baratron AA02A units with built-in temperature-
control to 100 ◦C by MKS instruments, Inc. are used in NEMESIS. The transducers output a linear
signal in the range 0-10V, which is converted to a digital signal by the ProfiMessage ADC.

Resistance temperature detectors (RTDs / TI01-02) rely on measuring the electrical
resistance of a platinum wire, that changes with temperature. Several Pt100 (i.e. with a nominal
resistance of 100Ω at 0 ◦C) by TC Mess- und Regeltechnik GmbH are installed in NEMESIS.
The resistance is measured and converted to a linear analog signal through a calibration curve by
MINI MCR-2-RTD transmitters by PHOENIX CONTACT GmbH. Finally, the analog signals are
converted by the ProfiMessage ADC.

Thermocouples (TCs / TI03-05) operate on the principle of the Seebeck effect, i.e. the
formation of an electric potential between the two junction points of two metals wires, which are
held at different temperatures. Therefore, besides the measured voltage, precise knowledge of the
reference junction temperature is required. All thermocouples in the NEMESIS setup are of type K.
Some of these thermocouples are connected to SM1231 TC modules of the Siemens SIMATIC S7-
1200. The signal is then communicated digitally from the SIMATIC S7-1200 to the ProfiMessage
via fieldbus (Profibus). The remaining thermocouples are connected to the ProfiMessage directly.
In both cases the respective units measure the voltage and the temperature of the reference junction
and then perform an ADC.

Guided wave radar sensors (LI01) can measure the level of liquid surfaces by the reflection
of microwave pulses. In NEMESIS a VEGAFLEX 81 by VEGA Grieshaber KG is installed in the
boiler to measure the level of liquid mercury. The sensor outputs a linear analog signal between 4-
20mA. The signal is repeated by the power supply unit MINI MCR-2-RPSS-I-I-PT by PHOENIX
CONTACT GmbH and then converted to an analog voltage signal by a calibrated resistance (nomi-
nal value of 500Ω). Finally, the ProfiMessage is responsible for ADC. The measured liquid level is
then converted to a volume by a calibration curve (recorded using water). The determined calibra-
tion curve is available in Appendix A.6.2. Additionally, the liquid mercury mass can be calculated
from the volume using the temperature-dependent density correlation valid between -20-300 ◦C
taken from [202].
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A.6.2. Mercury boiler volume calibration

As the mercury boiler in NEMESIS is a custom design manufactured as a welded construction,
no calibration curve that relates the liquid level to the liquid volume exists. For this reason, a
calibration curve using demineralized water has been recorded. The boiler has been mounted on a
scale as similar as possible to its final mounting inclination. The temperature of the water has been
recorded several times over the duration of the calibration. Since the variations have been small
(<0.5K) a single, averaged temperature of 19.7 ◦C has been used to determine the water density
of 998.2 kgm−3 by linear interpolation from the tabulated data in [208]. Water has been poured
into the boiler in 35 small increments while noting down the mass and the measurement current of
the VEGAFLEX 81 sensor. Afterwards, the same incremental process has been performed while
draining the boiler in 25 steps in order to increase the number of individual measurement points to
60. Finally, a 10 degree polynomial has been fitted to the data using a least-squares algorithm as
implemented in numpy [240]. The identified calibration function is

𝑉 (𝑙) =12.42 − 0.1765 ⋅ 𝑙1 + 2.772 ⋅ 𝑙2 − 0.4155 ⋅ 𝑙3 + 0.02926 ⋅ 𝑙4

− 0.001151 ⋅ 𝑙5 + 2.74 ⋅ 10−5 ⋅ 𝑙6 − 4.044 ⋅ 10−7 ⋅ 𝑙7 + 3.619 ⋅ 10−9 ⋅ 𝑙8

− 1.8 ⋅ 10−11 ⋅ 𝑙9 + 3.816 ⋅ 10−14 ⋅ 𝑙10,
(A.24)

where 𝑉 is the liquid volume in mL and 𝑙 is the liquid level in %, which can be calculated from the
measurement current 𝐼 (4-20mA) by

𝑙 = 𝐼 − 4
20 − 4

⋅ 100%. (A.25)

A.6.3. Uncertainty estimation

The uncertainties of the various measured quantities are estimated following the Guide to the
expression of uncertainty in measurement [203], specifically the Type B uncertainty estimation
detailed in section 4.3 therein. The combined uncertainties of all sensors (cf. Appendix A.6.1)
are estimated by considering all uncertainties in the respective measurement chain from the sensor
to the data acquisition system. The combined uncertainties can be approximated by a first-order
Taylor series approximation. Furthermore, it is assumed that all the contributing error sources are
uncorrelated. The combined error 𝜀(𝑦) of a measured quantity 𝑦 = 𝑓 (𝑥1, 𝑥2, ..., 𝑥𝑁 ) can then be
estimated according to

𝜀(𝑦) =

√

√

√

√

𝑁
∑

𝑖=1

(

𝜕𝑓
𝜕𝑥𝑖

)2
𝜀2(𝑥𝑖), (A.26)

where the 𝑥𝑖 correspond to the individual inputs (e.g. measured voltage) with respective individual
errors 𝜀(𝑥𝑖) [203]. The error contributions of the involved components are listed in Tab. A.7. As
no further information on the distribution of these errors is provided, the distribution functions are
assumed to be rectangular as advised in [203]. For reasons of brevity, the detailed error analysis
of all measurement chains is not included here, but the process instead demonstrated exemplarily
for the measurement chain of RTD TI02. This measurement chain consists of three components,
namely the Pt-100 RTD, the MINI MCR-2-RTD transmitter and the ADC of the ProfiMessage.
According to the tabulated uncertainties of the components (cf. Tab. A.7), the RTD uncertainty
𝜀RTD is composed of a relative (0.5% of reading) as well as a constant part (0.3K), the transmitter
uncertainty 𝜀trans has a relative uncertainty of 0.1167% and the ADC a constant uncertainty 𝜀ADC
of 0.01% of the max. value, which is set to 300 ◦C for TI02. Thus, the combined uncertainty can
be estimated according to
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𝜀TI02 =
√

𝜀2RTD + 𝜀2trans + 𝜀
2
ADC. (A.27)

If the indicated temperature is for example 150 ◦C, the estimated uncertainty according to Eq.
(A.27) is ±1.1K. An overview of the estimated combined uncertainties of all sensors is provided
in Tab. 5.1 in the main text for representative upper and lower values.

Table A.7.: List of components utilized in the NEMESIS data acquisition system and their respec-
tive uncertainties. Most of the uncertainties are taken from the referenced component
data sheets.

ID Component name Uncertainty Ref.
Pressure sensors

PI01 0.1 Torr Baratron AA02A 0.4% of reading + 2 × 10−6 Torr [241]
PI02 0.1 Torr Baratron AA02A 0.4% of rdg. + 2 × 10−6 Torr [241]
PI03 0.1 Torr Baratron AA02A 0.4% of rdg. + 2 × 10−6 Torr [241]
PI04 10 Torr Baratron AA02A 0.2% of rdg. + 2 × 10−4 Torr [241]

Temperature sensors
TI01 Pt-100 RTD, class B 0.5% of abs. rdg. in ◦C + 0.3K [242]
TI02 Pt-100 RTD, class B 0.5% of abs. rdg. in ◦C + 0.3K [242]
TI03 Type K TC, class 2 2.5K [243]
TI04 Type K TC 2.5K est.
TI05 Type K TC, class 2 2.5K [243]

Level sensor

LI01 VEGAFLEX 81 Signal noise 0.1% of rdg. est.Volume calibration 1% of rdg.
Sensor signal conditioning and conversion

- ProfiMessage analog in 0.01% of signal range (10V) [244]
- ProfiMessage TC in 1.6K [244]
- S7-1200 SM1231 TC in 1.9K [245]
- safetyM 70.1150 Input 7.6K [246]Output 0.5% of signal
- MINI MCR-2-RTD 0.12% of signal (in range 0-300 ◦C) [247]
- MINI MCR-2-RPSS-I-I 0.01mA [248]
- 500Ω Resistor 0.5Ω spec.

Manufacturing and assembly uncertainties
- Critical nozzle diameter 0.1mm spec.
- Pressure probe position 2mm est.

A.6.4. Measured static pressure distribution in the mercury vapor jet

This appendix supplements Sec. 5.2.1 of the main text. Table A.8 summarizes all static pres-
sure measurements performed at the three axial positions 𝑥1 = 84.52mm, 𝑥2 = 134.52mm and
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𝑥3 = 184.52mm and four boiler powers 184.5, 215.25, 246.0 and 307.5W. The readings of PI03
and PI04, which are connected in parallel to the pressure probe, agree within uncertainty for all
measurements. Due to the different measurement ranges the uncertainty of PI03 is significantly
lower and therefore only readings of PI03 are included in Fig. 5.5.

Table A.8.: Static pressure measurements at different axial probe positions 𝑥𝑖 and boiler powers.
Axial position 𝒙𝒊 Boiler power Static pressure

(in mm) (in W) PI03 (in Pa) PI04 (in Pa)

84.52

184.5
0.528 ± 0.00273 0.630 ± 0.136
0.605 ± 0.00300 0.697 ± 0.136

215.25
0.781 ± 0.00364 0.866 ± 0.136
0.899 ± 0.00409 0.985 ± 0.136
0.927 ± 0.00419 1.00 ± 0.136

246.0

1.46 ± 0.00626 1.52 ± 0.137
1.34 ± 0.00578 1.40 ± 0.137
1.26 ± 0.005481 1.24 ± 0.1361

1.17 ± 0.005131 1.16 ± 0.1361

307.5
2.46 ± 0.0102 2.51 ± 0.137
2.16 ± 0.009031 2.12 ± 0.1371

2.27 ± 0.009451 2.25 ± 0.1371

134.52

184.5 0.241 ± 0.00181 0.282 ± 0.136
215.25 0.282 ± 0.00193 0.322 ± 0.136

246.0
0.386 ± 0.00225 0.428 ± 0.136
0.388 ± 0.00225 0.428 ± 0.136

307.5
0.574 ± 0.00289 0.616 ± 0.136
0.582 ± 0.00292 0.617 ± 0.136

184.52

184.5 0.298 ± 0.00198 0.326 ± 0.136
215.25 0.258 ± 0.00186 0.289 ± 0.136

246.0
0.262 ± 0.00187 0.291 ± 0.136
0.267 ± 0.00189 0.296 ± 0.136

307.5
0.328 ± 0.00207 0.354 ± 0.136
0.326 ± 0.00206 0.353 ± 0.136

1The pressure probe was rotated by 180◦ for these measurements.
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A.7. EU-DEMO linear diffusion pumps

A.7.1. Verification of the DSMC simulation parameters

The standard DSMC setup of the LDP simulation cases has been verified by comparing with
two refined setups for a representative case under burn-like operating conditions. All three case
setups and results are compared in Tab. A.9. The comparison confirms that the standard setup
yields DSMC parameter independent results. Consequently, it has been used for all simulations
discussed in Sec. 7.3.

Table A.9.: Comparison of DSMC simulations with standard and two sets of refined parameters
for a representative case. The chosen case corresponds to a simulation of DT under
burn conditions (cf. Sec. 7.3.2) with 𝑝DT,inlet = 0.1 Pa and 𝑝DT,outlet = 10 Pa. All
three nozzle stages are operated with mercury vapor at a stagnation temperature of
𝑇Hg,0 = 413.15K and corresponding saturated vapor pressure of 𝑝Hg,0 ≈ 248 Pa. The
critical time for each species is calculated as Δ𝑡crit,𝑖 =

√

Δ𝑥2+Δ𝑦2

|
𝑢𝑖|+𝑣mp,𝑖

in each cell.

Category Property Unit
Case setup

Standard Refined 1 Refined 2

Setup
Δ𝑡 s 2.5 × 10−8 1.25 × 10−8 1.25 × 10−8

𝑁𝑝 1 × 106 ≈ 92 ≈ 184 ≈ 367
𝑁𝑐 1 1, 169, 694 2, 062, 390 7, 894, 486

𝑁sample 1 500, 000 1, 000, 000 1, 500, 000
𝑁𝑝∕cell < 10 % of 𝑁𝑐 0.04 0.03 0.02
𝑁𝑝∕cell < 20 % of 𝑁𝑐 15.84 18.03 14.81
Δ𝑥∕𝜆mix > 1 % of 𝑁𝑐 0.12 0.01 0.00

DSMC Δ𝑥∕𝜆mix > 1∕3 % of 𝑁𝑐 21.10 9.36 0.38
criteria Δ𝑡∕𝜏mix > 1 % of 𝑁𝑐 0.00 0.00 0.00

Δ𝑡∕𝜏mix > 1/3 % of 𝑁𝑐 0.00 0.00 0.00
Δ𝑡∕Δ𝑡crit,Hg > 1/3 % of 𝑁𝑐 1.30 0.00 2.50
Δ𝑡∕Δ𝑡crit,DT > 1/3 % of 𝑁𝑐 0.39 0.00 0.00

Results
𝑆∕𝐿 m2 s−1 18.51 18.53 18.54
𝜍 1 0.2302 0.2305 0.2306

�̇�Hg,BS∕𝐿 mg s−1m−1 11.84 11.83 11.84
Cost Relative run time 1 1 4.2 14

A.7.2. Advanced nozzle pipe design with integrated throttling stage

The regular nozzle pipe in the LDP has the distinct disadvantage that the vapor pipe diameter
depends on the linear length of the nozzle pipe. The reason is the requirement that the two circular
cross-sectional areas of the nozzle pipe have to be larger than the area of the critical cross-section
of the linear nozzle because the flow would otherwise choke there. This is disadvantageous for two
reasons:
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• The nozzle pipe blocks a part of the theoretical pumping surface and thus reduces the effi-
ciency of the LDP.

• As a consequence of the previous point it is beneficial to choose the diameter of the nozzle
pipe so that the two circular cross-sections are only slightly larger than the nozzle throat
area. However, this has the direct consequence that the horizontal vapor speed along the
pipe is not negligible compared to the vertical speed in the nozzle. Therefore, the vapor jet
has a horizontal and vertical component which change along the nozzle pipe length. As the
pumping effect is achieved mainly by the vertical jet velocity component this reduces the
LDP efficiency further.

Thus, in order to eliminate these disadvantages, an advanced nozzle pipe design has been developed
in the present work. The underlying idea is to include a throttling stage between the vapor supply
to the nozzle pipe and the linear nozzle. A throttle corresponds to a flow constriction that reduces
the pressure and density of the flow by acceleration. A uniform vapor distribution is achieved by
distributing several individual throttle bores along the nozzle pipe length as shown in the CAD
sketch in Fig. A.5. Thermodynamically, throttles are approximated as isenthalpic. Mercury vapor
has a compressibility factor larger than 0.9992 below 550K [249] and can therefore be considered
as an ideal gas, for which the throttling process is isothermal. Consequently, throttling of saturated
mercury vapor produces superheated mercury vapor, which has the positive side effect of improving
the pump performance as demonstrated in Sec. 7.3.3 and proposed in [59]. In this setup the flow
chokes first in the throttles and then a second time in the linear nozzle. The vapor stagnation
conditions in the reservoir upstream of the linear nozzle are then dictated by mass conservation.

𝑦

𝑥

𝑧

2.5mm

Throttle bores
∅0.5mm

Linear
nozzle
throat

Supply reservoir

Nozzle reservoir

Figure A.5.: CAD sketch of the preliminary advanced nozzle pipe design featuring an intermediate
throttling stage.

In the preliminary design of the nozzle pipe shown in Fig. A.5 the cross-sectional area of the
throttle bores that separate the supply reservoir and the nozzle reservoir correspond to approxi-
mately 4.6% of the linear nozzle throat area. Therefore, in order to achieve a similar stagnation
pressure of 250 Pa in the nozzle reservoir as considered in the simulations discussed in Sec. 7.3 the
boiler has to be operated at 500.9K and corresponding saturation pressure of 5383 Pa. Isenthalpic
throttling results in the stagnation pressure of 247.6 Pa at the same temperature, which corresponds
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to a superheating by 87.75K. The shown design is a drop-in replacement of the conventional noz-
zle pipes as the same pipe diameter of 80mm is retained. However, it is noted that the intermediate
throttling stage also allows for smaller diameters which could further improve the pump perfor-
mance as noted above.
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