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ABSTRACT
In this work, we investigate colloidal particle patterns as a possible noise source for random number generation. We systematically analyze the
minimum entropy of the noise source over different particle concentrations of {1, 3, 5, 7, 10, 12, 15}mg/ml according to the recommendations
of the National Institute of Standards and Technology Special Publication 800-90B. The estimated minimum entropy of the non-independent
and identically distributed particle pattern noise source is Hmin = 0.5896/1 bit at a particle amount of 5 mg/ml. For further entropy extraction
on the noise source data, the secure hash algorithm is used to construct an entropy source. The randomness of the derived entropy source is
verified according to the National Institute of Standards and Technology Special Publication 800-22 Rev. 1a and the accompanying statistical
test suite. The entropy source passes all randomness tests of the statistical test suite and shows an estimated minimum entropy of Hmin =
0.9992/1 bit.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0223329

I. INTRODUCTION

Utilization of random data plays a pivotal role in various fields,
including weather forecast, simulation, and cryptographic proto-
cols.1 The latter is especially important for securing the exchange
of sensitive and private data and establishes trust in our everyday
digital life. To achieve the generation of unpredictable and random
data, different approaches have shown feasibility. One established
method is the so-called deterministic random bit generator (DRBG),
or pseudo-random number generator.2 Here, a deterministic func-
tion generates the subsequent random number sequence from a seed
using algorithms, which allows for high throughput random number
generation in a deterministic fashion. As a seed for such a DRBG, a
high quality, unpredictable entropy source is required, as the DRBG
can be compromised when the seed is found. Another way for ran-
dom number generation are the so-called true random number
generators (TRNGs), which provide random numbers directly from
a high quality entropy source and not from a deterministic function.
The output of TRNGs can be used as a seed for DRBGs and also
in real time, usually at a lower data rate when compared to DRBGs.
However, providing high quality entropy sources requires resources,

often not available on classical computers and devices deployed in
the Internet of things. For computers, hard-to-guess events from
user inputs, such as keyboard stroke timings, and network events
are utilized to seed internal DRBGs.3 These events unfortunately do
not carry high entropy and provide a weak spot in the overall system
security architecture.

Here, possible solutions such as entropy as a service provide
possibilities to seed DRBGs on client devices from external high
quality entropy sources.3 A high quality entropy source exploits
intrinsic stochastic phenomena from a physical noise source. This
includes noise in electronic devices and meta-stability in logic
circuits,4–8 photon emission,9,10 radioactive decay,11 magnetoresis-
tive and resistive random access memory cells,12–14 and random
speckle patterns.1,15–17 Nonetheless, physical stochastic phenomena
need to be recorded and digitized for further processing. In this
step, next to possible systematic biases in the physical noise source
itself, further bias can be introduced within the seemingly random
data by quantization. Often, post-processing methods, in the form
of randomness or entropy extractors, are required to increase the
randomness in the bit strings extracted from the noise source and
hence provide unpredictable and random data.10 For this purpose,
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cryptographic hash functions, such as the secure hash algorithm
(SHA-2), can be deployed. The SHA-2 is able to generate unpre-
dictable and randomized bit strings, which can be deployed for
entropy source construction.2 However, as the SHA-2 is a determin-
istic function, the quality and minimum entropy of the noise source,
which is input to the SHA-2, should be verified.

In this work, we experimentally investigate colloidal particle
patterns in an aqueous dispersion as a possible physical noise source
for entropy source construction. Based on the kinetic theory of
gases, molecules in fluids exhibit Brownian motion.18 This results
in collisions of molecules with each other and with other particles
suspended in that fluid. During collision with particles, molecules
transfer a small amount of their kinetic energy to the particle. As
those collisions occur from every direction on the particles at dif-
ferent angles and with different impact energies, the direction of
motion of the particle is unpredictable and thus random at every
step.19,20 To investigate the quality of the noise and entropy source,
we follow the recommendations of the National Institute of Stan-
dards and Technology (NIST) Special Publication (SP) 800-90B.2
For standardized minimum entropy (Hmin) estimation, we use the
NIST entropy assessment tool. The obtained minimum entropy
of the non-independent and identically distributed (non-iid) noise
source is Hmin = 0.5896/1 bit at a particle amount of 5 mg/ml. To
generate random and unpredictable bit strings, the obtained raw
data of the noise source are post-processed by the SHA-512 to derive
the entropy source. The minimum entropy and randomness of the
entropy source are investigated on the basis of the NIST SP 800-90B,
the NIST SP 800-22 Rev. 1a, and the accompanying statistical test
suite (sts-2.1.2).21 The entropy source passes all randomness tests
successfully and shows a minimum entropy of Hmin = 0.9992/1 bit.

II. EXPERIMENTAL SETUP
Aqueous dispersions with 1 μm-sized spherical silica particles

(Sicastar-micromod, Partikeltechnologie) are prepared in milli-Q
pore water (≥18.2 MΩ) using different particle concentrations of
{1, 3, 5, 7, 10, 12, 15} mg/ml. The obtained dispersions are ultra-
sonicated for 15 min to avoid particle aggregation. Each dispersion
is filled in an enclosed chamber (Gene Frames, Thermo Fisher Sci-
entific) with a size of 16 × 15 × 0.25 mm3 and a volume of 65 μl. The
prepared samples in the frames are kept as they are for over two
hours for particle sedimentation and thus reaching equilibrium.

An inverted microscope (Eclipse-Ti2, Nikon) equipped with a
low-noise monochrome microscope camera (DS-Qi2, Nikon) with
a resolution of 14 bits per pixel and a high power LED light source
is used for the measurements. The optical images are acquired over
a region of interest in the center of the particle pattern sample of
1024 × 1024 pixels at 10× optical magnification and a sampling time
of 200 ms. Due to the random motion, the particle pattern changes
constantly. The raw particle pattern acquisition process from the
random particle sample is shown in Fig. 1. The analyzed and investi-
gated grayscale images of the noise source are stored with a bit depth
of 8 bits per pixel in the lossless tagged image file format. At the
given sampling rate, ≈41.9 Mbit/s of raw noise source data is gen-
erated. The irradiation intensity of the light source is kept constant
and stable over the whole imaging area throughout the experiments.
The experiments were conducted in a laboratory environment at a
temperature of T = 23 ○C.

FIG. 1. Schematic of the raw particle pattern acquisition process from the physical
noise source sample (spherical silica particles in water). The region of interest
is centered on the sample with a size of 1024 × 1024 pixels. Each 200 ms, a
new greyscale frame is captured, which changes over time and differs from the
preceding image.

III. RESULTS
A. Investigation of the noise source

To investigate the impact of external noise on the experimental
setup, which does not stem from the particle dispersion, we acquire
300 consecutive frames of a milli-Q pore water-filled sample con-
tainer without particles and calculate the Euclidean distances over
all observations for each of the 300 frames and compare it with the
Euclidean distances over each of 300 frames of a sample, which con-
tains particles with a particle amount of 5 mg/ml. The Euclidean
distance for two distinct rows i, j in an m × n matrix A is calculated
according to the following equation:

Di,j =
n

∑
k=1

√
(Aik − Ajk)2. (1)

The obtained results are visualized as two histograms in
Fig. 2(a). The Euclidean distances of the sample container without
particles (black histogram) show a mean value of 68.24 with a max-
imum value of 92.98, whereas the sample with a particle amount of
5 mg/ml (blue histogram) shows a mean value of 1649.50 and a min-
imum value of 938.23, due to outliers. This gives evidence that the
origin of the acquired data from the noise source stems primarily
from the particles and their motion, while system noise shows only
a minor influence on the overall acquired grayscale values.

In the following, we investigate the impact of dif-
ferent particle concentrations of the prepared samples of
{1, 3, 5, 7, 10, 12, 15} mg/ml on the obtainable minimum entropy.
The seven samples are systematically evaluated using the NIST
SP 800-90B entropy assessment test battery. For each sample, 300
consecutive frames were recorded and analyzed. For minimum
entropy estimation using the entropy assessment test battery, a
consecutive string of at least 1 Mbit of sample data is required.
As the amount of acquired data over 300 frames is too large to be
efficiently tested using the SP 800-90B test battery, four sections of
six frames at the frame positions {1–6, 95–100, 195–200, 295–300}
are investigated for each sample concentration. This assessment
helps observe possible changes in Hmin over time. To provide a
consecutive string, each of the 1024 rows consisting of 1024 column
grayscale values in the range of 0–255 is concatenated over all
six frames, which results in a bit string of ≈ 50.3 Mbit per frame
section. In our initial assessment of the noise source, the χ2 test
is not passed. Therefore, the output of the noise source is not
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FIG. 2. (a) Euclidean distances visualized as histograms over 300 frames. The black histogram is obtained from a water-filled sample container, which visualizes the impact
of the system noise on the particle noise source. The blue histogram is obtained from a sample with a particle concentration of 5 mg/ml. (b) Estimated minimum entropy over
different particle concentrations over 300 frames. Particle concentrations between 1 and 5 mg/ml show on average higher Hmin as compared to higher particle concentrations
ranging from 7 to 15 mg/ml. (c) Hmin over slices of six consecutive frames at a particle concentration of 5 mg/ml and 300 frames. (d) Hmin over five row sections containing
two neighboring rows each and 3000 consecutive frames.

independent and identically distributed (iid). While single particles
suspended in a fluid exhibit random motion due to continuous
collisions of fluid molecules on the particle, in our case, the particle
concentration is very high. This leads to collision of water molecules
and to collisions from neighboring particles, which can affect
the frequency and force of the collisions and alters the particle
trajectory. Furthermore, when a particle moves through a fluid, it
creates a disturbance in the fluid that affects the motion of nearby
particles. This disturbance can persist for some time and influence
the future motion of the original particle and others in its vicinity.
The motion of a single particle in a crowded environment can
exhibit a memory effect resulting in a long-range correlation and
can be understood as a phenomenon, where the past interactions
and collisions of a particle can influence its current trajectory,
resulting in a sub-diffusive behavior.22,23 Therefore, the non-iid tests
of the NIST SP 800-90B entropy assessment test battery are used
to estimate Hmin. For further in-depth information of the applied
non-iid entropy estimators, we refer to the NIST SP 800-90B.2

The results of the estimated minimum entropy are visualized
as box plots in Fig. 2(b). Particle concentrations in the range of
1–5 mg/ml show on average higher Hmin values, when compared
to increased particle amounts. At increasing particle amounts, rang-
ing from 7 to 15 mg/ml, Hmin is slightly reduced and a saturation
effect with a stable Hmin can be observed. In Fig. 2(c), Hmin at a
particle concentration of 5 mg/ml over the four frame sections is

shown. A slight dip is observed at frames 1–6 when compared to
the other frame sections. This could be explained due to possible
areal agglomeration of particles at a specific position, which dis-
solved again after a certain time. However, it is also visible that
Hmin does not degrade over the investigated time. Due to optical
magnification of the microscope, there is a chance that a parti-
cle, which has a fixed diameter of 1 μm in our test scenario, can
be observed on a neighboring pixel. This can be the case for both
directions on the x- or y-axis, respectively. To investigate possible
correlation of two neighboring rows, we construct five row sec-
tions over two neighboring rows {1–2, 256–257, 512–513, 768–769,
1023–1024} over 3000 consecutive frames at a particle concentra-
tion of 5 mg/ml and apply the non-iid tests of the NIST SP 800-90B
test battery to each section. We can observe in Fig. 2(d) that Hmin is
slightly reduced, due to increased susceptibility of the noise source
with respect to compression estimation, with a minimum value of
Hmin = 0.5896/1 bit in the third section (rows 512–513). The esti-
mator results for the lowest obtained results of the frame and row
section tests are listed in Table I.

For both datasets, restart tests according to the NIST SP
800-90B recommendations are applied. Therefore, a restart of the
physical noise source over 1000× and collection of 1000 data sam-
ple points per each session should be performed. This is in our
case impractical as we cannot turn the microscope on and off
1000×. However, we applied the restart tests to a consecutive string
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TABLE I. Results of the Hmin estimation for the noise source, based on the non-iid
track of the NIST SP 800-90B entropy assessment test battery. The results shown
highlight the lowest obtained results of the bit strings in the frame and row section
tests at a particle concentration of 5 mg/ml.

Non-iid test estimator Frame section Row section

Most common value 0.995 392 0.960 168
Collision 1.000 000 1.000 000
Markov 0.994 940 0.893 143
Compression 0.771 517 0.589 647
T-tuple 0.609 485 0.784 990
Longest repeated substring 0.924 404 0.859 415
Multi-MCW 0.700 999 0.962 313
Lag 0.863 063 0.888 489
Multi-MMC 0.884 087 0.763 084
LZ78Y 0.994 431 0.862 079

of 1 Mbit from a singular frame for each frame section and to
1 Mbit for each row section. All restart tests were successfully
passed.

B. Minimum entropy and randomness investigation
of the entropy source

For entropy extraction and construction of the entropy source,
we apply the SHA-512 to our obtained bit strings from the physical
noise source. Therefore, we use a full row of a frame, which contains
1024 × 8 bit values. This results in a 8192 bit wide input string with
Hmin = 0.5896/1 bit, and thus ≈4830 bits of raw entropy at a particle

concentration of 5 mg/ml, which is input into the SHA-512 com-
pression function. This strategy is applied to each row of a frame.
For each frame, 1024 × 512 random bits are generated. This results
in a theoretically available ≈2.6 Mbit/s of random numbers from the
entropy source. We estimate the entropy of the entropy source in a
similar fashion as we did on the noise source. Therefore, we concate-
nate the 512 bit wide output strings from the SHA-512 to obtain a
6 Mbit wide bit string of the entropy source. Unlike the noise source,
the hashed output bit strings are highly random and pass all the
iid tests of the NIST entropy assessment test battery. The obtained
entropy of the entropy source is Hmin = 0.9992/1 bit.

For the investigation of the entropy source randomness, in
total, 3000 consecutive frames at a particle concentration of 5 mg/ml
were acquired and post-processed using the SHA-512 as described
earlier. From these data, the first 1 Gbit is used to construct 1000
test sequences with a length of 1 Mbit each and further analyzed
using the NIST SP 800-22 Rev. 1a statistical test suite (sts-2.1.2).
The results of the sts-2.1.2 are shown Table II, which contains the
applied statistical test, block length—where applicable—and the cal-
culated P and proportion values. For tests, which report multiple
results, the lowest scoring value is included in the table. To pass
a test, the calculated P-value has to be larger than the significance
level of α = 0.01. The tests where P > α require a proportion value
of ≥0.980 with the exception of the random excursion and random
excursion variant test, where a proportion value of ≥0.976 is needed
to obtain a successful result. For in-depth information of the per-
formed randomness tests and parameter selection of sts-2.1.2, we
refer to the NIST SP 800-22 Rev. 1a.21 The table shows that all tests
are successfully passed and no anomalies in the randomness of the
entropy source could be detected. It should be noted that the results
of sts-2.1.2 can only assess the randomness and cannot substitute
for further cryptographic analysis on the entropy source. Nonethe-

TABLE II. Results and settings used in the NIST sts-2.1.2. In total, 1 Gbit of data of the entropy source is analyzed over 1000
sequences and a sequence length of 1 Mbit. The significance level for hypothesis testing is α = 0.01.

Statistical test Block length P-value Proportion Result

Frequency ⋅ ⋅ ⋅ 0.603 841 0.990 Success
Block frequency M = 20 000 0.039 073 0.989 Success
Cumulative sums (forward) ⋅ ⋅ ⋅ 0.435 430 0.990 Success
Cumulative sums (backward) ⋅ ⋅ ⋅ 0.221 317 0.991 Success
Runs ⋅ ⋅ ⋅ 0.488 534 0.987 Success
Longest run ⋅ ⋅ ⋅ 0.299 736 0.990 Success
Rank ⋅ ⋅ ⋅ 0.339 271 0.987 Success
FFT ⋅ ⋅ ⋅ 0.160 805 0.987 Success
Non-overlapping template m = 9 0.991 147 0.984 Success
Overlapping template m = 9 0.668 321 0.991 Success
Universal ⋅ ⋅ ⋅ 0.036 352 0.982 Success
Approximate entropy m = 10 0.899 171 0.986 Success
Random excursions ⋅ ⋅ ⋅ 0.910 293 0.985 Success
Random excursions variant ⋅ ⋅ ⋅ 0.910 293 0.983 Success
Serial (first) m = 16 0.512 137 0.991 Success
Serial (second) m = 16 0.900 569 0.991 Success
Linear complexity m = 1000 0.164 425 0.988 Success
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less, as the SHA-2 is built on the Merkle–Damgård construction, its
output is considered collision resistant and secure.24

IV. CONCLUSION
We systematically investigated particle patterns that were

derived from spherical silica particles in water over different par-
ticle concentrations of {1, 3, 5, 7, 10, 12, 15} mg/ml as a possible
noise source for random number generation. The estimated min-
imum entropy of the non-independent and identically distributed
particle pattern noise source is Hmin = 0.5896/1 bit at a particle
amount of 5 mg/ml following the recommendations of the NIST SP
800-90B using the entropy assessment tool for standardized min-
imum entropy assessment. For further entropy extraction on the
noise source data, the SHA-512 is deployed to construct an entropy
source. The randomness of the derived entropy source is ver-
ified according to the NIST SP 800-22 Rev. 1a and NIST sts-
2.1.2. All randomness tests are successfully passed. Furthermore,
the entropy of the entropy source is verified similar to the noise
source. The acquired minimum entropy of the iid entropy source is
Hmin = 0.9992/1 bit. The investigated spherical silica particles in
water are promising candidates as physical noise source for random
number generators.
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