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The Young-Koppel model (YK) describes comprehensively the interaction of slow neutrons with
diatomic gases such as H2 and D2. This paper reports on the first experimental results of ultracold
neutron (UCN) scattering over a wide temperature range vindicating the YK model for gaseous D2

and showing an important difference in the temperature dependence to a low-energy low-temperature
approximation (LETA). LETA is confirmed, however, to be valid for monoatomic gases such as Ne.
Calculated cross sections for other noble gases were also confirmed for ultracold neutrons. Finally,
the total cross section of UCNs in H2 gas was measured and analyzed applying the Young-Koppel
model, however, in a more limited temperature range, confirming the theoretical prediction.

I. INTRODUCTION

Ultracold neutrons (UCN) are free neutrons with ki-
netic energies below about 300 neV that experience to-
tal reflection under all angles of incidence from surfaces
of suitable materials [1]. The UCN source at the Paul
Scherrer Institute [2–4] is used for various fundamental
particle physics experiments, such as the search for an
electric dipole moment of the neutron [5, 6] and a mea-
surement of the free neutron lifetime [7].
The present work investigates the interaction between

slow neutrons and individual deuterium molecules. This
interaction, by its fundamental nature, has intrigued re-
searchers from the early days of neutron physics [8–10]
and remains highly topical until today in nuclear physics,
for example, in the design of neutron sources [11]. It
also has important practical implications for the non-
standard operating conditions of the PSI UCN source
when considerable D2 vapor pressure is present above the
solid D2 [12], as UCN-D2 scattering can lead to signifi-
cant UCN losses via up-scattering - i.e. neutrons acquire
large enough energies to leave the UCN energy range.
In this work we tested the Young-Koppel model [13]

that can be applied to describe the interaction between
UCNs and H2 or D2 gases. It is the first time that the
Young-Koppel model was tested over a wide temperature
range from about 100K to above 300K.

II. THEORETICAL DESCRIPTION

Young and Koppel (YK) calculated the neutron scat-
tering cross sections from hydrogen and deuterium
molecules by taking into consideration the spin corre-
lation effects, as well as rotation and vibration of the
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molecules [13, 14]. In this approach, they considered
vibrations as harmonic and decoupled from rotation.
Also, there is no interaction between the molecules which
would be the case in high-pressure gases or in liquids.
The YK model can also be applied for liquids, however,
for incident neutrons with energies less than roughly the
solid state Debye temperature it is not accurate [13].
When the YK model was published, it was supported
only by a limited amount of experimental data of the to-
tal cross section of neutrons in hydrogen gas as a function
of incident energy [15].

Later, the hydrogen gas form factor was measured as a
function of scattering angle with inelastic neutron scat-
tering [16]. An excellent match was obtained with the
YK model predictions, however, only in a very limited
parameter space, at 18K and one incident energy. The
authors also reported a 20 % mismatch between the fit-
ted and the observed temperatures, which they explained
by a temperature gradient in the measurement cell.

A modified model for high pressures, assuming an ef-
fective temperature instead of the observed one, was
tested in Ref. [17]. The measurements reported in [16]
were completed in the same parameter space as reported
in [18], in which the double-differential cross section of
molecular hydrogen was measured at room temperature
(RT) and could be fitted by using the YK model.

A significant time later, the total cross section of deu-
terium gas at 25K was measured [19]. However, the YK
model and a low energy approximation model could not
be distinguished at this single low temperature, thus it
did not provide a full corroboration of the YK model.
New gas measurements were performed at room tem-
perature [20, 21], where the authors scaled with

√
T

the 25K-value reported in Ref. [19] to an RT value.
With simple reasoning, in the coordinate system of the
molecules, the UCNs propagate with the mean velocity
of the Maxwell-Boltzmann gas, w ∝

√
T , and the inter-

action rate σw is invariant to changing the coordinate
system (see also Eq. (4) in Ref. [19]). This assumption of
the low-energy low-temperature approximation (LETA)
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FIG. 1. Ratio of the UCN upscattering cross sections calcu-
lated from the YK and LETA models revealing the discrep-
ancy between the temperature dependences, and a local linear
fit approximation with its parameters.

is over-simplified at higher D2 gas temperatures. The
LETA model is similar to the monoatomic gas model [22],
however, it uses an effective scattering cross section ne-
glecting rotations and spin-correlation effects. The YK
theory shows an important deviation of the up-scattering
cross section from a pure

√
T dependence, which will

be demonstrated experimentally in the present paper.
Molecular vibrations are also included in the YK model,
however, they are negligible in our experimental temper-
ature range (vibration modes are populated only above
4000 K).
The total upscattering cross section as a function of

UCN energies can be calculated from Eqs. (A4) and (A5)
in [13] by integrating over the solid angle and final en-
ergies. We obtained a temperature dependence charac-
teristic of the YK model. In Fig. 1 we plotted this de-
pendence normalized with the LETA model, which only
involves T 1/2 dependence. At low temperatures, below
the linearity range shown, the two model predictions co-
incide, however, in the temperature range reaching above
RT there is an important deviation. The YK model cross
section is about 80% of that of LETA at RT.

III. EXPERIMENT

The experiment was designed to be sensitive to the
difference between the monoatomic LETA and diatomic
YK models, by measuring the transmission probability
of UCNs passing through a gas as a function of pressure
and temperature.

A. Experimental setup

The experiment was conducted at beamport West-1
of the PSI UCN source, working with typically 8 s pro-
ton pulses on the target which start UCN measurements
lasting for 300 s until the next pulse [2–4]. Beamport
South was used to monitor the UCN source stability.
We employed glass tubes coated with nickel-molybdenum
(NiMo) and polished stainless steel tubes as UCN guides.

FIG. 2. The gas cell, chopper, and UCN detector (left to
right, not to scale) in the standard TOF measurement. On
the left side, the system was connected to the beamport West-
1 of the UCN source.

The gas cell was followed by a UCN chopper [23], a 1m
UCN guide, and a CASCADE UCN detector [24] (see
Fig. 2).

The gas cell was connected with the beamport to the
left and a chopper connecting via a 1m UCN guide to the
UCN detector as in a standard time-of-flight setup. This
chopper was only used for calibration measurements, oth-
erwise left permanently open, thus ensuring stable con-
ditions for the transmission measurements.

The gas cell was sealed on both sides with 0.1mm thick
aluminum (AlMg3) windows to separate the gas volume
from the vacuum in the UCN guides. This window was
supported by stainless-steel grids that covered approxi-
mately 10 % of the tubes cross section. The gas cell was
made of stainless steel as a compromise between temper-
ature stability and UCN guiding properties. Cooling was
done with a cold gas system where the cold N2 is guided
first around the center of the cell and then in parallel to
both ends. To achieve a good temperature equilibration
with the windows, it was important that the cooling gas
also cooled the stainless-steel UCN guides connected to
both sides of the cell. Calculations and finite element
simulations showed that the highest temperature gradi-
ent was expected starting from the center of the window
to the point where the cold N2 gas is first reaching the
cell. Therefore, we positioned several temperature sen-
sors inside the gas volume which were introduced from
the top via a pipe at a 45-degree angle to the horizontal.
Additional temperature sensors were used on the outside
of the cell on both aluminum windows. The T -sensors
were calibrated beforehand with liquid N2 and distilled
ice water. In the final analysis, a time- and position-
averaged temperature value of the sensor readings was
used. We also checked, that the impact of temperature
gradients on the final result is negligible compared to our
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main systematic uncertainty in the UCN dwell-time spec-
trum. Pressure sensors and the gas inlet were connected
by a separate flange. We also made sure that there was
no relevant effect of a temperature gradient on the pres-
sure measurement.

B. Analysis concept

The survival probability for a single UCN with a dwell
time t and mean lifetime τ inside the gas, when crossing
the cell, is given by:

P = exp(−t/τ). (1)

In an ideal system, the cell length, l, the velocity in axial
direction, vz , and the dwell time, t, are connected by the
simple relation

t = l/vz (2)

The lifetime of the UCNs inside the gas cell is given by:

τ = (ρ σ vn)
−1 =

(

p

kB
√
T

ǫ

)−1

, (3)

where on the left-hand side, ρ is the number density of the
gas molecules, vn the neutron velocity and σ = σ(T, vn)
the microscopic up-scattering cross section, which is in-
versely proportional to vn in both YK and LETA models.
On the right-hand side, we used the ideal gas law (valid
at our experimental conditions), where p is the pressure
in the cell, kB the Boltzmann constant, and introduced
the parameter ǫ defined as:

ǫ =
σ vn√

T
(4)

We introduced this scaled cross section parameter to
make the analysis sensitive to temperature dependence
other than

√
T . In case that LETA is valid, ǫ would

be independent of temperature. In case the YK model
is valid, ǫ would depend linearly on T (in the range of
interest), see Fig. 1.
Putting everything together gives a vz-dependent

model for the analysis of the transmission probability

P vz
gas(l, p, T ;

ǫ

vz
) = exp

(

−
lp

kB
√
T

ǫ

vz

)

, (5)

where the first three arguments describe the experimental
conditions for the gas.
The quantity ǫ is independent of temperature for

monoatomic gases like Ne and is temperature dependent
for diatomic gases like D2. As indicated in Fig. 1 for D2,
the ratio of cross sections calculated with the YK and
LETA models (thus also the ratio of the ǫ-s defined via
Eq. 4) can be approximated with a linear T -dependent fit
function in the temperature range of interest (expecting
discernible effects):

ǫ(T ) = ǫ0 (ǫa − ǫT T ), (6)

where ǫ0 represents the LETA approximation, and ǫa =
0.98± 0.03 and ǫT = (6.26 ± 0.37)× 10−4 K−1. Besides
the fit error, there is a ∼ 1 % error from the numeri-
cal uncertainty of the MC integration and ∼ 2 % from
uncertainty in the input parameters like the equilibrium
distance of the nuclei. In total, we estimate the slope
error to be below 6 %.
Other than in the theory, in the analysis of the mea-

surements, one cannot disentangle ǫa from ǫ0. However,
we were looking for the temperature dependence addi-
tional to

√
T . Thus, the signature we were searching for

was covered by ǫT and we thus set ǫa to the theoretically
expected value of 0.98 valid in our temperature range of
interest.
In our analysis, we used calibrated (see next section)

values for l, p (0 to 1 bar), T (range for all gases: 110 K
to 365 K) and integrated Eq. 5 over the normalized neu-
tron velocity distribution f(vz) which was extracted from
the combined time-of-flight (TOF) measurements and D2

calibration (see Fig. 3 and details below) to obtain a
measurable transmission probability

Pgas(l, p, T ; ǫ) =

∫

P vz
gas(l, p, T ;

ǫ

vz
) f(vz)dvz , (7)

where ǫ also involves the parameter ǫT. As explained
later, to also consider unavoidable UCN storage effects
in the cell, integration over the velocity distribution was
replaced in the analysis by the equivalent integration over
dwell time (see Eq. 1).
We extensively investigated the measured data sets

of two gases: neon (Ne) to serve as a test candidate
for the LETA model and D2 for the YK model. We
checked whether ǫT is compatible with 0 in the case of
Ne, and whether for D2 it is compatible with the value
(6.26 ± 0.37) × 10−4K−1 from the theoretical Young-
Koppel prediction.
As an additional check of systematics, mainly of the

dwell time spectrum, we also measured He, Ar, CF4, Xe
and H2 gases, but in a reduced p− T parameter space.

IV. SYSTEMATICS

To extract the transmission probability function Pgas

from the measurements, four major systematic effects
had to be taken into account:

• time variation of the UCN rate at the beam-
port [25],

• faster neutrons during each beam pulse [2],

• temperature-dependent transmission probability of
the empty cell, mainly of the windows,

• dwell time of UCNs in the gas cell.

A second CASCADE UCN detector (labeled here ”B”)
on beamport South was used to monitor the UCN rate
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(measured with detector ”A”) at the West-1 beamport.
Cutting the first 12 s after the start of the proton beam
pulse eliminated the contribution of neutrons faster than
UCN [23]. In this way the ratio R between the neutron
count rates of the two detectors for the empty cell, was
determined to be constant at the < 1% level.
The temperature-dependent transmission behavior of

the empty cell was taken care of by calibration, as
described in the second subsection below, applying a
temperature-dependent correction factor for the total
transmission probability.
Taking these three systematic effects into account

Pgas(T ) can be written as:

Pgas(T ) =
1

R Pwindow(T )

NA(p, T )

NB
, (8)

where NA is the neutron count of the main detector
and NB is the neutron count of the monitoring detec-
tor for each proton beam pulse (both without the first
12 s). Pwindow(T ) represents the temperature-dependent
transmission probability of the empty cell and the UCN
guides. The reference value R includes all other constant
effects that influence the ratio between the number of
counts in the detectors A and B.

A. Reference value of the setup with empty cell

The reference R was measured periodically after and
before thermal annealing of the D2 crystal [25, 26] used
for UCN production, for several UCN pulses with an
empty cell. As the T -dependence of the UCN guides and
cell without test-gas was reproducible, it could be done
at any temperature Tref of the empty gas cell. However,
most of the time it was measured at room temperature.
The probability Pgas(T ) with an empty cell must be per
definition 1, therefore, R can be written as:

R =
NA,ref(p = 0, Tref)

Pwindow(Tref)

1

NB,ref
(9)

B. Temperature dependence for the empty cell

For the empty cell we found a thermal correction func-
tion by fitting the transmission data:

Pwindow(T ) =
CT T + C0

C0

, (10)

where CT = (−1.73 ± 0.03) × 10−3K−1 and C0 =
5.470 ± 0.006. Since it is impossible to disentangle the
absolute transmission probability of the setup, the func-
tion was built in a way that it is 1 at 0K. This is valid
since the absolute scale will cancel out in Pgas with the
absolute scale of R(Tref). The relevant part for this in-
vestigation is, that the empty cell transmission changes

with the temperature so that the transmission probabil-
ity of the empty cell at around 100K is about 6 % higher
than at RT. This is plausible considering up-scattering on
phonons in the aluminum window causing a previously
observed temperature dependence of the total UCN cross
section on aluminum [27, 28].

C. Pressure-induced change of cell length

The effective length of the gas cell changes with in-
creasing pressure in the cell, due to a small bulging of
the aluminum foils on the grid. The size of this effect
was estimated via a measurement of the pressure change
in the gas cell while on the other sides of the windows
the pressure changed from 1bar to 0 during pumping.
At a starting pressure of 972.0mbar a small but well-
measurable drop to 964.5mbar was observed and could
be reproduced several times. This was interpreted by
ideal gas law as a linear change in the average cell length
of 0.8 % from 0 to 1 bar with a linear dependence on the
pressure.
Therefore, the effective mean length of the cell can be

written as a function of pressure:

l = 127.6mm+ p× 1.060 mm/bar (11)

This was in agreement with optical inspection and due
to its small size a minor contribution in our analysis.

D. Calibration of the dwell-time spectrum

In our analysis the knowledge of the dwell-time distri-
bution, N(tdwell), i.e. the time UCNs spend inside the
gas cell, is needed. In an ideal setup, where the axial
velocity of the neutrons i.e. in the direction of the UCN
guide axis, vz, does not change over time, tdwell can be
derived from vz:

tdwell =
lcell
vz

, (12)

or vz can be measured via time-of-flight (TOF) from the
chopper to the detector:

vz =
lTOF

tTOF

. (13)

The UCN time-of-flight distribution was first measured
with the chopper installed after the gas cell as in a stan-
dard TOF measurement (Fig. 3). However, this setup is
blind to neutrons that are stored for a considerable time
within the gas cell due to diffuse reflections, which causes
an additional systematic.
To determine the size of this effect, we made use of the

RT subset of all D2 transmission data measured with the
chopper permanently open. First, from the TOF data
taken with an empty cell, we performed an analytical
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FIG. 3. The dwell time spectrum of UCNs is composed of two
parts. The time axis was scaled using the ratio of the effective
length of the gas cell and the flight path. First part: The
time-of-flight spectrum of raw neutron counts measured with
an empty cell (black dots ‘TOF scaled’). The fit is denoted by
‘Ntransmission’. Second part: contribution of stored neutrons
obtained from calibration to the RT data of D2 denoted as
‘Nstored’. In the analysis we used the combined spectrum
‘Ndwell’ (see text).

parametrization of the main peak of the UCN spectrum.
The profile can be described by a modified asymmetric
Gaussian with a main peak around 0.025 s. This cor-
responds to a neutron velocity of 5.2m/s (see TOF fit
curve ‘Ntransmission’ in Fig. 3). We checked for the im-
pact of several factors like the precise shape of the main
peak or small deviations at the rising and falling flanks,
and found those to be negligible in our case.
As the second step, to describe the part of stored neu-

trons that are not visible in the TOF data we added an
exponential tail:

Nstored = astorage exp (−tdwell/τstorage) (14)

and on the left side a rising edge of the stored UCN curve
which is described with a logistic growth function to em-
ulate the filling of the system. The impact of the precise
shape of the latter was found to be negligible. The final
curve for the stored UCNs with calibrated parameters is
shown as ‘Nstored’ in Fig. 3). The calibration of the expo-
nential constants was determined by a global fit of Eq. 7
to all room-temperature D2-transmission data:

τstorage = 112.5± 8.0 ms,

astorage = 968± 115.
(15)

Absolute amplitude values cancel out through later nor-
malization, however, they are an indicator for statistical
error estimation.
By this, we have a complete and calibrated description

of the dwell-time spectrum. This was used in the analyses
of all investigated gases at all temperatures and with both
models (LETA and YK).
As an independent check of this exponential part, we

rearranged the setup so that the chopper was placed be-
fore the cell. With this setup, we found a storage time
constant of UCNs with around 92ms, which is in reason-
able agreement with the time constant, we found through
the calibration procedure with D2 gas.

E. Systematic test with reference gases

To check our understanding of the dwell-time, we mea-
sured UCN transmission of gases as He, Ne, Ar, CF4, Xe
as references, and derived the total neutron cross section
for a given gas at a given temperature.
Again, accounting for the correct dwell-time spectrum

including stored UCNs we found good agreement with
the literature and calculated the values shown in Table I.
For reference, we considered 6.6m/s UCN-velocity in or-
der to compare to previous work [20] applying the same
textbook equation (Eq. (11) in [20] from Ref. [29]) to
convert from free atoms at rest to a Maxwell-Boltzmann
gas. The values for the total cross section were obtained
by fitting Eq. 7 to transmission data using the dwell-
time spectrum from Fig. 3. The statistical uncertainty is
extracted from the fit. The systematic uncertainty was
obtained by maximum error propagation by fitting with
minimum and maximum values derived from the uncer-
tainties on τstorage and astorage (Eq. 15).
By this, we find that for all investigated gases the sys-

tematic uncertainties dominate the statistical ones by at
least one order of magnitude.

TABLE I. Measured total cross sections calculated for 6.6 m/s
and at T=294.5 K including statistical and systematic uncer-
tainties. Most ‘literature’ values were calculated from tab-
ulated data [30]. Absorption data were all calculated from
Ref. [30]. The CF4 cross section is cited from ([20]). The ‘lit-
erature’ cross sections for D2 and H2 were calculated in this
work by applying the YK model.

this work literature

species σ stat. syst. σ
barn ± ± barn

He 185 1.13 17.0 164
Ne 255 0.566 22.4 214
Ar 287 1.74 24.9 264
Xe 8220 34.1 389 8063
CF4 3450 1.87 141 3300
D2 2720 4.36 118 2582
H2 17400 49.7 969 18060
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V. RESULTS AND DISCUSSION

The main transmission measurements were performed
with gaseous D2 and Ne in the pressure range from 0 to
1 bar, and from 110K to 365K. The pressure, p, and the
temperature, T , of the gas are measured directly with
sensors in each measurement.

In Eq. 5 the exponent of the transmission probability of

a neutron is given as
(

− lp

kB

√
T

ǫ
vz

)

, where the cell length,

l, is dependent on the absolute pressure, p, according to
Eq. 11. Consequently, the transmission can be plotted as

a function of
(

lp√
T

)

. By this choice, one expects a close-

to-exponential dependence of the measured transmissions

on
(

lp√
T

)

, which also includes the broadening due to the

dwell time spectrum. These transmission profiles are seen
in the top plots of Fig. 4 for D2 gas and Fig. 5 for Ne.

The aforementioned spectral broadening would make
calculating ǫ(T ) directly as a function of transmission (by
inverting Eq. 7) to an arduous computational challenge.
Thus we developed a feasible numerical fit alternative. In
the data fit, we chose the transmission probability as the
dependent variable, and the two independent variables

were thus T and
(

lp√
T

)

, which replaced p. The unknown

quantity given by the two-variable fit thus was ǫ. There-
fore, for the LETA model a single-parameter (ǫ) fit and
for the YK model a two-parameter (ǫ0, ǫT) fit was per-
formed. The latter additional parameter ǫT gave a small
modulation to the exponential dependence, due to the
additional T -dependent term, which served as the signa-
ture of the YK model. Our least-square fit minimized the
sum of the transmission residuals from all measurements

for a given gas at different T and
(

lp√
T

)

values. The

residuals were defined here as the difference between the
measured UCN transmission and the one calculated via
Eq. 7, taking into account that ǫ has the form as in Eq. 6.

In the top of Figs. 4 and 5, along with the measured
transmissions, we also plotted the best fits with the two
models for ǫ plugged into Eq. 7 (corresponding to YK
and LETA): one with ǫ = ǫ(T ) (Eq. 6) and one with ǫ
independent of temperature. Since a full 3D plot of this
two-variable fit problem would be much more difficult
to interpret, we visualized the theoretical fit in the plots
using only three example values for the independent vari-
able T (100 K, 300 K and 400 K, not to be confounded
with measured values).

In the case of the LETA model, the horizontal axis

variable
(

lp√
T

)

is completely describing the
√
T depen-

dence. In the case of the YK model, an additional tem-
perature dependence occurs via the T -dependence of ǫ.
Thus for different T -s, we obtain different slopes for the

exponent in the transmission versus
(

lp√
T

)

correspond-

ing to each ǫ(T ). This results in splitting the exponential
transmission curve into separate curves corresponding to
the number of plotted temperatures. Exactly this split-

FIG. 4. Top: UCN transmission data (black dots) in D2 gas as

a function of
(

lp√
T

)

(at all measured T -s), and the best fits of

the two alternative models with example values for the inde-
pendent variable T in case of YK (blue=100 K, yellow=300 K,
red=400 K lines), and one line with LETA (black). Center:
Point-by-point residuals of the YK and LETA model fit to the
measured data, showing data at all measured temperatures
in a color scale. Bottom: Histograms of the above residuals
showing a much narrower and symmetrical distribution for
the case of the YK model.

ting is the signal to distinguish between the LETA and
YK models, as visualized in Fig. 4 for D2 and in Fig. 5 for
Ne. Here we plotted three lines (i.e. three 3D-slices) for
YK corresponding to three example values of the inde-
pendent variable T enclosing the range of the measured
temperatures.

In contrast to D2, the Ne data fits with different tem-
peratures shown in Fig. 5 converge with a slope in T
compatible with zero, see also Table II, hence the fit in-
volving Eq. 6 reproduces the LETA model.

The best fit of the Ne data results in ǫT = (54± 38±
10) × 10−6 K−1, which is about compatible with zero
considering the uncertainties. For D2 gas data the fit
yielded ǫT = (559± 10± 6)× 10−6 K−1, with very high
significance in terms of uncertainty.

The central plots display the residuals for both model
fits. No distinction between the models is visible in the
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FIG. 5. Top: UCN transmission data (black dots) in Ne gas

as a function of
(

lp√
T

)

(at all measured T -s), and the best

fits of the two alternative models with example values for
the independent variable T in the case of YK (blue=100 K,
yellow=300 K, red=400 K lines), and one line with LETA
(black). The black and colored curves overlap (see insert),
since no T -dependence of ǫ was obtained from the Ne gas
fit. Center: Residuals of the LETA and YK model fits to the
measured data, here displaying all the measured temperatures
in color scale. Bottom: Histograms of the above residuals.

Ne case, hence the parameter ǫT does not contribute. In
the D2 gas case, this is clearly different: the LETA model
shows systematic deviations that vanish when using the
YK model. The same is true in the histogram of residuals
in the bottom plots in Figs. 4 and 5.

The fit results are summarized in Table II. As in the re-
sults for other gases (Table I), the uncertainties of ǫ0 are
for both gases, D2 and Ne, dominated by the systematic
contribution from Ndwell, whereas, for ǫT the uncertain-
ties are dominated by statistics, as the latter is a relative
parameter. The neutron counts per measurement point
for both detectors were above 3× 105. However, consid-
ering only pure neutron count rate statistics would ne-
glect other effects, such as minor changes in the neutron
spectrum due to slow changes in the neutron production
efficiency of the source.

The cross-check with Ne gas gives further confidence

that in our current investigation, the function Ndwell fit-
ted to the extended tail, which represents stored UCNs,
is appropriate, even if improvable for measuring absolute
cross sections with higher accuracy.

TABLE II. Best model fit parameters for Ne and D2 data with
an additional parameter for a linear temperature dependence
of the up-scattering cross section according to the YK model
as shown in Eq. 6 and Fig. 1.

species ǫ0 stat. syst. ǫT stat. syst. effective ǫ

( barn m/s

K1/2 ) ± ± 10−6/K ± ± ( barn m/s

K1/2 )

Ne 100.6 1.0 10.0 54 38 10 97.0
D2 1238.8 3.8 54.8 559 10 6 1006.3

We interpret the large ǫT value in the case of D2

as a clear demonstration of an additional T -dependent
term in the YK-model compared to the LETA model for
monoatomic gases. Comparing this result to the theo-
retical prediction ǫT = (626± 37)× 10−6 K−1, and con-
sidering the measurement uncertainties and the unevenly
distributed residuals (center plots in Figs. 4 and 5) hints
towards yet unresolved systematic uncertainties in the
measurements.
Returning to Table I, the absolute value of the D2 to-

tal cross section for UCNs is given under ‘literature’ as
calculated by integrating Eqs. (A4) and (A5) in Ref. [13]
and adding in a 2:1 ortho-para RT-equilibrium ratio. We
also measured the total cross section of UCNs in H2 gas.
The data were analyzed by applying the Young-Koppel
model, however, in a more limited temperature range
(250-350K) and thus with less sensitivity to the details
of this model. The theoretical YK differential cross sec-
tions, Eqs. (29)-(30) in Ref. [13], for para- and ortho-
hydrogen were integrated over final energy and solid an-
gle, and added in a 1:3 para to ortho equilibrium ratio
at RT. The measurement result for H2 and the theoreti-
cal expectation are in very good agreement, see Table I,
consistent within the systematic uncertainties.

VI. SUMMARY AND CONCLUSION

We performed UCN transmission measurements in D2

and other gases at temperatures between 110K and
365K. A comparison between the molecular deuterium
and the monoatomic neon gas showed a clearly different
temperature dependence of the total cross section. We
analyzed our data using the Young-Koppel model and a
Low-Energy Low-Temperature Approximation. We in-
terpret our best fit to the D2 gas data as a strong con-
firmation for an additional temperature-dependent term
due to spin correlations and rotational molecular states
as described by the Young-Koppel model. This is an im-
portant confirmation of the YK theory and has implica-
tions for the understanding of deuterium-based ultracold
neutron sources.
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