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The sediment transport direction is affected by the bed slope. This effect is of crucial importance for two-
and three-dimensional modelling of the interaction between the flow of water and the alluvial bed. It is
not uncommon to find applications of numerical morphodynamic models in the literature that exaggerate
the effects of transverse bed slopes on sediment transport compared to results from laboratory experiments.
We investigate mathematically the consequences of such an approach, and we analyse through numerical
simulations different explanations for the need to apply deviating values. The study reveals that the reason
often lies in the setup of the numerical models, such as the choice of mesh resolution or the necessity to
comply with specific aspects of the numerical scheme. The missing or inadequate implementation of physical
processes in the model is another cause. All of these effects can be compensated by artificial diffusion added
through the bed slope effect coefficients. Since increased diffusion strongly alters the physical processes of
self-formed bed morphology, we recommend that modellers address the root causes of inflated erosion and
deposition. Bed slope effect coefficients should be applied within the range found in the original publications.

1. Introduction

With the advance of numerical models for sediment transport and
morphodynamics into engineering practice, questions about accuracy
and correct use of such models need to be addressed. These models
usually simulate some or all of the following processes: (i) bedload
transport, (ii) suspended load transport, (iii) morphodynamics and
(iv) sorting processes of sediment at the river bed (e.g. Siviglia and
Crosato, 2016; Williams et al., 2016). Morphodynamic simulations
are typically based on the sediment mass balance equation (Exner,
1920 equation), and require the underlying transport processes to be
correctly modelled.

Since most of the transport equations for bedload (e.g. Meyer-Peter
and Miiller, 1948; Engelund and Hansen, 1967; van Rijn, 1993) were
originally derived for a flat bed, the transport capacities delivered
by the models need to be corrected for slope, both in longitudinal
and lateral direction. There is long-standing evidence in literature that
morphodynamic simulations of the evolution of the bed of rivers and
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estuaries depend sensitively on parameters of the submodel for the
effect of transverse bed slopes on the direction of sediment trans-
port (e.g. Marciano et al., 2005; Schuurman et al., 2013; Baar et al.,
2019). Even more, two- and three-dimensional morphodynamic models
must consider the effect of the bed slope in the sediment transport to
be well-posed (Chavarrias et al.,, 2019). This bed slope effect is the
main damping mechanism in the formation of patterns of bars and
channels (e.g. Blondeaux and Seminara, 1985; Colombini et al., 1987).
Sediment particles pulled down by gravity reduce bar heights and fill
the channels. Only the consideration of the bed slope effect allows the
correct prediction of sediment particle paths in rivers (Tritthart et al.,
2019a) and ensuing morphodynamics.

Literature suggests that achieving realistic results in morphody-
namic simulations for rivers and estuaries sometimes requires assigning
bed slope effect parameters values that significantly differ from those
obtained through experimental methods (e.g. Nicholas et al., 2013;
van der Wegen and Jaffe, 2014; van Dijk et al., 2019). In particular,
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to achieve morphodynamic results which align more with observations
or expected outcomes of bed evolution, researchers and practitioners
deliberately increase the proportion of sediment which is transported
laterally.

The effect of the transverse bed slope on the direction of the
sediment transport has been modelled in similar ways by different
authors (van Bendegom, 1947; Koch and Flokstra, 1981; Ikeda, 1982).
Beyond the specific formulation, the magnitude of the lateral deviation
scales with a calibration factor, with value ranges provided in the
derivation of the different models. For the sake of clarity, we refer
to this non-dimensional factor as the transverse bed slope factor Fpgg
throughout the paper.

Baar et al. (2019) argue that higher F;gg values are needed to
counter a tendency to incise due to an apparent preference of the water
to flow through as few grid cells as possible. They also explain that
higher Frpg values are needed if the bed slope effect is applied to the
bedload part of the sediment transport alone, and find empirically that
the required increase of Fryg is related to grid size. They conclude
that it is impossible to have realistic sediment transport vectors and
morphology in the same model study. However, there are also other
potential explanations, ranging from poor representation of physical
processes to problems with the numerical implementation. Regarding
the first point, an example in morphodynamic modelling can be found
in the misuse of the spatial and temporal adaptation of sediment
transport to capacity conditions for improving the results (Mosselman
and Le, 2015). Inertia of the sediment particles cause a lag between
bed shear stress and sediment transport, which can be modelled by
means of a relaxation equation (Bell and Sutherland, 1983; Phillips and
Sutherland, 1989; Jain, 1992). In field applications, sediment transport
can usually be assumed to adapt instantly to capacity conditions given
that the sediment transport adaptation length is short compared to
usual grid sizes and the adaptation time is short compared to the time
step. An unrealistically large sediment transport adaptation length has
the effect of dampening perturbations and smoothing results, which
may be desired for counteracting the effects of an unstable numerical
scheme. Regarding the second point, numerical models are approxi-
mate solutions that suffer from numerical diffusion, which depends on
the numerical scheme and the grid resolution. Numerical diffusion
works in the same direction as lateral transport, thus it can induce non-
physical lateral transport rates, which however may assist in reaching
a smoother bed morphology when it is artificially increased.

In this paper we systematically analyse different explanations for
the need to apply deviating values of Frz5. We argue that exaggerating
the bed slope effect is needed to correct inadequate representation of
other mechanisms and physical processes in the models. The aim of
this paper is to provide a synthetic analysis of the physical meaning
and numerical modelling consequences when using a transverse bed
slope factor. Moreover, it invites the reader to a careful interpretation
of its usage, and provides examples of unforeseen consequences when
tweaking its value.

The paper is structured as follows: we first briefly recall the physical
meaning of the transverse bed slope factor and its critical relevance in
determining self-formed morphology (Section 2). Section 3 shows how
the sediment transport deviation, hence the transverse bed slope factor,
is inherently connected to multiple aspects of the adopted numerical
solutions. We use four different numerical solvers to show that no
particular software is favoured and that the findings here presented are
to be considered general. The conclusions of this manuscript do not de-
pend on the application of any specific software system. The interested
reader can refer to the Appendix for details of the software used. Lastly,
we disentangle and discuss how the transverse bed slope factor might
be used (and mis-used) to compensate the missing implementation of
different physical processes, and how this can lead to unforseen and
non-realistic morphodynamic solutions (Sections 4 and 5).
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Fig. 1. Directions of sediment transport applying the transverse bed slope effect.

2. Theoretical background

Numerical models to simulate the evolution of alluvial riverbeds are
based on an equation for the conservation of sediment mass. Although
historically not correct (cf. Barneveld et al., 2023, 2024), we here refer
to this as the Exner equation. In the horizontal x, y plane it can be
expressed as:

2}

(1 p)% + dqp_ g8,

t ox dy
where z,(x, y, 1) is the bed elevation, the unknown of the problem, p [-]
is the bed porosity, assumed here constant in space and time, .S, [m/s]
is an external source term specifying inputs or outputs of sediment
material (e.g. slope collapse, excavation or interaction with sediment in
suspension), and qp = (qu’qu) [m?/s] is the specific sediment trans-
port rate. For the sake of simplicity, we neglect the external source and
assume the porosity included in the sediment transport predictor. The
magnitude of the transport rate vector qp is evaluated via experimen-
tal closure relationships available in literature (e.g. Meyer-Peter and
Miiller, 1948; Engelund and Hansen, 1967; Ashida and Michiue, 1971;
Wilcock and Crowe, 2003). The direction of the sediment transport is
assumed to locally align with the direction of the flow (direction of
vector q in Fig. 1), providing the drag force. The presence of a lateral
(i.e., transverse) bed slope with respect to the flow direction causes a
deviation of the sediment flux by an angle ¢,, as depicted in Fig. 1.
Such deviation angle can be expressed as

=8, @

tan(pb=%~s~nq, fors-nq<0, 2)

where f [-] is a function derived experimentally, s = (aﬂ ﬂ)

oy is the
local bed slope and n, = (—siny, cosy) is the unit vector perpendicular
to q in downhill direction; y represents the direction of liquid discharge
q (see Fig. 1).

Two fundamentally different methods are available to consider the
transverse bed slope effect: (a) direction-based; (b) magnitude-based.
Direction-based approaches rotate the transport vector according to the
local bed slope and do not modify the transport vector’s magnitude.
This concept originates from van Bendegom (1947), who defined

1 0z
~ 7@ o
thereby postulating a dependence of f on the Shields (1936) parameter
0 [-]; n denotes the transverse coordinate. Koch and Flokstra (1981)
determined the relation f = 1.76%3. Struiksma and Crosato (1989) anal-
ysed data from a circular flume experiment performed by Zimmerman
and Kennedy (1978) and obtained f = 0.850°>. Talmon et al. (1995)
explained the lower coefficient from bed form heights in laboratory
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flumes being exaggerated compared to natural rivers, resulting in a
smaller f and thus larger bed slope effect. They also performed ex-
periments using different grain size fractions ranging from fine sand

to coarse sand and suggested the relation f = 9 (‘%)OJ 6%3, using
the median particle diameter ds, and the water depth # to introduce
a relative particle size into the equation. However, because of the
simplicity of the equation, the relation

f=A08 (C))

is used more often, with B = 0.5 and A = 0.85 (default values in
the Delft3D code, as an example) . It should be noted that for natural
rivers this default value already corresponds to an exaggeration of the
transverse bed slope effect by a factor of 2 compared to the original
relation determined by Koch and Flokstra (1981).

In contrast to the direction-based transport approach, Ikeda (1982)
proposed a magnitude-based approach. In this type of consideration of
the transverse bed slope effect, an additional bedload transport vector
is calculated perpendicular to the direction of the (original) bedload
transport vector. Its magnitude «,, is derived from

0.5
Ther azb
(e} T %, 5
n 6( 7 ) on ®)

where 7, and 7, ., are the bed shear stress and critical bed shear stress,
respectively, and ¢ is a user-specified tuning parameter, with a default
value of € = 1.5. The bed shear stress and critical bed shear stress can be
replaced by the corresponding Shields parameter 6 and critical Shields

parameter 0,,, respectively. With «, = —tan ¢,, Eq. (2) can be rewritten
as
0.5
1( 6
=== . 6
=) ©

In addition to the rotation, however, the magnitude of the bedload
transport vector is increased in this approach. An increase of ¢ results
in an increase of the effect of lateral bed slopes. With an approximate
value of 0., = 0.05 for gravel and the suggested default value ¢ = 1.5,
we obtain A ~ 3.0 in Eq. (4).

To summarize, the transverse bed slope effect is proportional to a
function 1/f of the flow and sediment characteristics tuned with an
experimental non-dimensional factor (e.g. € or 1/A). To evaluate the
effect of increasing or scaling the transverse bed slope factor, we simply
introduce in our notation the multiplicator Frgg, such that the lateral
transport function reads Frgg/f, with Frgg = 1 corresponding to the
original formulation of the authors. By substitution in (2), the approach
reads:

F. dz 0z
tan(pb=%<—a—x[’siny+a—;cosy>. @

If we cast the direction according to the transverse bed slope effect
(Fig. 1) in the original Exner Eq. (1), we obtain:
0z, Jd |48 .
= + x ? (qx cos @, — g, sm(pb)

9
ay

‘ ®
[73 (g, sin @, + g, cos (p,,)] =0,

where gz and ¢ are the magnitudes of the sediment and flow flux
vectors. From literature, Eq. (2) is assumed valid for small deviation
angles ¢,; it follows that we can assume tan ¢, = sin ¢, and cos ¢, ~ 1.
In this way, it is easy to substitute (7) into (8), and to obtain a reduced
version of the Exner equation, valid for small deviation angles:

6zb+ 0 |4gp +FTBS 43‘156% 9B9xqy 0z
o ox | g =T Ty

©)]
J |as Frgs ((489; 0z,  489x9y 0z,

+— |+ BB =222 =0
ay|qg? f q? Oy 2 ox
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For the sake of simplification, let us consider a case where the flow is
in x direction, hence ¢ = g,, g, = 0. Eq. (9) simplifies further in:

0z, 0qp 0 | Fres 0z,
LT SR v Y ST | Y 10
ot " ox Tay| s \8%, (10)

The third term contains the second derivative of the bed elevation
with respect to y, so the lateral slope effect represents a diffusive
term in the Exner equation. It is worth pointing out: (i) the slope
effect is not influencing the “advection” of the sediment flux in the
dominant flow direction (x in this case), (ii) a deliberately high value
of Frgg can lead to an unphysical situation where the diffusive term
in the lateral direction (y) is larger than the advective term, (iii) if
the diffusive term is dominant (increasing with Frpg), a numerical
solver for hyperbolic equations would not be the correct tool, and
might result in non-converging or unstable numerical solutions. The
above-mentioned behaviour can be further recast in terms of the Péclet
number. Let us linearize Eq. (10) as follows:

0z, 0z, 62z; 0 1
—t4a—tip—t=y,
ot 0x 6y2 an

where A = dqp/0z, represents the advection velocity and D = Frgg -
gg/f the diffusion rate of the model Eq. (11), and ’ has been used to
identify a perturbed variable. In this linearized form, the Péclet number
reads:
_Wa_ 1L Wif
D Frgs qp
having W [m] as representative length scale for sediment transport
(e.g., channel width). From (12), it is evident how an artificial in-
crement of Frgg results in a hyperbolic decay of the Péclet number.
Without changing any physical parameter (e.g., gp), by artificially
altering the transverse bed slope factor, the governing sediment trans-
port Eq. (11) can turn from advection-dominated (Pe — inf) to a
diffusion-dominated problem (Pe — 0).

Pe

12

3. Numerical aspects

The choice of Frgg directly affects the mathematical character of the
problem at hand. The diffusion aspect of the Exner equation, which
results from incorporating a transverse bed slope effect, has varying
implications for the numerical solution of the Exner problem. These
implications depend on the type and resolution of the computational
meshes and the chosen numerical scheme for integrating the Exner
equation.

3.1. Mesh resolution

A first challenge is related to the varying relative intensity between
physical diffusion due to the lateral transport (which scales with Frgg)
and the numerical diffusion (see Bailey, 2017; Vanzo et al., 2017).
Numerical approximation of partial differential equations (PDE), as
for the Exner equation, results invariably in numerical diffusion (or
dissipation, e.g. Toro, 2009). The magnitude of numerical diffusion
depends on the numerical integration strategy and it is not possible to
derive a general formulation. Nevertheless, it increases for increasing
grid size, holding other factors constant.

3.1.1. One-dimensional considerations

For the case of a first-order upwind and forward in time explicit
scheme for the one-dimensional linear Exner equation, the numerical
diffusion can be analytically derived. The linear Exner equation reads
(see Eq. (11)):

6z; dz’b
& tige =0 2

We consider a wave-like solution:

zj = Aelon, (14
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Fig. 2. Attenuation coefficient (positive implies growth and negative decay) of the linearized transport equation solved by means of a first-order upwind and forward Euler scheme
as a function of the number of parts in which a wavelength is divided (small number indicates a coarse resolution) and the Courant number.

where A is the complex amplitude vector, k [rad/m] the real wavenum-
ber, and w = w, +iw; [rad/s] the complex angular frequency. The wave
celerity ¢ = w,, and the wave attenuation is ;. A positive attenuation
implies growth of perturbation and a negative value decay. Substituting
Eq. (14) into Eq. (13), we obtain:

w = Ak. (15)

We find that a linear wave propagates at a celerity A without attenua-
tion.

Considering the above-mentioned numerical scheme, Eq. (13) can
be discretized as:
m+l _ ( m _ In )

' zn Zt —z"
bi bi bi bi—1
+ A =0, 16

At Ax a6

where the indices i and » indicate space and time, respectively. Substi-
tuting the wave-like solution (Eq. (14)) into Eq. (16) we find:

_ Gei(k(x—Ax)—ml) — 0, (17)

z

el(kx—a)(t+Ar)) _ e1(lc)c—mt) + O_el(kx—{ut)

where ¢ = 14t/Ax [-] is the Courant number. From this equation we
derive:

w= jlog(l —0+0e"i“"). (18)

Fig. 2 shows the attenuation coefficient (i.e., the imaginary part of
Eq. (18)) as a function of the number of parts in which a unitary
wavelength of 2r is divided n = 2z /k, and of the Courant number o.
The number of parts in which a wavelength is divided indicates the
coarseness of the grid. A small number implies that a wavelength is
poorly reproduced (i.e., a coarse grid). For a Courant number equal to
1, regardless of the grid resolution, the attenuation coefficient is 0 and
the exact solution is recovered. For a Courant number larger than 1, the
numerical scheme is unstable, which is seen in the positive attenuation
coefficient. For values of the Courant number between 0 and 1, a
coarse mesh (less divisions of a wavelength) causes a larger attenuation
coefficient than a fine mesh (more divisions of a wavelength).

The artificial diffusion introduced by Fpgg adds to the numerical
diffusion depending on the discretization or mesh resolution, with
different impacts on the final simulated processes. An example on the
interlink between Frpg and mesh resolution is given in Section 3.1.2.

3.1.2. Two-dimensional considerations

An obvious reason for exaggerating the bed slope effect in morpho-
dynamic computations is the poor representation of steep slopes on
a coarse grid. If the numerical representation Ah/Ay of a transverse
bed slope is too small due to a large transverse grid cell size Ay, the
corresponding correction factor must be incorporated in the parameter
weighing the effect of gravity pull along transverse bed slopes. This will
be investigated in Section 3.1.3 on the basis of numerical simulations.

Fig. 3. Schematic of mass balance in a coarse-grid situation.

However, there is a second consideration for the need to exaggerate
the bed slope effect (i.e., use a smaller value of f) if the grid is coarse,
related to the stability of the numerical computations, reviewed in the
following section.

Assume a 2D computational grid for a river with a horizontal bed
and a uniform water depth A. The river is so wide that the water level
is not affected if a single streamwise row of grid cells becomes deeper
and thereby locally conveys a higher discharge. So, the water level is
constant. Consider the situation in which one grid cell is lowered by
Ah. This enhances the sediment transport capacity by AQ, and creates a
transverse bed slope 44 /Ay, generating a lateral sediment input 4Q;
(Fig. 3). Neglect backwater effects, so that the flow remains steady and
uniform in every grid cell (strongly violating the real flow equations
for the sake of a simple analysis).

The bed is stable (self-restoring) if the increase in sediment transport
capacity, moving more sediment out of the grid cell than is coming in,
is compensated by the lateral input of sediment. This condition can be
elaborated as follows, using Q; = q;4y and Q,,,, = ¢ ), 4x:

d(g,4 d(qy 14 4%)
(q§ y) < qs,lar (19)
dn dh
Wi;h Ay ot = %Z‘—qu this leads to ;
Ayi <Ax&i An +AxlA—hi (20)
dh £ dh \ 4y f Ay dh
For convenience we introduce the notation a = qiii}f. For a power-

law dependence of sediment transport capacity on flow velocity with
exponent b and the Chézy equation for steady uniform flow, this
parameter is equal to a = b/2. It leads to

qs qs d ( Ah 1 Ah 4
Aya— < Ax— — | — Ax— —a—. 21
Y "fdh(Ay>+ Ty @D



M. Tritthart et al.

22
2 — -
1.8
1.6
1.4
1.2
1

0.8
0 5 10 15 20

transverse coordinate [m]

elevation [m]

——bed elevation water surface

Fig. 4. Transverse profile (at coordinate x = 200 m) of the bed elevation [m] and water
surface [m] at the beginning of the simulation.

1.6 — Frgs =1, coarse

— Fqgs =1, fine

----- Frgs =2, coarse
- Figs =2, fine
- Figg =20, coarse

=20, fine

bed elevation [m]
o

0.9
4 6 8 10 12 14 16

transverse coordinate [m]

Fig. 5. Transverse profile (at coordinate x =200 m) of the final bed elevation with two
different mesh resolutions (coarse-fine) and three values of Frgg =[1,2,20].

Hence,
Ax |h d [ Ah Ah Ax (h
<4x|hc (an —=—-Ah) 22
s Ay [adh(Ay>+Ay Ayz(a+ (22)
For Ah < h this reduces to
Ax h
< = -, 23
/ Ay? (23)

or for square grid cells

1 h
< —-—.
4 a Ax

(24

This condition is always fulfilled in the continuum limit as 4x — 0.
It requires exaggeration of the bed slope effect (i.e., reduction of f),
however, if Ax > h/af.

3.1.3. Example: Effect of grid refinement

The effect of grid refinement together with the use of different
values of Frgg is shown via the following numerical test. The com-
putational domain is defined by a rectangular flume [20m x 400 m],
with lateral vertical frictionless walls. The bottom slope is constant
and equal to 0.005. The bottom is divided longitudinally into two flat
sections, characterized by a sharp step of 0.5 m connecting them at the
centre line of the channel (Fig. 4). To explore also the role of the mesh
resolution, two computational meshes, coarse (3k cells) and fine (13k
cells) are used. The Manning value is set to 0.028 s m~!/3 and the inflow
to 33.2m3s™!, resulting in a steady flow of approximately 0.5m and
1 m depth on the two sections of the channel, respectively. Simulation
time is set to 10000s. These numerical runs were conducted with the
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Fig. 6. Difference of transverse profiles (at coordinate x = 200m) of the final bed
elevation between various Fpgg values and for two different mesh resolutions (coarse-
fine).

BASEMD module of BASEMENT (Vetsch et al., 2023; ETH Zurich, VAW,
2024).

Fig. 5 shows the bed elevations for two mesh refinements (coarse-
fine) and three lateral transport factors (Frgg = 1,2,20). The example
of Fig. 5 highlights how an increment of Frgg results, coherently, in
an increased diffusion of the bottom step. However, it also clearly
emphasizes how the mesh size plays a relevant role in regulating the
diffusion of the solution.

Fig. 6 shows the variation of the solution (i.e., difference of bed
elevation) when changing Frgg, for both coarse and fine mesh. It is
worth noting how Frgg plays a minor role with a coarse mesh (variation
from 1 to 2), hence requiring a larger value to appreciate a difference
in the numerical solution (variation from 1 to 20). On the other hand,
a finer mesh (i.e., reduced numerical diffusion) results in a higher
sensitivity of the numerical solution to the choice of Frpg.

Overall, the test exemplifies how the choice of Fpgg is tightly linked
to the mesh resolution, and that the relative effects of varying Frpg
depend on the underlying computational mesh characteristics.

3.2. Mesh type and flow orientation

Mesh type (i.e. structured vs unstructured) and flow orientation
have well recognized direct effects on numerical diffusion (Patel et al.,
1988), and still challenge CFD model developers (e.g Holleman et al.,
2013; Bailey, 2017; Green et al., 2022). The use of unstructured grids
in hydro-morphodynamic modelling has widely recognized advantages
(e.g. easier description of complex geometry and local refinement) but
also drawbacks (e.g. more complex implementation and acceleration
of numerical solutions). Unstructured meshes have no preferential ori-
entation with respect to the simulated vector field, i.e. an isotropic be-
haviour with respect to advective and diffusive fluxes. On the contrary,
structured meshes have a preferential orientation, i.e. an anisotropic
behaviour. A mesh is more anisotropic when it has clearer preferential
directions such as for the cases of curvilinear meshes, Cartesian meshes,
or meshes using only equilateral triangles.

For the sake of clarity, it is important to distinguish between the
numerical solver requirements and the mesh type. Some numerical
algorithms are based on the structure of the mesh: for instance, the ADI
algorithm (Leendertse, 1967; Briley and McDonald, 1977) in Delft3D
4 requires a curvilinear grid. Other solvers do not require any par-
ticular mesh structure, such as in the case of Delft3D Flexible Mesh,
BASEMENT (Vanzo et al., 2021; Vetsch et al., 2023) or iSed (Tritthart
et al., 2011). This allows covering the domain with triangles of different
shapes, leading to an isotropic computational discretization.

One of the main consequences related to the mesh type is that
the use of unstructured meshes results in increased numerical dif-
fusion when compared to structured grids well oriented with the



M. Tritthart et al.

flow field (Holleman et al., 2013). On the contrary, mesh anisotropy
(i.e., structured) can reduce numerical diffusion, but it might also
reduce physical diffusion by suppressing lateral exchanges, in this case
the deviation of the sediment transport vector due to lateral slope.

3.2.1. Example: isotropic vs anisotropic mesh

The setup is analogous to the one in 3.1.3. Simulations are con-
ducted with Delft3D Flexible Mesh. The domain is rectangular and it
features a straight channel 400m long and 20m wide with constant
streamwise slope equal to 1.6 x 10~ and a step in transverse direction
of 0.5m separating a floodplain from the main channel. Flow occurs
initially only along the 10m wide main channel and is in equilibrium
for an upstream discharge equal to 4.5m?s~! and a non-dimensional
friction coefficient equal to 0.007 (Chézy friction coefficient equal
to 37.44m'/2s71), yielding a normal flow depth equal to 0.45m. The
downstream water level is initially Om and the downstream bed level
—0.45 m. Sediment transport is computed with the relation by Engelund
and Hansen (1967) considering the sediment size to be 1 mm. The bed
slope effect is modelled according to Koch and Flokstra (1981). This
means that the sediment transport vector is rotated in the direction of
the bed slope by a certain factor (Eq. (3)). A value of A = 1 (Eq. (4)) is
employed, which is a physically realistic value (i.e., Frgg = 1). Degra-
dational conditions are imposed by lowering the downstream water
level at a rate of 0.5m in 30days. The upstream bed level is lowered at
the same rate to simulate the conditions of a long degradational reach.
The simulation runs for 12.5 days. Bank erosion is active. The model for
bank erosion in Delft3D consists of spreading a fraction of the erosion
that would occur in one cell of the main channel (i.e., where there is
sediment transport) to the nearby cells if these are higher and there is
no sediment transport (i.e., it is a bank). The factor is set to half.

Four different meshes are employed: (1) a Cartesian mesh with
square cells of 1 m side length, (2) a Cartesian mesh with square cells of
2 m side length, (3) a regular grid with triangles of base equal to 2 m and
height equal to 2m (and half these triangles at the open boundaries),
and (4) an irregular triangular grid created using the boundaries of
Mesh 3. The intention is that Mesh 2, 3, and 4 are of similar resolution,
only changing the isotropy characteristics. Nevertheless, the use of
triangles of similar size as quadrilaterals inevitably leads to more cells.
While we employ 2000 squares for Mesh 2, there are 4010 regular
triangles. The grid irregularity also leads to more elements (7174 cells).
Mesh 1 is considered to be a reference, given that the Cartesian mesh
is expected to be less diffusive (with a well aligned flow), and it has
the finest resolution.

Fig. 7 shows the flow depth at the end of the runs for the four
meshes. The solution of the high-resolution Cartesian mesh is given in
Fig. 7a. For the sake of clarity, let us first compare the results with
Mesh 2, 3, and 4 (Fig. 7b, ¢, and d, respectively), as the result of only
varying the mesh type. The solution develops a pronounced meandering
channel on a Cartesian mesh (Fig. 7b) whereas the triangular meshes
(panel ¢ and d) lead to more uniform bank erosion.

A regular triangular mesh is more isotropic than a Cartesian mesh:
Fig. 7c shows a more uniform erosion of the floodplain (compared
with panel b), with no meandering pattern visible in the main channel.
As somehow expected, the increased isotropy of the regular triangular
mesh leads to an increase of the numerical diffusion of the solution,
not compensated here by the relative increase of computational cells.
A practical workaround to obtain similar results would be to increase
the transverse bed slope effect of the Cartesian mesh to increase the
lateral diffusion of sediment and prevent the formation of the narrow
meandering channel of Fig. 7b.

The irregular triangular mesh (Fig. 7d) is the most isotropic among
the tested types: we expect a larger numerical diffusion (due to the
mesh type), partially compensated by the increased number of com-
putational cells. Results show an almost homogeneous bank erosion of
reduced intensity compared to the regular triangular mesh (Fig. 7c).
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Moreover, some pattern of deep and shallow areas in the main channel
are also visible.

The simulation results (Fig. 7b to d) show how, for a given factor of
lateral transport Fpgg: (i) the solution depends on the mesh type and
flow alignment, and (ii) it is mediated by the number of computational
cells.

The question arises as to which solution is the most correct. As
mentioned before, Mesh 1 could be expected to yield the most accurate
solution. While numerical diffusion is less than the other grid type, the
excessive anisotropy (i.e., clear preferential orientation) could however
play a counteracting role.

The high-resolution Cartesian mesh (Fig. 7a) shows results suppos-
edly more diffused than the low-resolution Cartesian mesh (Fig. 7b);
the results of the high-resolution Cartesian grid are somewhere in
between the triangular meshes and the low-resolution Cartesian grid.
Low resolution in a Cartesian mesh (Fig. 7b) causes less diffusion
than physically realistic (i.e., flow concentrates in a channel). This
shows that mesh resolution should be high enough to prevent flow
concentrating in a channel.

Eventually, assuming the most accurate result is obtained with the
high-resolution-Cartesian mesh, we conclude that the triangular meshes
are too diffusive whilst the low-resolution-Cartesian mesh is too little
diffusive. We however refrain from suggesting a conclusive approach
to choose the mesh type and granularity. In this exercise the finest-
possible Cartesian mesh is considered as most accurate, but this is not
true in general. The reason unstructured meshes exist is that these fit
better general domains as used in practice.

Our suggestion would be to use a Cartesian or curvilinear mesh if
this suits the problem. If the spatial scale varies significantly in the
domain of interest (requiring local mesh refinements) or the boundaries
cannot be well captured with a curvilinear approach, or if there are
islands or bifurcations and confluences which make it difficult to create
a good curvilinear mesh, an unstructured mesh should be pursued, as
it will reduce the number of cells and the time needed to create it.

If using a Cartesian (or curvilinear) mesh (i.e., with high anisotropy),
the resolution needs to be high enough to prevent “underdiffusion”.
Once the flow concentrates in a few cells, the resolution is not high
enough and the mesh should be refined. On the other hand, if using an
unstructured mesh (i.e., with low anisotropy), the resolution needs to
be high enough to prevent “overdiffusion”. When the solution appears
too smooth, it is probable that the mesh resolution is not high enough
and the mesh should be refined. In essence, creating a suitable mesh is
thus still a difficult problem requiring attention and, ideally, iterations
and convergence tests.

3.3. Numerical scheme and stability of solution algorithm

The advective component of the Exner equation implies that there is
a direction in which information travels at a certain celerity. This needs
to be considered in the choice of the numerical scheme. Considering the
decoupled system of equations (i.e., flow is solved as if the bed is fixed)
and vice versa (Colombini and Stocchino, 2005) at the linear level, any
downwind component in the numerical solution introduces numerical
instability. As such, upwind schemes are a preferred choice, in which
the sediment transport direction is used to find the direction.

However, as shown by Volp et al. (2016), this is not always satisfac-
tory. While the two directions (i.e., the bed celerity and the sediment
transport) are identical in subcritical 1D models, this is not necessarily
the case in 2D and 3D models. Considering an uneven bed with local
shallow areas (e.g. due to bed forms or other obstacles), flow can
effectively bypass these areas and result in reduced flow velocities on
their top. In such a situation, the direction of the bed celerity is different
from the sediment transport direction and may even oppose it (Volp
et al., 2016).

If the upwinding of the numerical scheme is performed in the wrong
direction, what is supposed to be upwind turns out to be downwind,
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Fig. 7. Flow depth using an (a) high-resolution Cartesian mesh, (b) low-resolution Cartesian mesh, (c) regular triangular mesh, (d) irregular triangular mesh.

which causes instability of the numerical scheme. In such a case,
artificial damping of the solution is required by adding diffusion, which
can be achieved through the bed slope effect by increasing Frgg as
already shown mathematically in Section 2.

The problem of an unstable numerical scheme requiring additional
diffusion to artificially stabilize it is exacerbated by the use of a
morphodynamic acceleration factor (Lesser et al., 2004; Ranasinghe
et al., 2011) for reducing the computational time. This factor linearly
increases the bed celerity (Carraro et al., 2018) approaching it to the
flow celerity travelling downstream. If these are of the same order of
magnitude, decoupling of the system of equations is invalid. The bed
cannot be assumed to be fixed when solving for the flow and vice versa.
The coupled interaction between flow and bed needs to be considered
in the solution of the system of equations. In this case, applying an up-
wind scheme for the Exner equation is unstable, as there is substantial
bed information travelling both upstream and downstream. Hence, the
application of a pure upwind scheme will be unstable and additional
diffusion by means of, for instance, a large Fgg will regularize the
system.

4. Aspects related to the compensation for unimplemented physi-
cal processes

4.1. Bank erosion

Bank retreat by erosion is a key process controlling morphodynamic
development. An eroding bank represents a source of sediment to
the main channel and an increase in flow width. Planform changes
are linked to vertical changes and controlling one has an impact on
the other. For instance, a non-erodible bank (e.g., engineered using
revetments) prevents planform changes. While a crucial process for ac-
curate morphodynamic modelling, it is known to be difficult to predict
accurately (ASCE, 1998a,b). Stecca et al. (2017) discern between the
difficulties associated to developing (1) an algorithm embedded in a
morphodynamic model and (2) a closure relation that rightly models
the physics of bank erosion. For instance, a bank can be identified
based on the flow depth, sediment transport, difference in height,

or difference in slope between adjacent cells. Furthermore, the grid
resolution limits the bank steepness and the change in elevation for
a given eroded mass. A coarse grid can more easily cause stalling
of the bank retreat. The strength of a bank depends on a myriad of
factors such as vegetation, size of slump blocks, ship waves, cohesive
sediment, particle interlocking, groundwater, water level variations,
particle size, grain size distribution, and vertical heterogeneity (layer-
ing) (e.g. Parker et al., 2011; Vargas-Luna et al., 2018; Duré et al.,
2020). The amount of literature available and different modelling
approaches reflect the difficulty of the topic (see a recent review by
Dur6, 2020).

For bank retreat to continue, sediment eroded and deposited at the
toe needs to be removed. This can be hampered by a small sediment
transport at the toe due to a shallow flow. Gradients in sediment trans-
port in streamwise direction near the bank may lead to erosion of the
fallen material. Additionally, sediment transport in transverse direction
due to bed slope effects efficiently removes sediment, transporting it
towards the main channel. The transverse slope at the bank toe is
large after sediment has fallen, increasing the efficiency of the process.
Transverse sediment transport is ever more important in idealized
situations in which quasi-uniform conditions are recreated (i.e., there
are limited gradients in streamwise direction).

Compared to the factors involved in bank erosion, the influence
of the transverse bed slope on sediment transport appears in first
instance to be a less-uncertain process. This fact, in combination with
the efficiency of transverse sediment transport in removing sediment
from the toe of a bank lets us hypothesize that a large transverse bed
slope effect is used to compensate for a poor bank erosion algorithm.

4.1.1. Example: Effect on bank erosion

A test case using Delft3D 4 exemplifies how a large bed slope effect
enhances bank erosion. The set-up is the same as in Section 3.2 but
here the simulation time is 30 days and only a coarse Cartesian grid
with square cells of size equal to 5 m is employed. The time step is 1.6,
guaranteeing that at all time the Courant number (Courant et al., 1928)
is below the unstable limit.

Six cases are run varying the bed slope effect. Parameter A (Eq. (4))
is set to 1 (which is a physically realistic value, i.e., Fygg = 1), 10, 100,
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(i.e., unrealistic bed slope effect), (¢) Frgs =500 (i.e., unrealistic bed slope effect).

200, 500, and 1000, respectively. Figs. 8b and 8c show the respective
final states for A 1 and A 1000. When a physically realistic
value is employed, erosion in the main channel causes bank erosion,
but not sufficient to lower the floodplain (Fig. 8b). Fig. 9 shows the
development with time along a transverse section at x = 200 m, where x
is the streamwise direction. When a physically unrealistic value is used,
the bed level near the bank is lower, as the sediment is more efficiently
transported towards the main channel. The additional erosion causes
flow to lower the floodplain, enhancing bank retreat. For Fgg values
of up to 100, it does not completely erode the first floodplain cell and
for 200 it already erodes the entire floodplain (cf. Figs. 8b and 9b).

4.2. Suspended sediment transport

The effect of suspended sediment can be understood from the
equilibrium cross-sectional shape that forms in an infinitely long bend
of constant curvature. This axisymmetric solution (Struiksma et al.,
1985) refers to a hypothetical river spiraling down around a vertical
axis (Fig. 10).

The axisymmetric solution for a 2D depth-averaged system is found
for the transverse component of sediment transport equal to zero:

* h P | aZb _
q5 A R T
where asterisks mark whether the sediment transport rate per unit
width is used in the calculation of the effect of helical flow (g}) or the
effect of transverse bed slopes (¢}*); A, is a factor weighing the effect

(25)

Fig. 10. Hypothetical infinitely long riverbend with constant curvature, spiraling down
around a vertical axis (pertaining to the axisymmetric solution).

of spiral flow, i the flow depth, R the radius of curvature, and n the
transverse coordinate. Hence:
0z,

on (26)

q5 h
qﬁAsfw)i

Unrealistically large values of dz,/dn can occur if:
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1. the effect of helical flow on sediment transport is calculated as if
all suspended sediment is located close to the bed. The parame-
terization based on equating sediment transport direction to bed
shear stress direction is then inappropriate. In the axisymmetric
solution this means that A, is too large (Arailopoulos, 2014; Baar
et al., 2019);

2. the effect of transverse bed slope is applied to bedload only,
which means that g is taken too small (cf. Eq. (26)). Talmon
(1992) found indications that transverse bed slopes affect part
of the near-bed suspended sediment transport too.

The occurrence of unrealistically large values of dz,/dn is sup-
pressed by making f(0) very small during calibration, which is equiva-
lent to exaggerating the bed slope effect (cf. Eq. (7)). If the dispersion
by helical flow is modelled inappropriately (i.e., if A, is taken too large)
while applying the bed slope effect to the full suspension (i.e., taking
q;* too large as well), the ratio A;/q?* might still be of a realistic order
of magnitude so that f(0) can have a realistic value too. The model is
then calibrated with realistic values for the wrong reasons. This may
be what actually happens when applying a total-load predictor such
as Engelund and Hansen (1967) to the morphodynamic development
of systems with substantial transport in suspension.

4.3. Critical bed shear stress

In the development of bed load transport equations, values for
critical bed shear stresses were experimentally derived on flat or mildly
sloped beds. However, steep slopes, as they are found near banks,
in scour holes or the front of sedimentation patches, influence the
incipient motion of sediment particles, thus requiring correction of the
critical bed shear stress (van Rijn, 1993).

Longitudinal or transverse bed slope effects (e.g. Bagnold, 1966;
Ikeda, 1982; Koch and Flokstra, 1981) are applied as a scaling factor
to the bedload transport capacity gp. However, g is typically de-
rived from threshold equations, such as Meyer-Peter and Miiller (1948)
or van Rijn (1993), which yield ¢z=0 if the bed shear stress is below the
threshold of incipient motion. During the evolution of a sedimentation
patch on an otherwise flat bed, the bed shear stress might drop sharply
at the leeward side. In a discretization technique that calculates the
bedload transport capacity directly at the cell face without upwinding,
e.g. using a staggered mesh where the flow variables are stored in the
cell centres and the sediment transport properties at the cell faces, the
bedload transport capacity will be zero at the downstream side and
non-zero at the upstream side of a cell. This artificially accumulates
sediment in a cell, which can become substantially higher than it would
be in the physical domain. At this point, the sedimentation front cannot
migrate further downstream any more, unless a different discretization
technique involving an upwind scheme is employed.

This issue can alternatively be resolved by applying steep-slope
corrections for the critical bed shear stress 7, ., to the equation set of
the modelling framework, such as Smart (1984),

1 0z,
— 27
tang OJs > 27

Tb,cr = Tb,cr,O <1 +

where 7., is the critical shear stress on a flat bed, ¢ the angle
of repose and s the path of the sediment transport vector. These
corrections reduce the critical shear stress depending on the bed slope
and therefore yield non-zero values of g, at the leeward side of a
sedimentation patch. As the name implies, these corrections were de-
veloped for steep-sloped beds and are therefore not necessarily required
at the scale of simulation of morphodynamics in rivers or delta regions.
However, when morphodynamic features of the bed are accurately
represented on a well resolved grid, they are required to obtain a
reasonable bed topography. Since these corrections are not available in
all modelling frameworks, dampening of the peaks in the sedimentation
front otherwise occurring in the numerical solution is required to allow
it to migrate downstream. We hypothesize that this can be achieved
by exaggeration of the transverse bed slope effect, which effectively
introduces enough diffusion that transport becomes possible again.
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4.3.1. Example: Effect on sediment mobility

In order to test the hypothesis and show the influence of the critical
bed shear stress correction on the results, we employ a flume with
lateral contraction. We compare model results with and without such
a correction to a morphology obtained using an exaggerated transverse
slope coefficient.

A physical experiment with the geometry depicted in Fig. 11a was
performed by BAW in Germany in the years 2007-2008 (BAW, 2009).
The flume was 16.5m long and 1.0 m wide. 2.93m downstream of the
inlet the flume was narrowed to 0.5m width by a contraction on the
left-hand side, which is 6.88m long. The vertical side walls of the
flume consisted of plastered, smooth concrete. The channel bed had
zero slope. Experiments were performed for a duration of T = 125 min
for various steady-state discharges; we considered the experiment using
the maximum discharge of 0.15m?s~! and an initial downstream water
depth of Ay = 0.275m. A sediment layer of 0.2 m thickness in the flume
was characterized by the following grain sizes: ds, = 4.9mm, d, =
5.1mm, dgy = 7.6mm and ¢ = (dg,/d;)*> = 1.6. The dominating fraction
was fine gravel with grain sizes between 2.0 mm and 6.3 mm.

In this test case, the iSed sediment code (Tritthart et al., 2011)
serves as the numerical model and is fully coupled with the RSim-
3D hydrodynamic solver (Tritthart and Gutknecht, 2007). A mesh
consisting of cells in quadrilateral base shape, ranging from 0.04m x
0.02m to 0.04 m x 0.04 m is used; the mesh is refined near the walls and
in the contraction section. Eight cells in the vertical discretize the water
column. Bedload transport is computed using the equation by Meyer-
Peter and Miiller (1948), formulated for non-uniform transport with the
hiding-exposure (HE) correction by Einstein (1950). Generic parame-
ters are applied, i.e. . = 0.047 and a HE coefficient of yz = —0.5.
The bed slope effect is modelled using the equation by Ikeda (1982)
(Eq. (5)) using a standard bed slope factor ¢ = 1.5 as well as an
exaggerated bed slope factor € = 15, i.e. Fygg = 10. The correction of
the critical bed shear stress is performed according to Eq. (27) (labelled
as full 7, correction) and alternatively limited to the range [0.5,
1.5] 7, (labelled as weak 7 ., correction).

Fig. 11b presents a longitudinal section of the channel at the end
of the experiment. The computation using a standard bed slope factor
Frgs = 1 and full critical bed shear stress correction shows a smooth
behaviour of the morphodynamics in the channel. The sedimentation
deposit advances to x/L = 0.8. In contrast, the computation with
Frgg = 1 and disabled critical bed shear stress correction leads to a
pronounced sediment deposition in the widening zone of the channel.
This deposit forms early in the computations and does not proceed
downstream. On the other hand, the simulation using an exaggerated
bed slope factor Frgg = 10 predicts the deposit to migrate further
downstream, to a position of x/L = 0.7. In this computation, the
front is not immobile and progresses slowly further. Both scour depth
and deposition height, however, are larger than in the simulation with
full correction of the critical bed shear stress. When a weak (limited)
correction of the critical bed shear stress is employed, the deposit
migrates further downstream. Using Frgg = 10 in this case yields
the same result as the computation with the full critical bed shear
stress corrections. Thus, an exaggerated transverse bed slope factor can
mitigate a deficient correction of the bed shear stress. This behaviour
can also be inferred from Eq. (5) where a too small value of 7, .. can
be compensated by an exaggerated ¢ (and thus a larger Frgg) to yield
the same transverse bed slope effect.

5. Discussion

The provided examples have shown that an exaggeration of the
transverse bed slope effect using a value of Frpg substantially larger
than 1, can either stabilize the numerical solution or compensate for
physical processes not implemented in the model, or both. Thereby
a “desired” morphological evolution can be achieved more easily.
According to our findings, the need to increase the transverse bed slope
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Fig. 11. (a) Plan view of the channel constriction experiment with distances in cm; (b) longitudinal section of relative bed level changes with no, weak and full critical bed shear

stress correction as well as Frgg = 1 and increased Frgg = 10.

effect to unrealistic values therefore does not arise from a preference
of the water to flow through as few grid cells as possible, as suggested
by Baar et al. (2019), but rather to overcome other deficiencies of the
modelling framework employed.

Empirical relationships to calculate bedload transport capacities
were typically derived for flat beds. Approaches to consider the bed
slope effect are generally required to increase or decrease the bedload
transport capacities accordingly to match the actual slopes encountered
(cf. Sections 2 and 4.3). However, depending on the situation these
terms may add substantial diffusion to the numerical solution. This
is the case particularly for comparably steep slopes. For instance,
longitudinal bed slope equations following the approach by Bagnold
(1966), may increase the bedload transport capacity by the order of
103 for slopes near the value of the inner friction angle of the sediment.
While this may be true for an “avalanche” process, which takes place
within time spans of seconds, it obviously acts destabilizing on the
numerical solution of larger domains with longer simulation time steps.
The general failure of the (Bagnold, 1966) hypothesis as discussed
by Seminara et al. (2002) notwithstanding, this approach is widely
used. The introduction of slope correction terms of the critical bed
shear stress, such as those suggested by Smart (1984) and presented in
the example in Section 4.3, have a stabilizing effect in such situations
by dampening potentially large values. Again, from a numerical point
of view this works by adding diffusion to the solution. Without the
availability of such a correction in the model, an exaggerated Frgg
provides an alternative remedy.

However, exaggerating the transverse bed slope effect for targeting
the aforementioned aims does not come without severe “side effects”,
as additional diffusion in the numerical solution may suppress — or
even reverse — physical processes that would otherwise be correctly
predicted by the model. In the following example, we show what
happens to a self-formed river morphology under an exaggerated Fpgg
scenario.
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Fig. 12. Longitudinal profile of the detrended bed elevation at the channel side wall
(y =0). Dashed grey line is the initial bed profile for the simulations, whilst blue and
red lines are the final profiles (r = 1d) with Fizg =1 and Fpgg = 10, respectively.

5.1. Example: Effect of Frgg on self-formed river morphology

The computational domain is composed by a straight channel [100 m
x 10000 m] characterized by a constant slope of 0.002, discretized with
42674 computational cells, and having frictionless vertical lateral walls.
The initial bottom is modulated with a periodic cosine-sinusoidal un-
dulation, with a half-period in the transverse direction. The amplitude
of the signal is 1 m, whilst the wavenumber is set to 0.4. The initial
conditions of the bed resemble an alternate bar configuration.

The bottom is assumed to be composed by uniform sediment having
a representative diameter of 0.02m and a relative submerged mass
density of 1.65. The bottom friction is set to 30m'/3s~! (Strickler
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Fig. 13. Planar view of detrended bed variation [m] at final time ¢ = 1d. Axes are distorted and flow is from left to right. Starting from the same initial conditions, simulation
(a) Frgs = 1 shows a growing pattern of alternate bars, whilst simulation (b) Fyzg = 10 shows a decaying signal, towards a morphological equilibrium characterized by flat-bed

conditions.

parameterization) and the sediment transport is evaluated with the
formula of Meyer-Peter and Miiller (1948). The system is fed with
a constant water discharge of 1000m3s~! and a sediment discharge
in equilibrium with the actual inlet transport capacity. With the pro-
vided boundary conditions, the domain is subject to sediment transport
everywhere, with an average Shields stress of 0.2.

With the provided hydro-morphological conditions, the expected
equilibrium self-formed morphology is represented by free migrating al-
ternating bars, consistently predicted by Colombini et al. (1987). Thus,
the numerical solution is expected to represent a growing and down-
stream travelling signal. The simulation time is set to 1 day and the sim-
ulations are executed with the BASEMD module of BASEMENT (Vetsch
et al., 2023; ETH Zurich, VAW, 2024).

Fig. 12 shows the longitudinal profiles of the initial bed and the
final results, for both cases of Frgg = 1 and Frgg = 10. Coherently with
the bar predictor approaches of Colombini et al. (1987) and Crosato
and Mosselman (2009), the regular case of Frgg = 1 results in a
growing signal of the bars. While growing, the initial sinusoidal signal
also evolves towards an alternate bar shape, with more pronounced
head and milder tail of the depositions, as shown in Fig. 13a. On
the contrary, with an exaggerated F;gg = 10, the morphodynamic
evolution of the system is reversed. Despite the expected self-formed
morphology as alternate bars, the initial bottom tends to flatten as
effect of the strong diffusion introduced with Fpgg. The initial signal
hence decays almost symmetrically (Fig. 13b), ultimately leading to a
flat-bed equilibrium condition.

The test exemplifies how the tuning-exaggeration of Frgg can lead to
a complete reversal of expected morphodynamic processes. When mod-
elling such physically rooted morphodynamic processes, it is therefore
not recommended to scale the bed slope factor to more than the value
range actually tested by the original authors of the approach (e.g. Fygg
1 to 2 in the case of a transverse bed slope implementation of the van
Bendegom (1947) type (cf. Eq. (3)), such as Koch and Flokstra, 1981
or Talmon et al., 1995).

6. Conclusions

Through mathematical analysis and five examples, we show that
the main reasons for using unrealistic representations of the bed slope
effect in morphodynamic modelling are (i) the need for stabilizing the
numerical solution through added diffusion, and (ii) the compensation
of missing physical processes in the model implementation. In detail,
practical reasons for employing an increased bed slope effect are:

compensating an insufficient resolution or isotropy of the numer-
ical mesh;

stabilizing and smoothing the numerical solution, in particular
due to an inappropriate choice of the numerical scheme;
substituting a lacking or oversimplified bank erosion algorithm;
coping with too simple model approaches of suspended sediment
transport processes;

mitigating the lack of a slope correction of the critical bed shear
stress.

There is no reason to conclude that realistic sediment transport
vectors and realistic transverse bed slope effects cannot coexist in the
same model study. If in the context of a practical model application
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an improved result is only obtained through a substantially increased
transverse bed slope factor, the resolution of the numerical mesh and
the appropriateness of the numerical scheme should be checked first.
Then, the processes implemented in the model should be matched with
those physically occurring in prototype conditions. Only if all of these
influences can be excluded, a tweaking of the transverse bed slope
factor should be considered. However, even under these circumstances
we do not recommend changing this factor by more than twice its
default value, as this is the proven value range found in the original
literature of the transverse bed slope effects. Employing larger values
bears the substantial risk of a strong alteration and even reversal of
physically expected morphodynamic processes.
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Delft3D. Delft3D 4 (Deltares, 2024b) and Delft3D Flexible Mesh
(Deltares, 2024a) are both products of Deltares. Delft3D 4 requires
a curvilinear mesh. The numerical scheme is staggered and based on
finite differences. An Alternate Implicit Direction scheme (Leendertse,
1967; Briley and McDonald, 1977) efficiently and accurately solves the
flow with Courant numbers of up to 5-10 in practical applications.

Delft3D Flexible Mesh solves on unstructured orthogonal meshes
composed of elements of up to 6 sides (i.e., hexagons, although usually
triangles and quadrilaterals are employed, and some pentagons for
joining subgrids). The numerical scheme is staggered and based on
finite volumes. A semi-implicit scheme is employed, which sets the
time-step limit to a Courant number based only on flow velocity,
smaller than 1. In other words, the time step is limited by u and not
by u+ \/g_h

The morphodynamic component of Delft3D 4 and Delft3D Flexi-
ble Mesh is the same (both share the same source code). The bed
level is defined at cell centres and considered piece-wise constant
(i.e., tile approach). The fluxes are determined by upwinding the
sediment transport computed at cell centres. The bed level update is
computed decoupled from the flow update. In other words, the flow
is assumed to weakly interact with the bed, such that the flow can be
considered constant for updating the bed level and vice-versa.

Basement. It is a freeware application developed at the Laboratory of
Hydraulics, Hydrology and Glaciology of ETH Ziirich. The software can
simulate two-dimensional hydrodynamic, morphodynamic, and scalar
advection-diffusion processes of scientific and practical interest (Vanzo
et al., 2021). For the test cases of this work we employed the BASEMD
module of the software (Vetsch et al., 2023).

BASEMENT solves the 2D hydro-morphodynamic governing equa-
tions (shallow water and Exner) adopting a finite volume approach
over unstructured triangular meshes. The computational meshes can
be generated with BASEmesh, an open-source Python module, as well
as a QGIS plugin Vanzo et al. (2021). For the temporal integration,
an explicit first order Euler scheme is used. The temporal integration
proceeds in a synchronous-decoupled way for the hydrodynamic (shal-
low water) and morphodynamic (Exner) equations, meaning that the
modules are independently integrated in time with the same timestep.

In the BASEMD module, hydrodynamic fluxes are calculated with an
HLLC solver on the main triangular mesh, whilst the morphodynamic
fluxes are calculated with an upwind approach on a staggered grid,
resulting in a sediment flux estimation at the cell interface of the main
triangular mesh. For more details refer to the official documentation
(https://basement.ethz.ch/https://basement.ethz.ch/).

RSim-3D. Short for River Simulation in 3D, the code uses a generalized
finite volume method (Tritthart and Gutknecht, 2007) to solve the
three-dimensional Reynolds-averaged Navier-Stokes equations on ar-
bitrarily shaped polyhedra. The solver employs a second-order upwind
scheme for convective fluxes and a central differencing scheme for
diffusive fluxes. Temporal integration is performed using an explicit
first order Euler scheme. Turbulence is modelled using a two-equation
closure (user-selectable k-¢ or k-w). The position of the free surface
is computed from the non-hydrostatic pressure field, which is coupled
with the velocity field via the SIMPLE algorithm. While RSim-3D con-
tains code to calculate suspended sediment transport in 3D (cf. Tritthart
et al., 2019b), it does not come with capabilities to compute bed load
transport processes or morphodynamics by itself.

iSed. An abbreviation for integrated sediment transport and morphody-
namics model, the iSed code (Tritthart et al., 2011) extends 2D and
3D hydrodynamic models by the functionality to compute suspended
load, bed load, morphodynamics (Exner equation) and sediment sorting
processes. Since version 3.0, iSed uses shared-memory data exchange to
obtain the flow properties from the respective hydrodynamic codes and
in turn deliver bed level and roughness changes due to morphodynam-
ics. This results in a synchronous-decoupled workflow of hydrodynamic
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and morphodynamic calculations, using an explicit first order Euler
scheme for the temporal integration. To handle different meshes, it
uses the same generalized finite volume method as RSim-3D (Tritthart
and Gutknecht, 2007). Morphodynamic fluxes are calculated using an
upwind technique on a staggered grid, i.e. while the bed levels are
stored in the cell centres, the fluxes are stored on the cell faces of the
original mesh of the hydrodynamics solver.

Data availability

Data will be made available on request.
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