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Abstract
Nowadays modern life is influenced in many ways by artificial intelligence systems. This could be a
decision of an artificial intelligence, an autonomous vehicle or functions of consumer devices. In many
domains artificial intelligence can act faster, more precise or better than a human could. At the same
time, most decision processes of artificial intelligence systems are opaque black box systems. Making
these decision processes understandable to humans could increase the reliability, maintainability and
trustworthiness of such systems. (World Model based) Deep Reinforcement Learning Agents are often
too complex to be explained because decisions are influenced by previous states and actions. To address
this complexity, a new multistep explanation will be introduced. The proposed approach uses learned
world models and policies to imagine the future states and predicting actions for them. The imagination
is used as explanation to understand the plan of the agent and to know and validate the targeted goal. A
user study design was created to evaluate the effectiveness of this new form of explanation.
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1. Context and Motivation

The rapid advancement of Artificial Intelligence (AI) systems has enhanced their ability to handle
complex tasks. However, there’s been a notable focus on optimizing task-specific performance
metrics, neglecting transparency and explainability, resulting in opaque black box models.
Achieving transparent and interpretable AI systems is crucial for ensuring reliability and safety.
Within the realm of Deep Reinforcement Learning (DRL), the need for explanations is essential
due to its important role in AI. In DRL the agent tries to learn a policy that maximizes the
expected cumulative rewards. To do this, some approaches use a learned or given model of the
environment the agent is acting in. The task is defined by the reward function which evaluates
the actions of the agent with respect to the task. This feedback can be given after each step,
sparse at irregular intervals or only at the end of an episode. DRL agents’ performance relies
on various factors including the selected algorithm, training design, data quality, and reward
functions making it challenging to measure their individual contributions. This complexity
often leads to optimization through trial-and-error rather than causal decision-making.
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The multidisciplinary research domain Explainable Artificial Intelligence (XAI) addresses
these challenges by developing techniques to make the decisions of AI-Systems human under-
standable [1]. Thereby presenting a dual challenge: technical, in extracting and generating
relevant information from opaque AI models; and social, in presenting this information in an
optimal manner to various stakeholders.

Traditional XAI techniques fall short in explaining the decision-making process of DRL agents
[2]. Unlike deep learning classifiers, which operate in a single step, DRL agents act sequentially
to maximize expected returns over time. While classifiers aim for optimal solutions in each
state, DRL agents may prioritize less optimal actions to improve overall returns. Sparse rewards
pose an additional challenge, as not every step is assigned an individual reward, but instead
a number of steps are evaluated with one reward. This fundamental difference necessitates
higher-order explanations, such as first-order explanations incorporating agents’ goals and
beliefs [2]. Recent research has begun addressing these challenges by developing specialized
methods for DRL and adapting existing XAI approaches [3, 2]. Deep learning models’ black
box nature obscures the rationale behind AI decisions making it challenging for users to assess
fairness and reliability [4]. This opacity can be dangerous if humans place unwarranted trust in
non-transparent systems, potentially compromising reliability [5].

The lack of transparency and interpretability is not only a risk for end-users, but also compli-
cates the development process and the regulation of such AI-systems. Without transparency,
it is difficult to ensure legal compliance for developers and operators. As decision-making
takes place within the black box, it cannot be guaranteed that the AI will always make legally
compliant decisions [1]. Validating this decision-making process is a major challenge in the
development process of AI-systems.

2. Related Work

Recent advancements in AI research, especially in DRL, have been notable. However, there’s
a growing gap between transparent and interpretable solutions and the current state-of-the-
art performance across tasks [3]. This often results in models being either high-performing
or interpretable, but rarely both. Although there are examples showing the feasibility of
achieving both performance and interpretability [6], the widespread lack of interpretability
raises significant trust and applicability concerns, particularly in safety-critical domains. It’s
crucial to ensure the traceability of decision-making processes in robust AI systems for these
domains. World models are experiencing increasing research interest and enable the learning of
strategies exclusively on imaginary states. The world model learns to represent an abstracted
copy of the environment. Particularly in real-world environments or complex simulations,
world models can significantly speed up the training process. However, the disadvantage is that
only an abstracted version of reality is learned and this may not fully correspond to the real
world. Nevertheless, world models have already been used in various control tasks [7]. Humans
often explain their actions based on their intentions, with desires explaining overall goals and
beliefs detailing the necessary conditions and means to achieve them [8]. In addition research
from the psychology domain suggest that humans naturally interpret observed behaviors as
goal-directed actions [9]. As explanations involve both an explainer and a recipient, it’s crucial to



cater to the needs and capabilities of both. Humans typically rely on goals and solution paths for
explanations, and strive to understand others’ intentions by knowing their objectives. Adopting
a similar approach could enhance the understandability of AI actions for humans. Standard
XAI methods cannot be sufficiently applied to DRL agents [10], as they focus on single-step
explanations and fail to account for sequential decision processes and temporal dependencies.
The demand for explainable models is particularly strong in Explainable Deep Reinforcement
Learning (XDRL). XDRL includes different explanation subjects, including the global model,
policy or objective model, local responses, and outcomes [3]. Based on [2] explanations can be
categorized into different categories or tiers. Zero-Tier explanations rely only on single-step
input-output, while first-tier explanations incorporate desired goals and beliefs. Second-tier
explanations rationalize an agent’s behavior by predicting the intentions of others, while n-th
tier explanations illustrate how an agent adjusts its actions based on perceived expectations.

XDRL methods, which utilize expected outcomes as explanations, are currently limited to
specific DRL algorithms due to constraints and limitations [10]. However, research has demon-
strated the effectiveness of using expected outcomes as explanations [10]. These explanations
could address the divers explanatory requirements of different stakeholders. Each stakeholder
has an individual need for explanation. Based on these needs, stakeholders can be grouped
together. At the same time, however, the individual needs within a group must also be taken
into account. For example, an inexperienced developer needs a different explanation than an
experienced developer. At the same time, certain needs may exist in several stakeholder groups,
resulting in an explanation that addresses the need of different stakeholders [1].

3. Research Focus and Objectives: Defining Questions,
Hypotheses, and Goals

The focus of this research project is the development of a new explanation method for deep
reinforcement learning and its evaluation as an aid for developers in the development process.
The following hypothesis is to be investigated.

For model-based DRL agents, explaining the desired goals and planned paths for each action
taken increases the transparency and interpretability of the agent, thereby improving the ability of
humans to validate, and understand the agents’ actions.
Based on this hypothesis, the following research questions will be addressed.

RQ 1: How can a model-based DRL agent use world models to generate goal-directed
trajectories that explain its decision-making process to developers? A trained policy
of an DRL agent should be able to solve the task it was trained for. This implies that a series
of actions will eventually end up in a goal state, 𝑆𝐺. If the agent is trained well enough, the
policy finds for each state 𝑆 an action 𝐴 that will eventually end up in a goal state. For example,
an autonomous car that is heading towards a crossing. The task is to turn right, and the goal
𝑆𝐺 is reached when the car has turned right without breaking a rule or causing an accident.
This research question addresses this problem by providing the goal state for each action as
it is predicted by the agent. If the agent is able to provide a valid goal state, the agent is
working towards the desired goal. This would help to validate that the agent has learned the



intended goal. In many cases, relying solely on the goal state may not suffice to evaluate a
policy, particularly in lengthy trajectories or complex environments. Humans prefer goals as
explanations for successful or expected actions, while they prefer beliefs (planned actions) for
failures or unexpected outcomes [8].

For that, a model-based DRL agent should be developed that learns a model of the environment,
which it then uses to predict future states and actions. It also has to decide whether a predicted
state has reached the goal. The predicted goal state can then be used as an explanation to a
human developer that can evaluate if the agent is learning the intended task. The goal-directed
trajectory resulting from the goal state prediction can be used to extend the explanation if
needed. By providing the full trajectory the developer can evaluate both the targeted goal and
the plan to reach it.

Hafner et al. [7] presented Dreamer, a model-based DRL-algorithm that uses a world model
to train the actor. This might be a suitable base that can be extended to create an explainable
model-based DRL agent.

RQ2: Howcan introspective explanations of goal-directed trajectories help experts and
developers to evaluate the performance of a World Model-based Deep Reinforcement
Learning (WMBDRL) agent? In environments with complex tasks, the training process of
DRL agents can be difficult. The reward can be used to evaluate, but one major difficulty is the
credit assignment problem. Debugging and evaluating such agents can present considerable
challenges, as it is often unclear whether the agent has genuinely learned the intended task
or if it found the correct solution through trial and error. Additionally, assessing the agent’s
assumptions about the world can be difficult. Particularly for agents that act instantaneously
without planning ahead, distinguishing between following a long-term plan and merely reacting
until reaching a state where it knows how to proceed or complete the task poses a significant
challenge. This challenge increases if there is only a sparse or delayed reward, in stochastic
environments or with task that need many steps to solve it. Introspective explanations could
offer valuable insights into differentiating whether an agent is capable of acting goal oriented
or is simply engaging in random actions, even for agents that act instantaneously without prior
planning.

4. Methodology and Rationale: Investigating the Research
Hypothesis

The research approach combines experimental and empirical methods, divided into a technical
and a social dimension. In the technical dimension, an explanation algorithm will be developed
using an experimental research method to determine whether providing goal and plan-based
explanations is possible. The social dimension evaluates the effectiveness of this type of
explanation for developers, analyzing the performance of agents in the development process.

Recent reviews provide a comprehensive overview of XAI, XDRL, and DRL [3, 11]. We are
conducting a systematic literature review on world models in DRL, focusing on papers published
after 2018. The review focuses on identifying different types of world models. The review will
identify the different strength and weaknesses of the different approaches.



Figure 1: Illustration of the Introspective Explanation Process. The figure depicts a sequential process
wherein the simulation generates the initial state. Subsequently, the AI selects an action, and the
environment simulates the resulting next state. Upon user request for an explanation of the last action,
the AI engages with the world model to construct an imagined future trajectory, which is then presented
to the user.

Existing WMBDRL algorithms offer components for introspective explanations, which will
be integrated into a new framework. After the development of the explanation algorithm, a
technical analysis evaluates their explanatory performances based on the CO-12 properties
introduced in [12]. Followed by a user study with DRL-experts and developers assessing the
effectiveness of introspective explanations for DRL-agent performance analysis. The hypothesis
is that introspective explanations for WMBDRL can support experts in evaluating the agents
performance by providing the agents plan and by making transparent which assumption the
agent has regarding the effects of his actions on the environment.

5. Preliminary Findings and Current Contributions

Explainability approaches often overlook insights from social studies and psychology, priori-
tizing technical feasibility [13]. Addressing explainability challenges requires prioritizing the
human perspective. Inspired by how humans naturally explain actions, psychological research
suggests that actions are goal-directed [9]. By understanding how actions contribute to goals,
humans comprehend them better. This perspective can be applied to explain AI actions, making



internal goals, plans, and assumptions understandable.
Introspective explanations use the AI’s imagination to predict changes in its environment

as the interaction progresses. Only internal information and components are used for this.
Without accessing external data, the AI demonstrates how it would respond in various scenarios
and reveals its underlying assumptions. For an AI that is embedded in a larger system, such
explanations could be integrated in larger system-explanations [14].

To create a DRL agent that is able to create an introspective explanation, it has to be able to
imagine the future and to predict how its actions will impact the environment. World models
could be a potential solution to this challenge. World models are frequently employed to speed
up the training processes [7] of DRL. Many of these functionalities align with the requirements
for introspective explanations. However, world models have not been used for this purpose.
Simulations could represent a potential alternative. These are already frequently used for
training AI models. However, simulations are not always available and, depending on their
complexity, they require more resources and time.

To evaluate the new explanation type, we developed a prototype that is able to create
introspective explanations. For that, we trained a DreamerV3 agent [7] and use the policy and
world model during inference to generate visual explanations. To generate an explanation,
the explainer receives one or more past steps, the world model predicts the subsequent state.
Based on the state prediction, the policy predicts an action. Following each step, the reward is
approximated, and a prediction is made regarding whether the new state is a goal state. Figure
1 shows this iterative process, that can continue indefinitely or until the goal state is reached.
Particularly in the early stages of training, the explainer may struggle to envision a viable path
towards the goal.

Especially in stochastic or non-deterministic environments, the prediction will likely differ
from the true future trajectory. Since imagination is independent of the real environment,
such explanations could show whether the agent has learned causal relationships that would
lead to the solution of the problem or the fulfillment of the task, thus reducing the stochastic
dependence on the environment. In experiments this hypothesis will be further investigated.

The technical possibility of generating visual introspective explanations was ensured by
an initial prototype. However, further technical and social evaluations are needed. Potential
limitations or challenges include the low resolution of the imagined images (64x64 and lacking
sharpness). Our initial experiments suggest that the lack of a persistent imaginary world is a
major weakness of current world models. For example, if the agent follows a circular path in its
imagination, the imagined world does not persist. This could make it more difficult to solve
tasks in which localization plays a decisive role and hinder the reaching of goals. A relevant
use case would be solving a maze or route planning in an autonomous vehicle. This problem
results from the world models used and is not a result of the explanation. The development of
persistent world models would solve this problem.

6. Future Research Directions and Expected Contributions

World models and the domain of WMBDRL has experienced a lot of research interest in the
recent past. Currently, there is no review paper that is collecting the different approaches and



applications. To address this, we are currently working on a review on different applications
and approaches of WMBDRL.

We’ve developed the first prototype of the introspective explanation model by extending a
DreamerV3 agent. The next step is a user study to evaluate the effectiveness of introspective
visual explanations for experts in deep reinforcement learning. Participants of this study are
required to have knowledge and experience in training deep reinforcement learning.

In the study, participants will evaluate the AI’s ability to solve a task in the future while
viewing a sequence of the AI’s performance. Data will be collected through Likert scale
ratings, open-ended responses, pre- and post-questionnaires. Finally, a statistical analysis
will be conducted to compare the participants’ analysis performance with and without our
explainability technique. The user study will be submitted to the ethics committee and undergo
a data protection review prior to being conducted.

We expect that this project will generate a new form of explanation that is able to make
the decision process of DRL agents understandable even in stochastic or non-deterministic
environments. In addition, findings on the effectiveness of this type of explanation for developers
are expected from the user study.

We plan to conduct a second study employing a similar methodology, aiming to assess
whether the explanation technique enhances end-users’ understanding of AI actions. In this
study, participants will be presented with sequences of the AI playing a game, both with and
without the additional explanation. Subsequently, participants will be asked to predict the AI’s
next actions in problem-solving scenarios and evaluate their confidence in assessing the AI’s
behavior.

We are planning a second study using a similar methodology to determine whether the
explanation technique improves end users’ understanding of AI actions. Building on this, it
could be investigated whether these explanations lead to a false sense of confidence, but this
investigation is not planned as part of this project.

Our first prototype is based on a DreamerV3. However, other algorithms are possible in
addition to Dreamer. It can be investigated whether other models can be used to generate this
type of explanation. Furthermore, it can be investigated how other existing XAI methods can
be applied to the imagination and whether this can improve the explanation.
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