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Kurzfassung

Lithium-Ionen-Batterien sind von zentraler Bedeutung für ein breites Spektrum von Anwendun-
gen, von Smartphones über Elektrofahrzeuge bis hin zu stationären Energiespeicherlösungen.
Mit der schnell wachsenden Nachfrage nach diesen Batterien wird die effiziente Verarbeitung von
teuren Rohstoffen in langlebige Zellen mit überlegenen Leistungsmerkmalen immer wichtiger.

In dieser Arbeit wird physikochemische Modellierung auf zwei grundlegend leistungs- und
kostenbestimmende Phasen in der Herstellung von Lithium-Ionen-Batterien angewandt: Zellde-
sign und Zellproduktion. Zunächst werden anhand einer modellbasierten Designstudie die
Herausforderungen optimalen anwendungsspezifischen Zelldesigns aufgezeigt. Dabei wird
die Bedeutung der seltener untersuchten Ladeleistung in den Fokus gestellt, da diese für eine
ganzheitliche Optimierung eines Zelldesigns entscheidend ist. Anschließend wird der Formierungs-
prozess, einer der teuersten Prozessschritte in der Batterieproduktion, analysiert. Dieser umfasst
das erste Laden und Zyklisieren einer Lithium-Ionen-Batterie, welches eine kontrollierte Bil-
dung der Solid Electrolyte Interphase (SEI) auf dem Anodenaktivmaterial gewährleistet. Trotz
intensiver Forschung sind die initiale Bildung der SEI und ihr Effekt auf die Zelldegradation und
-leistungsfähigkeit noch nicht vollständig verstanden. Aus diesem Grund wird ein Zell- und SEI-
Modell entwickelt, das eine zerstörungsfreie Charakterisierung dieses komplexen Oberflächen-
films für verschiedene Formierungsprozeduren ermöglicht. Dabei stellt die gemeinsame Parame-
trierung mit Entladungsmessungen und elektrochemischen Impedanzspektren sicher, dass die er-
mittelten Parameter zuverlässige Einblicke in das Zellverhalten ermöglichen. Mit diesem Ansatz
kann schließlich der Zellzustand unmittelbar nach der Formierung ermittelt und seine Verän-
derung im Laufe der Alterung untersucht werden.

Zusammenfassend zeigt diese Arbeit die Bedeutung eines ganzheitlichen Ansatzes für Zellde-
sign und -diagnostik. Ohne ein gutes Verständnis der Entlade- und Ladeeigenschaften einer
Zelle ist eine eindeutige Identifizierung überlegener Zelldesigns für spezifische Anwendungen
nicht möglich. Die gemeinsame Analyse experimenteller C-Ratentests und Impedanzdaten ist
entscheidend für eine zuverlässige Differenzierung zwischen Zelleigenschaften auf Partikel- und
Elektrodenebene. Mit diesem Ansatz konnten die Leistungsunterschiede nach verschiedenen
Formierungsprozeduren detailliert untersucht werden. Die Ergebnisse deuten darauf hin, dass
sich unterschiedliche Oberflächenfilme in der Anode und der Kathode ausbilden, die im Zusam-
menhang mit signifikanten mikrostrukturellen Änderungen in den Elektroden stehen.
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Abstract

Lithium-ion batteries power an increasingly broad spectrum of applications, from smartphones
to electric vehicles and stationary energy storage solutions. With the rapidly growing demand
for these batteries, the efficient transformation of expensive raw materials into long-lasting cells
with superior performance characteristics becomes increasingly important.

In this thesis, physicochemical modeling is used to advance the understanding of two fundamen-
tally performance- and cost-defining phases in the creation of a lithium-ion battery: cell design
and cell production. First, a model-based design study is used to exemplify the challenges of
optimal cell design, providing a guideline for application-tailored electrode design optimization.
Here, the importance of the seldom-reported charge performance is highlighted, which is cru-
cial for a holistic cell design optimization. Secondly, the cell formation process, one of the most
expensive process steps in battery production, is analyzed. This process comprises the first charg-
ing and cycling of a lithium-ion battery, which ensures a controlled formation of the so-called
solid electrolyte interphase (SEI) on the anode active material. Despite intensive research, the
initial SEI formation and its impact on cell degradation and performance are still not fully un-
derstood. For this reason, a physicochemical cell and SEI model is developed, which enables a
non-destructive characterization of this intricate surface film for different formation procedures.
Here, the joint parameterization with discharge curves and electrochemical impedance spectra
ensures that the parameter estimates provide meaningful insights into the experimentally ob-
served cell behavior. Eventually, this approach can be used to analyze the cell state immediately
after formation, as well as the evolution of this state during aging.

In summary, the results in this thesis underline the importance of a holistic approach toward
cell design and cell diagnostics. A clear identification of truly superior cell designs for specific
applications is impossible without a good understanding of a cell’s discharge and charge charac-
teristics. Likewise, the joint analysis of experimental C-rate tests and impedance data is crucial
for a reliable differentiation between electrode- and particle-level cell properties, providing rapid
yet non-destructive insights into performance-sensitive cell properties. This approach was used
to investigate the origin of performance improvements for variations in the formation process.
The results indicate that the chosen procedure affects the surface film formation in both the anode
and cathode, which is associated with significant microstructural changes in the electrodes.
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1 Introduction

The quest for zero-emission transportation and the heightened awareness of energy security will
continue to drive demand for sustainably produced batteries, boasting ever-improving perfor-
mance and degradation characteristics. With expected compounded annual growth rates in global
battery production capacity of about 20% and an even faster scale-up in Europe, any immedi-
ately implemented improvement in cell quality and cost will have a huge impact [1]. In addition
to fundamental material development, two other phases in the creation of a lithium-ion battery
offer significant potential for cost savings and quality improvements, namely cell design and cell
production. This thesis offers a perspective on the value of detailed physicochemical modeling
for both cell design optimization and in-depth yet non-destructive cell diagnostics.

1.1 Motivation

Climate change is a long-term global problem with substantial economic, political, and social
challenges. Changes in local average and maximum temperature have a pronounced effect on
agriculture, freshwater availability, and natural ecosystems [2]. The more frequent occurrence
of extreme weather events and rapidly melting polar ice caps remind us of our responsibility to
reduce greenhouse gas emissions as fast as possible. To limit the extent and impact of climate
change, humanity’s growing hunger for energy must be satisfied in an increasingly sustainable
way. Two approaches can make meaningful contributions to realize the ulterior vision of zero-
carbon emissions in the future. First, a more efficient energy utilization immediately reduces the
demand for both fossil fuels and sustainably produced energy. Second, the availability of scalable
energy storage technologies facilitates the utilization of comparably cheap but volatile renewable
energies [3]. Lithium-ion battery technology is in the unique position to offer a solution for both
approaches due to its high energy efficiency along with its high energy and power density [4].

At first sight, reducing global energy consumption with lithium-ion batteries seems counterintu-
itive. However, the potential for meaningful energy savings becomes obvious when looking at
battery- versus gasoline- or diesel-powered vehicles. Road transport accounts for about 12% of
the global greenhouse gas emissions, with 60% of this number originating from passenger travel
[5, 6]. Common combustion engines can achieve peak efficiencies of roughly 30% for gasoline
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1 Introduction

and 40% for diesel [7]. Importantly, these tank-to-wheel efficiencies can only be realized for low
loads of about 20%. They drop sharply for smaller power demands and also decline for higher
ones. This deteriorates the fuel economy, especially in urban and local driving conditions [8]. In
contrast, battery-powered vehicles can offer peak efficiencies beyond 80%, and they can do so
over a much broader performance range [7]. As a result, the energy demand for transportation
could be cut at least in half by leveraging the higher tank-to-wheel efficiency of battery-powered
vehicles. In fact, these vehicles could reduce overall greenhouse gas emissions by at least 68%
compared to gasoline-powered vehicles, even when using the European electricity mix with its
reliance on fossil fuels [9].

For grid-scale energy storage, using electricity for producing storable energy carriers, like hy-
drogen or synthetic gasoline, is inherently attractive as it allows to compensate for multi-day or
even seasonal fluctuations in renewable energy production. However, the conversion efficien-
cies from electricity to chemically stored energy are only about 67% for hydrogen [10] and 50%
for liquid hydrocarbons [11, 12]. Combined with the conversion losses to electricity in a fuel
cell or internal combustion engine, this storage approach presents a significant challenge: rely-
ing predominately on sustainably produced energy carriers would amplify humanity’s need for
clean electricity. Lithium-ion batteries come with a different disadvantage as their capacity is
directly linked to the amount of expensive raw materials. Their economic viability for large-
scale energy storage depends heavily on the average storage duration and the arbitrage between
charged and discharged energy. However, specific use cases, such as peak power shaving in in-
dustry, can offer substantial savings even for higher storage costs since energy consumption and
peak power demand are billed separately [13]. Large-scale commercialization of low-cost energy
storage technologies such as sodium-ion and nickel-hydrogen batteries would expand the range
of economically-viable energy storage applications [14]. Ultimately, a combination of different
technologies will be required to realize a reliable, economical, yet zero-carbon energy supply.

For the widespread adoption of lithium-ion batteries in transportation, convenience and cost are
two major factors. Consequently, low production costs, superior performance, and slow aging
are critical. In addition, the fast charge capability is often vital as it allows for an almost uninter-
rupted utilization of battery-powered vehicles.

To enable an efficient optimization of cell design or production process parameters, the iden-
tification of performance-limiting physical processes within a lithium-ion cell is crucial. For
instance, bottlenecks may arise from transport of lithium ions in the electrolyte phase or from
reaction kinetics at the active material particle surface. Pinpointing these limitations facilitates
targeted cell design or process adjustments for iterative improvements in cell quality. In the con-
text of application-tailored cell performance, physicochemical battery modeling can help identify
promising cell designs and provide design guidelines without the need for extensive experimental
parameter screening [15]. However, a seemingly straightforward change in design parameters,
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1.2 Scope of the Thesis

such as electrode thickness and porosity, inherently requires production process adjustments,
which may have an unexpected effect on electrode properties and cell performance. This in-
troduces uncertainty into performance predictions and design recommendations from physico-
chemical battery models. Uncertainty is especially relevant when these recommendations are
far extrapolated from the experimental cell used for the underlying model parameterization. A
pragmatic balance between experimental studies and model-based recommendations is needed
to minimize the overall time and effort required for a successful cell design optimization.

A direct experimental separation of performance-limiting cell properties across the electrode to
the particle level is often challenging. This is further complicated by the formation of an anode-
side surface film during the cell formation process, i.e., the first cycling of a lithium-ion battery
in cell production. The quality of this surface film, known as the solid electrolyte interphase
(SEI), is crucial for superior cell lifetime and performance. However, its experimental charac-
terization, particularly in terms of structure and composition, commonly requires cell disassem-
bly and provides only limited insight into the effect of this surface film on cell performance.
Physicochemical modeling enables cell state estimations based on non-destructive electrochem-
ical measurements [16]. This approach offers insights into performance limitations caused, e.g.,
by reaction kinetics at the interface of this surface film or by transport processes in the electrolyte
phase. Furthermore, such model-based cell diagnostics enable the identification of changes in
these processes due to aging, although they do not directly explain why these changes occur. The
formation process, as one of the most cost-intensive and quality-critical process steps in battery
production, presents a unique opportunity for worthwhile improvements. A deeper understand-
ing of the intricate relationship between the chosen cell formation process, the initial surface film
formation, and cell performance could facilitate knowledge-driven process improvements [17].

1.2 Scope of the Thesis

Considering the potential impact of lithium-ion battery technology on global energy use, the
primary goal of this thesis is to investigate optimization potentials in the context of application-
tailored cell design and fast cell formation.

The foundation of a well-performing cell is a sound design of its underlying electrodes for the
desired use case. As a universal electrode design optimum is unrealistic, this thesis will address
challenges and provide guidelines for the model-based design of cells with a high areal capacity,
using two-layer electrodes. Beyond optimal cell design, detailed cell diagnostics are crucial for
identifying and subsequently addressing performance bottlenecks in experimental cells. Given
the importance of the SEI for cell quality, this thesis introduces a physicochemical cell and SEI
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1 Introduction

model to analyze changes in the state of an NMC622|Graphite cell along aging, using a com-
mercial three-electrode setup. Afterward, this model is used to decipher the intricate interplay
between cell formation conditions, cell performance, and performance-limiting cell properties.
This provides valuable insights into the origin of performance improvements in lithium-ion cells
after cost-efficient fast formation.

Chapter 2 begins with fundamentals of lithium-ion battery technology. Afterward, state-of-
the-art cell design and cell production are addressed. Here, a particular focus is on the time-
consuming and cost-intensive cell formation process, which inherently affects the formation of
the SEI. Finally, battery modeling is discussed with a focus on physicochemical modeling, which
forms the basis for all studies in this thesis. In Chapter 3, the fundamental challenges of opti-
mal cell design are illustrated by a model-based study on two-layer electrodes with a high areal
capacity. It provides a perspective on the importance of the chosen evaluation criterion and
benchmark for the outcome of any cell quality assessment, ranging from cell design to produc-
tion process optimizations. In Chapter 4, a physicochemical cell model is extended by a detailed
SEI model. The combined model is then used for an exemplary cell state estimation along ag-
ing. In Chapter 5, an experimental study is shown, which provides a comprehensive picture of
formation-induced changes in cell behavior. The subsequent application of the earlier devel-
oped cell and SEI model allows for detailed insights into the effect of the formation process on
performance-limiting cell properties. Finally, Chapter 6 concludes this dissertation with a review
of its major findings. Furthermore, an outlook on future developments in the convergence area
between battery production, diagnostics, and prognostics is given.
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2 Fundamentals and State of the Art

In Section 2.1, the basics of lithium-ion batteries and standard methods for electrochemical cell
characterization are introduced. Section 2.2 starts with a brief discussion of the interrelation be-
tween individual cell properties and their effect on cell performance. Afterward, the path of a
lithium-ion battery from its initial design to the end of cell production is addressed. Finally, Sec-
tion 2.3 discusses different approaches toward lithium-ion battery modeling for both predictive
cell design and in-depth cell diagnostics. Herein, the focus is on physicochemical models that
enable a good understanding of performance-limiting cell properties, whether for a model-based
design study or the analysis of differently processed cells.

2.1 Basics of Lithium-Ion Batteries

This section offers a basic understanding of lithium-ion batteries and their electrochemical char-
acterization. In general, the commonly used term battery can refer to a single lithium-ion cell
or an interconnection of multiple cells. For simplicity, the term battery is used synonymously
for a single cell in this work. Furthermore, lithium-ion battery electrodes are regularly named
as anode and cathode based on the discharge direction, referring to the negative and positive
electrode, respectively.

2.1.1 Cell Chemistry and Structure

A state-of-the-art lithium-ion battery consists of four fundamental components: anode, separator,
cathode, and electrolyte. The active components of both anode and cathode are commonly coated
onto copper and aluminium current collectors, respectively.1 They enable the transfer of electrons
between the anode and cathode via an external electric circuit. The electrolyte allows for the
corresponding transport of lithium ions within the cell. Finally, the separator prevents an electric
short circuit between the electrodes but allows for lithium-ion transport.

1 These materials provide sufficient electrochemical stability for the operating potentials of each electrode [18].
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State-of-the-art lithium-ion batteries use a "rocking chair" mechanism, i.e., lithium ions are shuf-
fled from anode to cathode without a transition to its metallic form at any time [19].2 A common
active material for the anode is graphite, which enables the intercalation of lithium ions within
its layered structure. Lithium-metal anodes are intensively researched for their promise of a
higher energy density, but they still struggle with requirements like cell safety and lifetime [21].
The same promise explains the broad range of research on silicon-based anodes. Here, major
challenges include significant volume expansion during lithiation, poor electrical conductivity,
unstable surface films, and gassing during slurry preparation [22, 23]. On the cathode side,
lithium iron phosphate and nickel manganese cobalt oxide (NMC) are common choices. The
cobalt content in NMC-based active materials has decreased significantly over recent years and
is expected to decrease further [24]. Besides geopolitical, social, environmental, and economic
considerations, this trend toward nickel-rich NMC is driven by its higher mass-specific capacity
[25]. Overall, the governing electrochemical reactions at the active material particle surfaces are
given by

LiC6 ⇄ Li1−xC6 + xe−+ xLi+ (2.1)

for a graphite-based anode and by

LiNMC ⇄ Li1−xNMC+ xe−+ xLi+ (2.2)

for an NMC-based cathode. These reactions can be summarized for the full cell as:

LiC6 +Li1−xNMC ⇄ Li1−xC6 +LiNMC. (2.3)

Common liquid electrolytes use lithium hexafluorophosphate (LiPF6) as the conductive salt in
combination with aprotic organic solvents like ethylene carbonate (EC) and ethyl methyl car-
bonate (EMC). Importantly, the electrolyte is not involved in the main electrochemical reac-
tion in contrast, e.g., to a lead-acid battery, which shows a decreasing acidity during discharge.
Nonetheless, the aggressive electrochemical conditions within a lithium-ion battery result in side
reactions with the electrolyte, especially on the anode side [26]. The deposition of the corre-
sponding reaction products on the active material surface during the first charging and cycling
increasingly suppresses these side reactions. As such, the solid electrolyte interphase is essential
for the long-term function and stability of a lithium-ion battery. The current understanding of the
SEI as a functional surface film will be discussed in detail in Section 4.1.

Commercial lithium-ion batteries can have different form factors. Fundamentally, cells can be
distinguished between cylindrical, prismatic, and pouch formats. For instance, the standard types

2 Aggressive fast charge procedures and low operating temperatures can trigger the deposition of metallic lithium on
the anode side. It is highly undesirable in terms of aging and operational safety of lithium-ion batteries [20].
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18650 and 21700 refer to a cylindrical format with a diameter of 18mm / 21mm and a length
of 65mm / 70mm, respectively. Here, the trend toward the larger 21700-format reduces the
impact of the cell housing on the energy density and lowers production cost, but it comes with
challenges in terms of temperature control [27]. Further challenges arise in terms of the housing
material. Hardcase cylindrical or prismatic cells offer superior mechanical rigidity, but they lack
the flexibility of pouch cells, which use lightweight aluminium laminated films [28].

2.1.2 Electrochemical Characterization Methods

A holistic understanding of lithium-ion battery performance and degradation is crucial for the
final integration of a cell into a larger system. Furthermore, it provides the basis for knowledge-
driven cell design and production process adjustments.

A standard characterization method is a C-rate test, i.e., a constant-current measurement until
the lower or upper cutoff cell voltage is reached. Herein, the C-rate is an often-used parameter
that allows comparing discharge curves between cells of different capacities. This is realized
by normalizing the applied electric current with the cell capacity. In practical terms, a discharge
current corresponding to a C-rate of C/10 would theoretically discharge a cell within 10h and a C-
rate of 2C would take 0.5h. Although these estimates are only valid for negligible voltage losses
within the cell, the C-rate enables a quick categorization of the applied electric load independent
of the cell format. Eventually, elevated C-rates can provide insights into transport limitations
within both the active material particles and the electrolyte-filled pore volume of the electrodes.
At low C-rates, transport losses and reaction kinetics become almost negligible, i.e., the anode
and cathode half-cell potentials approach equilibrium. In this context, the differential voltage
analysis can be a valuable tool to estimate the loss of lithium inventory and active material [29].

Electrochemical impedance spectroscopy (EIS) differs from a C-rate test in terms of both mea-
surement complexity and resemblance to common load scenarios. Herein, a small sinusoidal
excitation signal, e.g., a current, is applied, and the corresponding voltage response is measured
to obtain the frequency-dependent impedance of a cell. A fundamental requirement for mean-
ingful EIS data is a time-invariant and linear system response. This implies the need for a suf-
ficient relaxation time before the impedance measurement and a sufficiently small galvanostatic
or potentiostatic excitation signal. Ultimately, EIS allows to distinguish processes based on their
respective time constants. For instance, the contact resistances between the current collector and
coating composite can be expected above 1kHz, reaction kinetics on the order of 10Hz−100Hz,
and solid diffusion below 1Hz [30, 31].

Overall, C-rate tests and EIS provide complementary information about the inner state of a cell.
If such characterization experiments are repeated along cycle-induced or calendar aging, they
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can help to gain a deeper understanding of cell degradation and performance, providing sup-
plementary information beyond the often-used capacity retention along cell aging.3 Combined
with model-based cell diagnostics, these experimental data can be reduced to several model pa-
rameters. This enables a straightforward comparison of different cells. Depending on the chosen
model, these parameters can provide direct insights into the electrode- or even particle-level ori-
gin of performance limitations.

Figure 2.1: Schematic illustration of a three-electrode setup consisting of a potentiostat/galvanostat that is connected to
an anode, a cathode, and a reference electrode (RE). For the experiments in this work, the reference electrode
consists of lithium metal coated on a stainless steel ring, which is placed around the separator.

Commercial lithium-ion cells have one contact for the anode and one for the cathode. Although
this is sufficient for regular battery operation, it complicates detailed cell diagnostics by super-
imposing anode- and cathode-side contributions. This problem can be solved for laboratory-
scale experiments by introducing a reference electrode into the cell. A schematic of such a
three-electrode setup is shown in Figure 2.1. Notably, the location, geometry, and material of
the reference electrode can significantly impact the quality of impedance measurements [32].
With a ring-shaped lithium-metal reference, the effect of geometric asymmetry on the half-cell
impedance response can already be reduced [33]. Mesh reference electrodes with lithium-iron-
phosphate or lithium-titanium-oxide coatings can further reduce artifacts, but they increase trans-
port losses in the electrolyte phase [34]. As a compromise between minimal distortions in the
impedance and discharge behavior, all experiments in this work use a ring-shaped reference elec-
trode. Ultimately, three-electrode measurements enable a more holistic and reliable identification
of performance-limiting cell properties. This knowledge can then be used to optimize cell design,
production, and even operating strategies of cells without reference electrodes.

3 The capacity retention refers to the relative decline of the discharge capacity as a function of cycle number.
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2.2 From Cell Design to Production

This section aims to provide a fundamental understanding of the major influencing factors of cell
quality and cost. The performance and aging characteristics of a lithium-ion battery are defined
mainly by its design, production, and final utilization. First, a brief overview of the inherent
link between cell performance and electrode- to particle-level properties is provided. Second,
the process of cell design optimization and available cell design options are presented. Third, the
individual process steps of state-of-the-art cell production are introduced. Here, the focus is on a
general understanding of the impact of individual process steps on cell quality and cost. As one
of the major cost drivers, the cell formation process is discussed in more detail.

2.2.1 Cell Properties, Performance, and Aging

The performance characteristic of a lithium-ion battery is governed by lithium-ion transport in
the active material particles, ionic transport in the electrolyte phase, electrical transport in the
electrodes, and reaction kinetics at the interface between active material and electrolyte. At
sufficiently low C-rates, these processes do not have a significant impact on the cell voltage and
the corresponding half-cell potentials. As such, the usable capacity is driven by the chosen cutoff
voltages and the initial or maximum lithium inventory of the respective electrodes. At elevated
C-rates, any of the mentioned processes can significantly contribute to overpotentials.

Fast transport of lithium ions within the active material is essential for a good utilization of the
available lithium inventory. It can be affected by the solid diffusion coefficient and the particle
size. For the exemplary insertion of lithium ions into a cathode active material particle, poor
transport properties could result in substantial concentration gradients and a high concentration,
i.e., a low potential, at the particle surface. Although the core of the active material may still be
able to accommodate more lithium ions, the low half-cell potential could trigger a premature end
of discharge. Smaller particles could help in this case by reducing the diffusion length.

Another major factor for good active material utilization throughout the electrode is a fast trans-
port of lithium ions in the electrolyte phase. The electrolyte defines the upper transport limit in
terms of lithium-ion diffusivity, ionic conductivity, and transference number. However, state-of-
the-art electrodes are porous particle systems infiltrated with electrolyte. As such, the effective
transport properties in the electrolyte phase also depend on the microstructure of an electrode.
Two critical metrics for the assessment of electrolyte transport are porosity and tortuosity. The
former parameter can be measured, e.g., with mercury intrusion porosimetry [35]. A low poros-
ity translates into a small pore volume available for lithium-ion transport. The tortuosity is a
measure for the increase of the effective transport length within the pore network compared to
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the shortest path, i.e., the electrode thickness. As such, the tortuosity must be equal to or higher
than one. In literature, different methods for tortuosity estimation are described, comprising the
analysis of microstructure reconstructions or the utilization of impedance data from symmetrical
cells with a blocking, i.e., a non-intercalating, electrolyte [36, 37].

In this work, the tortuosity will be estimated with a homogenized battery model. Herein, the
tortuosity describes the effective transport properties within the electrolyte-filled pore volume.4

Ultimately, a low tortuosity in combination with a sufficiently high porosity will enable supe-
rior performance at elevated C-rates. This also explains the performance benefit that originates
from a vertical alignment of graphite particles during coating [40, 41]. Essentially, it avoids
long transport pathways around these high-aspect-ratio particles, which facilitates lithium-ion
transport into the depth of the electrode.

The electrical conductivity of an electrode is another parameter that can have a pronounced
impact on the active material utilization. This is especially relevant for the cathode due to the poor
bulk conductivity of the active material. Here, conductive additives must be used to ensure low-
resistance electron transport. Otherwise, high potential gradients throughout the electrode would
result in a preferential active material utilization close to the current collector, which features
electron transport with minimal ohmic losses. This is in contrast to the effect of a high tortuosity
and a low porosity, which would favor the active material utilization close to the separator.

The electrochemical reaction at the interface between the electrolyte and active material finally
brings lithium ions and electrons together. Besides reaction kinetics, the overpotential for a given
current depends on various aspects. One essential factor is the electrochemically active surface
area of the particles within the electrode. For instance, a larger surface area directly translates
into a lower current density at the interface between active material and electrolyte, effectively
reducing the overpotential for a given current. Apart from this, the availability of lithium ions
in the electrolyte phase is crucial for an intercalation reaction. The required overpotential would
increase significantly if there were a local depletion of lithium ions. Eventually, this could trigger
a premature end of charge, which explains the importance of fast lithium-ion transport in the
electrolyte phase. Besides these two aspects, the direction of the reaction can have a notable
impact on reaction kinetics. For instance, the intercalation of lithium ions into graphite is slower
than their deintercalation. This may be explained by an accumulation of lithium ions close to the
interface during intercalation [42]. Furthermore, particle surface modifications can alter kinetics
for the de-/solvation process and the de-/intercalation reaction of lithium ions [43].

4 For the sake of simplicity, the term tortuosity is used throughout this work instead of the term tortuosity factor.
Strictly, the former relates to the geometric definition, i.e., the effective path length compared to the direct path
length through a porous medium, and the latter refers to a scaling parameter, e.g., for the effective ionic conductivity
in the pore volume [38]. The Bruggeman relation is often used to correlate porosity and tortuosity factor [39].
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Given the complex interrelation between lithium-ion transport, electron conduction, and kinet-
ics, it is no surprise that a change within one electrode can impact the behavior of the other
electrode. For this reason, a holistic approach toward cell characterization is crucial. The earlier
introduced three-electrode setup can help to reduce uncertainty in data interpretation and analy-
sis by separating anode- and cathode-side contributions. Section 4.3 addresses this point in the
context of electrode-specific parameter identification as a fundamental challenge of model-based
cell diagnostics.

As discussed before, transport limitations can result in a partial utilization of the electrodes.
This intensifies the stress of the used part of the electrodes, eventually leading to faster cell
degradation. In consequence, the chosen cell design can have a direct impact on the cell aging
behavior. A brief overview of aging mechanisms is provided in the following.5

High current densities increase the mechanical stress on the active material, which in turn in-
creases the probability of particle cracking [46]. Such mechanical degradation can be respon-
sible for irreversible volume expansion and eventually a dry-out of the electrode due to a lack
of excess electrolyte volume [47]. Particle cracking can further result in a loss of usable active
material due to loss of electrical contact with the conductive network throughout the electrode
[44]. Additionally, loss of lithium inventory can occur due to rapid film formation on the new
surface created at the fracture site of the particle. Cathode active material coatings can help to
prevent particle cracking by suppressing side reactions at highly reactive grain boundaries [48].

The application of high C-rates presents another challenge, specifically for fast charging. At
low anode potentials, plating of metallic lithium can occur, which competes with the intended
intercalation reaction. Two major problems arise from this. First, lithium plating is a safety
concern regarding i) dendrite formation, possible separator penetration, and short-circuiting of
the cell, and ii) a lower onset temperature for a thermal runaway [20]. Second, the stripping
of plated lithium may not be reversible during discharge due to the detachment of a dendrite,
known as dead lithium. Under standard conditions, lithium plating becomes possible below
0V vs. Li/Li+. Local lithium-ion depletion in the electrolyte phase and sluggish reaction kinet-
ics or a small specific surface area induce higher overpotentials, i.e., critically low anode poten-
tials. This renders plating-free fast charging in transport-limited electrodes challenging. At low
temperatures, slower reaction kinetics and deteriorated lithium-ion transport in the electrolyte
exacerbate this issue [49, 50]. Aging due to lithium plating at low temperatures and accelerated
lithium-consuming side reactions at high temperatures illustrate the challenges of aging-optimal
fast charging [51]. However, recent work on graphite active material coating could demonstrate
a massive improvement in capacity retention under fast-charge conditions by preventing the for-
mation of natural SEI and delaying the onset of lithium plating [52].

5 For comprehensive overviews of cell aging and its modeling, the reader is referred to [44] and [45].
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2.2.2 Cell Design6

Optimizing the cell design of lithium-ion batteries involves navigating a complex landscape of
cell design options and potentially conflicting goals. While some optimization objectives may
align synergistically, others may require a careful trade-off. In the end, a well-designed cell
must strike a balance between various performance-limiting processes, such as mass transport
and reaction kinetics, while also considering specific application requirements like volumetric
energy density and production costs.

Figure 2.2 gives a simplified overview of the cell design workflow. The first step toward any
optimization problem should be the holistic definition of optimization objectives along with a
corresponding benchmark system for a meaningful evaluation of the optimization progress. In
the next step, state-of-the-art and novel cell design options must be evaluated with respect to
their relevance to the optimization problem. Finally, an optimization method must be chosen,
which combines the optimization objective and the selected cell design options. Here, a fine-
grained screening of a broad parameter space, i.e., a brute-force optimization, will likely be too
expensive and time-consuming from an experimental perspective and potentially also from a
modeling point of view. For this reason, methods for an efficient exploration and exploitation of
the parameter space, like design of experiments or direct mathematical optimization, are crucial.
For an optimal utilization of available resources, a particular focus should be on the synergis-
tic combination of experimental studies, model-based cell diagnostics for the identification of
performance bottlenecks, and model-based design recommendations. Possible pathways toward
optimal electrode design are discussed in detail in Section 3.1.

Despite the wide range of possible optimization objectives, electrode design is commonly re-
garded in the context of improved discharge characteristics. Although a broad body of literature
elaborates on the challenges of fast charging [20, 53, 54], the focus commonly is not on optimal
cell design for fast charging but rather on other crucial aspects, such as beneficial material proper-
ties [55–58], charging protocol optimization [59–62], cell aging [63–66], and temperature-related
lithium plating mitigation strategies [67, 68]. Some studies consider the effect of electrode struc-
ture. Tanim et al. highlight the importance of tight production tolerances for structural properties,
such as electrode composition, porosity, and tortuosity, to avoid an early onset of cell aging due
to local electrode inhomogeneities [63]. Vishnugopi et al. investigated the interrelation between
electrode porosity, performance, and lithium plating at various temperatures [69]. In contrast to
electrode design optimizations for discharge, a fundamental study on ideal electrode design for
both charge and discharge is yet unavailable in literature. However, most applications demand a

6 Parts of this subsection have been published in Witt, Wilde, Baakes, Belkhir, Röder, Krewer, Energy Technol.,
9(6):2000989, 2021 (doi: 10.1002/ente.202000989, CC BY 4.0 [15]).
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minimal recharge time to enable an almost uninterrupted mobile power supply. The continuous
discharge requirements are often much lower.

Figure 2.2: Overview of possible optimization objectives for lithium-ion batteries along with possible cell design options
and optimization methods. To identify an optimal cell design, either a battery model (physicochemical or
data-driven), an experiment, or a synergistic combination of both can be used.

When considering available cell design options, multiple decisions are required to reduce the
number of design parameters to a manageable level. One of the most critical decisions is the
selection of a suitable cell chemistry for the targeted application. Primarily, this comprises the
selection of the anode and cathode active materials and the electrolyte system. Besides aspects,
such as million-mile cycle life of a cell chemistry [70] and material costs [71], the choice of the
active material inherently defines a theoretical limit to the maximum achievable energy density
[72]. In terms of cell performance, the selected electrolyte system significantly impacts mass
transport within the electrode. The transport properties of standard electrolytes are a key bottle-
neck for achieving superior fast-charge capability [56]. However, even without significant im-
provements in electrolyte formulation, fast charging at elevated cell temperatures benefits from
enhanced lithium-ion transport [68].

Besides common electrode formulations with a single active material, a blend of multiple active
materials can help to optimize the overall electrode properties. For instance, adding silicon to
a graphite anode notably increases its capacity, which allows for thinner electrodes. However,
challenges arise from the higher reactivity of silicon compared to graphite. This can compli-
cate slurry mixing due to gassing [23] and induce rapid cell degradation if it is not addressed
properly, e.g., via coatings of the active material and electrolyte additives like fluoroethylene car-
bonate [22]. In addition, lithium can be trapped in silicon due to i) sluggish lithiation/delithiation
kinetics, which hinders the extraction of lithium during discharge, and ii) pulverization of the
active material due to huge volume changes >300% [73].
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After the choice of a suitable cell chemistry, the electrode properties can be tailored to different
use cases. Basic electrode design options comprise the porosity and thickness of an electrode, as
well as the size of the utilized active material particles. A reduced electrode porosity generally
leads to an increase in volumetric capacity. However, for NMC cathodes to perform well at el-
evated C-rates, intermediate porosities are preferred as they strike a balance between electrical
conductivity and effective ionic conductivity [74, 75]. The effective electrical conductivity bene-
fits from a lower electrode porosity, which facilitates the formation of a percolation network with
conductive additives. This is less important for graphite-based anodes due to the high intrinsic
conductivity of the active material. In contrast, the effective ionic conductivities of both anode
and cathode benefit from a higher porosity, which shortens transport pathways and reduces con-
centration gradients in the electrolyte phase. As long as the electrode is not limited by transport
in the electrolyte phase, increasing the electrode thickness can increase the volumetric capacity
by reducing the proportion of passive components, such as the separator and current collectors
[76, 77]. In terms of particle size, smaller particles inherently feature shorter solid diffusion path-
ways and a higher specific surface area, which can improve the rate capability of an electrode
[78]. However, for graphite-based anodes, medium-sized particles are recommended to mitigate
accelerated side reactions associated with small particles and the increased risk of lithium plating
with larger ones [79].

Electrodes with high areal capacity are prone to severe transport limitations in the electrolyte
phase, but they are favorable in terms of production throughput and volumetric capacity. How-
ever, optimizing basic electrode parameters, such as electrode porosity and active material par-
ticle size, may be insufficient to simultaneously achieve a high volumetric capacity and good
performance at high C-rates. To overcome this conflict of objectives, advanced structuring meth-
ods can be employed. Laser ablation is a technique that can be used to create regular patterns,
such as linear channels [80] or holes [81], in an electrode. This facilitates lithium-ion transport
into the depth of an electrode, which can notably improve performance.

Multi-layer electrode coating is another approach that promises to improve the performance of
thick electrodes. In general, creating a homogeneous electrode composition and structure is a
fundamental challenge in the production of single-layer electrodes with high mass loading. It
was observed that fast drying of the coated wet film leads to notable gradients in the binder con-
centration throughout a single-layer electrode [82]. This migration of binder to the electrode
surface during drying reduces the adhesive force between the coating and the current collector,
while also degrading cell performance [83]. Using a simultaneous two-layer slot die coating pro-
cess allows to address this problem by using a slurry formulation with a lower binder content in
the top layer [83]. However, a more homogeneous binder distribution and improved performance
may also be achieved by fine-tuning the mixing and drying process, favoring gentle mixing to
maintain the agglomeration of conductive additives and binder and lower drying rates to reduce
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the driving force for binder migration [77]. If layering is performed sequentially by coating a
second layer on top of an already dried layer, the electrical conductivity at the interface between
the two layers emerges as an additional challenge [84].

Besides addressing the issue of binder migration, multi-layer electrode coating enables the cre-
ation of layers with different characteristics, e.g., regarding active material type and particle size
[85]. Furthermore, the discharge performance generally benefits from a higher porosity toward
the electrode surface, which facilitates lithium-ion transport in the electrolyte phase [86]. Multi-
ple simulation studies support this general structuring recommendation [87–89].

Ultimately, experimental and model-based studies on electrode design are inherently heteroge-
neous due to the variety of design options. In addition, they differ in terms of their optimization
objectives and benchmark systems, which can lead to different reported benefits for similar de-
sign variations [87, 88]. This complicates the selection of the most suitable electrode design for
a specific application. Furthermore, the common focus on discharge characteristics impedes a
holistic understanding of recommended cell designs. Chapter 3 will address this issue and pro-
vide a perspective on two-layer electrode design for charge and discharge. It starts with a critical
analysis of available approaches for electrode design optimization. Afterward, two model-based
case studies are discussed that illustrate the challenges of optimal cell design and showcase the
importance of a robust design optimum in the context of production uncertainties.

2.2.3 Cell Production7

Deviations in intermediate product properties, such as coating thickness and porosity of an elec-
trode, are accepted within predefined tolerances to optimize production costs in terms of consis-
tent product quality and low scrap rate. Given the significant impact of process-product interde-
pendencies in battery production on the final cell behavior, a well-defined electrode design alone
cannot ensure superior performance characteristics [90, 91]. For the identification of meaningful
optimization potentials in cell production regarding cell quality and cost, a basic understanding
of the individual production steps is necessary.

Figure 2.3 gives a simplified overview of cell production.8 The first series of processes concerns
the production of the required electrodes. This involves dry and wet mixing of the materials,
coating the slurry on the current collectors, calendering of the electrode web, slitting the electrode
web to the desired width, and final vacuum drying. Afterward, the electrodes are cut into single
electrodes that can be stacked or winded to fit the desired cell format. After contacting, enclosing,

7 Parts of this subsection have been published in Witt, Bläubaum, Baakes, Krewer, Batteries Supercaps, e202400023,
2024 (doi: 10.1002/batt.202400023, CC BY 4.0 [17]).

8 For a detailed review and perspective on battery production technologies, the reader is referred to [72, 92, 93].
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and electrolyte filling, the cell is ready for cell formation, i.e., the first charging or rather cycling
within its lifetime. Subsequent degassing ensures that gaseous side reaction products from the
formation process do not remain in the cell, potentially displacing electrolyte and thus rendering
an electrode partially inactive. Finally, a so-called aging process is performed to enable cell
maturation and quality assurance.

Figure 2.3: Flowchart of lithium-ion cell production.

The total cost of a lithium-ion battery can be divided into roughly 75% material costs and 25%
production costs, comprising both operational and capital expenditure [92, 94]. To facilitate
meaningful innovations in battery production, a thorough understanding of cost, time demand,
and energy consumption of state-of-the-art production processes is crucial. The cell formation
and the subsequent cell aging combined are currently the most cost-sensitive process steps toward
the end of battery production, accounting for roughly 30% of the production cost of lithium-ion
batteries [92, 93, 95]. For comparison, electrode coating and drying contribute about 15% to the
total production cost, while enclosing and electrolyte filling constitute about 13% [93, 95].

Nonetheless, the final cell quality is the result of all process steps and the quality of their inter-
mediate products. For instance, the mixing process has a notable effect on the microstructure of
an electrode, which influences lithium-ion transport in the electrolyte phase and, consequently,
performance at elevated C-rates [96]. The calendering process, which is applied after electrode
coating and drying, compresses an electrode to a target porosity [97]. This increases the theoret-
ical volumetric capacity and facilitates the formation of a percolation network with conductive
additive particles. Especially for cathode coatings, this percolation network can increase the elec-
trical conductivity well beyond the intrinsic conductivity of the active material [75]. However,
excessive compression impedes transport in the electrolyte phase, counteracting the benefit of a
higher electrical conductivity.

Regarding production throughput, the formation and aging processes are a clear bottleneck with
process times up to multiple days for formation and multiple weeks for aging [98]. This also
explains the large number of battery cyclers and the substantial floor space requirements of up to
25% of the entire production facility, presenting a unique opportunity for meaningful optimiza-
tions [98]. In terms of energy consumption, cell formation is less critical due to the recycling
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of discharged energy, resulting in a share of about 1% to 5% [93, 99, 100]. Electrode drying
and solvent recovery offer a much more significant potential for energy savings with a share of
roughly 47% and dry room operation with about 29% [93].

The time requirement of the cell formation process is related to the commonly applied low cur-
rent densities, which are intended to create a well-protective solid electrolyte interphase. This
surface film formation is inevitable due to the large voltage window of lithium-ion batteries in
contrast to the much smaller stability window of standard electrolyte systems [101]. Once es-
tablished, the SEI suppresses ongoing side reactions, ensures a high coulombic efficiency, and
results in a reliable and stable battery performance [26, 102]. Without a sufficiently passivat-
ing SEI, side reactions would continue to consume cyclable lithium and, as a side effect, ongoing
SEI growth would deteriorate transport in an increasingly less porous electrode. Both aspects de-
crease the practical capacity and energy density of the cell. For this reason, a sound understand-
ing of the impact of formation conditions, like current density, voltage range, and temperature,
on performance-limiting and degradation-related cell properties is crucial for knowledge-based
optimizations. Chapter 5 elaborates in more detail on cell formation. It combines an experimen-
tal formation variation with detailed model-based cell diagnostics to reveal formation-induced
changes within the cells.

After formation, an aging procedure is applied with two main goals: i) facilitate the naturally
occurring restructuring of the SEI after its initial formation [103, 104] and ii) enable a classifi-
cation of the final cells, commonly based on their self-discharge over multiple weeks [92, 105].
To the best of the author’s knowledge, a dedicated study on the impact of this process on the fast
charge/discharge and aging characteristic of a cell is not yet available. Thus, the actual optimiza-
tion potential for meaningful time savings without a compromise in terms of cell quality remains
unclear. However, different approaches have been patented to enable a substantially faster quality
classification, e.g., by measuring a self-discharge current over hours rather than a self-discharge
voltage over weeks [106] or by estimating self-discharge via calorimetry [107].

Overall, the above analysis of meaningful optimization potentials is based on state-of-the-art
cell production with a liquid electrolyte and separate electrode production lines for anode and
cathode. In perspective, further cost savings may be possible by eliminating entire production
steps. For instance, all-solid-state cells with lithium-metal anodes promise to enable an anode-
free cell production [108, 109]. Similar to a graphite-based anode, the lithium inventory of
the final cell originates from the cathode active material. The difference is that the anode does
not need any coating with active material. Instead, the first charging results in lithium metal
deposition on the anode current collector. This could eliminate half of the electrode production,
which in turn reduces the production complexity, costs, and energy consumption.
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Besides optimizing individual production processes, the chosen cell design also affects the cost
and sustainability of the overall cell production. For instance, a higher coating thickness can
increase the throughput of produced cell capacity with the same equipment [94]. However, this
adjustment is limited by the performance requirements of the targeted application. In the context
of process uncertainties, the scrap rate at the end of the production line may be reduced by
choosing a robust electrode design that provides relatively stable cell characteristics [91, 110].
These aspects will be considered in detail in Chapter 3.

2.3 Lithium-Ion Battery Modeling

The choice of an adequate cell modeling framework is critical for both model-based cell de-
sign and diagnostics. It needs to combine sufficient model complexity, i.e., the ability to de-
scribe the actual cell behavior, with reasonable computational cost, i.e., minimal time for design
optimization and parameter estimation. This section starts with a brief overview of available
modeling approaches, ranging from behavioral to physicochemical models. Here, the pseudo-
two-dimensional (P2D) cell model is introduced, which forms the basis for all studies in this
thesis. Afterward, specific challenges for cell design and diagnostics are discussed.

2.3.1 From Behavioral to Physicochemical Modeling9

The behavior of lithium-ion batteries has been studied extensively in literature. Depending on
the use case, different modeling approaches can be used. The following overview starts with the
computationally least demanding ones and advances to 3D microstructure-resolved models.

Empirical models are a valid option for applications that need an accurate representation of
known cell behavior but do not need valid simulation results beyond the underlying calibration
data. This makes them useful for applications like real-time control systems or performance pre-
diction under known aging conditions [111]. However, their validity range depends on the scope
of potentially time-consuming and expensive experimental data for model calibration, as they
lack a physical basis for meaningful extrapolations. Deeper insights into performance-limiting
processes on the electrode or particle level should generally not be expected.

Equivalent circuit models (ECM) also aim to describe the cell behavior without necessarily de-
scribing the underlying transport processes or reaction kinetics directly. They use electronic
components, like resistors and capacitors, to mimic the overall voltage response of a lithium-ion

9 Parts of this subsection have been published in Witt, Röder, Krewer, Batteries Supercaps, 5(7):e202200067, 2022
(doi: 10.1002/batt.202200067, CC BY 4.0 [16]).
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battery. As such, they may be regarded as empirical models with predefined building blocks.
ECMs are widely used for impedance analysis and system control due to their easily adjustable
level of complexity and low computational cost [112, 113]. However, this versatility can also
lead to ambiguities in model-based cell diagnostics. If the elements within an ECM are not
backed by a physics-based analogy, this complicates the interpretation of their parameters [114].
Although ECMs commonly employ electronic components, they can also be used as a general
framework to structure physicochemical models. When the electrical elements are translated into
their electrochemical analogs, e.g., a Butler-Volmer equation instead of a reaction resistance, an
ECM can provide the same level of insight as a physicochemical model [115].

Physicochemical models overcome the limitations of empirical models and simple ECMs. For
cell design and diagnostics, they offer two major advantages. First, they enable a straightforward
physical interpretation of limiting processes and process changes. All model parameters have
a physically meaningful interpretation, including electrode tortuosity, diffusion coefficients, and
reaction rate constants. This facilitates a direct comparison with dedicated experiments and
simulations on properties like lithium-ion diffusion coefficients in the active material [116] or
electrolyte phase [50]. Furthermore, they can provide insights into local overpotentials or even
concentration profiles throughout a cell. Second, they feature a better extrapolation capability.
This results from modeling physicochemical processes rather than providing only an imitation
of the observed cell behavior. However, the level of detail can vary significantly, increasing from
a single particle model (SPM) over a P2D model to 3D microstructure-resolved models.

At the lower end of the complexity range, SPMs can be used to analyze quasi-steady state data,
i.e., measurements at low C-rates and EIS [117, 118]. Such models simplify the structure of
a lithium-ion battery significantly by homogenizing an electrode to one representative active
material particle or a particle size distribution [119]. This is valid if concentration and potential
gradients throughout an electrode are negligible. As a result, the model accuracy is best for
relatively thin and porous electrodes.

The P2D model may be considered the general-purpose tool of physicochemical lithium-ion
battery modeling. Although 3D microstructure-resolved battery models are likely to capture
the electrochemical cell behavior better, their computational cost currently still prohibits their
utilization for broad cell design studies and model-based cell diagnostics [120]. Additionally, the
measurement of the electrode microstructure, e.g., via synchrotron [77] or FIB/SEM tomography
[121], results in additional effort and infrastructure requirements. The P2D model promises
to resemble the accuracy of a 3D model but with moderate computational cost on the order
of minutes or even seconds. The major difference to a 3D microstructure-resolved model is
the homogenization of the electrodes. The effect of the pore connectivity and carbon-binder
domain on the overall cell behavior is typically described by effective transport properties like
the effective electrical and ionic conductivity. Similar to the SPM, particles are represented as
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spheres. All studies in this thesis are based on the P2D model introduced by Doyle et al. [122],
which is extended by an electrochemical double-layer to enable realistic cell dynamics [123].

Although the P2D model can be used for both model-based cell design and diagnostics, their
requirements differ substantially. For example, a cell design model should ideally include a
realistic representation of microstructure properties over a wide range of design parameters. In
contrast, a model-based cell state estimation does not need this prediction capability, although it
could help to reduce the number of unknown model parameters. Vice versa, accurate modeling
of the SEI is deemed essential for holistic cell diagnostics. However, a cell formation model that
is valid over a wide range of cell designs and process parameters is yet to be developed. As long
as predictive cell formation models are computationally expensive and not verified for multiple
electrode designs, a meaningful incorporation of the SEI into the design process does not seem
feasible [124]. For this reason, the specific modeling details are given separately for the cell
design study without SEI in Chapter 3 and for the model-based cell state estimation with SEI in
Chapter 4, which is later also used in Chapter 5.

Figure 2.4: Schematic representation of the basic P2D cell model (figure style inspired by [125]). The coordinate x is
used for the cell-level discretization of anode, separator, and cathode with thicknesses δa, δsep, and δc. The
radial coordinate r is used for the particle-level discretization of the active material particles.

The basic equations of the P2D model and its boundary conditions are given in Table 2.1. They
enforce mass and charge conservation in the solid and electrolyte phase. Figure 2.4 presents a
schematic representation of the basic P2D model, illustrating the governing processes during dis-
charge. Changes in the local lithium concentration cs in the active material particles are driven by
diffusion, which is described by Fick’s second law. Here, the flux of lithium ions at the surface
of the spherical active material particles matches the faradaic current of the electrochemical reac-
tion. At the particle center, the diffusion flux must be zero. The potential in the solid phase Φs is
governed by Ohm’s law. Charge transport in the solid phase is coupled to the electrolyte phase by
an electrochemical double-layer. Here, the total flux of electrons is the sum of the contributions
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from the electrochemical reaction and the capacitive effect of the electrochemical double-layer.
To ensure charge conservation, the flux of electrons leaving the anode current collector equals
the flux of electrons entering the cathode current collector during discharge. As the separator
is an electrical insulator, the electrical fluxes at its interfaces are zero. Changes in the local
concentration of lithium ions in the electrolyte phase ce are driven by migration and diffusion.
These processes are modeled with the Nernst-Planck equation, assuming negligible convection.
As transport of lithium ions through the current collectors is not possible, the concentration gra-
dients at the interfaces between the current collectors and the electrolyte phase are zero. Finally,
gradients in the electrolyte potential Φe and the lithium-ion concentration drive charge trans-
port in the electrolyte phase. The total flux of lithium ions is the sum of the contributions from
the electrochemical reaction and the capacitive effect of the electrochemical double-layer. The
gradients in the electrolyte potentials at the current collectors are zero.

Table 2.1: Basic equations of the utilized P2D cell model [122, 123]. Lcell denotes the full-cell thickness. δa and δc
describe the coating thickness of the anode and cathode, respectively.
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2.3.2 From Modeling to Predictive Cell Design10

Considering the variety of possible cell design configurations, a purely experimental identifica-
tion of the most suitable one is a resource-intensive, if not unrealistic, endeavour. Physicochem-
ical models can aid the design process by providing insights into performance bottlenecks or
even by recommending an optimized cell design configuration for a targeted experimental evalu-
ation. For this purpose, the chosen model must be able to accurately capture the electrochemical
behavior of a real cell. Furthermore, the model must consider the intricate effect of design pa-
rameters, such as electrode porosity and particle size, on effective electrode properties, such as
tortuosity, electrical conductivity, and electrochemically active surface area [75]. In addition, the
effect of the carbon-binder domain must be considered, as it can reduce the active surface area,
which affects reaction kinetics and elongates diffusion pathways [120]. The accurate modeling
of these complex structure-property relationships is crucial for realistic cell design recommen-
dations. Importantly, this does not comprise the effect of significant changes in the electrode
production, such as different slurry mixing equipment and intensity [96], different drying rates
[77], or different cell formation conditions [17, 126]. A fully integrated process and performance
model that is valid over a wide range of process and cell design parameters is not available yet.

In terms of model selection, 3D microstructure-resolved models can directly capture the effect of
electrode microstructure on transport pathways in the solid and electrolyte phase, as well as its
effect on the electrochemically active surface area [120]. This enables a detailed analysis of the
effect of the spatial position of the carbon-binder domain on cell performance [127, 128]. The
required electrode microstructures can be generated virtually by microstructure models [129,
130] or they can be obtained experimentally using X-ray tomography [131–133], focused ion
beam scanning electron microscopy [134, 135], or a synergistic combination of both [136].

The earlier introduced P2D model does not inherently consider the effect of electrode microstruc-
ture on cell performance. Instead, the electrodes are homogenized and assigned effective prop-
erties, such as an effective electrical conductivity and active surface area. Especially for far-
extrapolated design recommendations, the relationships between design parameters and effec-
tive properties of the resulting electrode microstructure should not be ignored. In fact, neglecting
these structure-property relationships would limit the ability of the model to provide reliable in-
sights when exploring a broad range of design parameter configurations. This would undermine
the key advantage of the P2D model compared to 3D microstructure-resolved models: its low
computational cost, which enables rapid sensitivity analyses and design optimizations.

10 Parts of this subsection have been published in Witt, Wilde, Baakes, Belkhir, Röder, Krewer, Energy Technol.,
9(6):2000989, 2021 (doi: 10.1002/ente.202000989, CC BY 4.0 [15]).
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To overcome the limited prediction capability of the basic P2D model and enable broad cell
design studies, insights from stochastic 3D microstructure simulations can be incorporated into
the modeling framework [75, 137]. Figure 2.5 illustrates the value of this approach. It compares
the effective electrical and ionic conductivity of a simulated NMC111 cathode as a function of
porosity, derived either from a stochastic 3D microstructure simulation or calculated with the
often used Bruggeman relation [75]. The results clearly show that the microstructure-derived
electrical conductivity improves by multiple orders of magnitude as the porosity decreases. This
originates from the formation of a percolation network with conductive additives, which features
a much higher conductivity than the active material. In contrast, the Bruggeman relation cannot
capture this effect. For the ionic conductivity, the 3D microstructure- and Bruggeman-derived
values are in good agreement at high porosities. However, the effect of blocked pores at lower
porosities can only be captured by the stochastic 3D microstructure simulation. The Bruggeman
relation simplifies the structure-property relationship to a power-law dependence of the effective
ionic conductivity on porosity, which results in an overestimation of effective ionic conductivity
at lower porosities.

Figure 2.5: Comparison of predicted effective electrical (blue) and ionic (orange) conductivity versus porosity for two
modeling approaches: 3D microstructure simulation (dots) and Bruggeman relation (dashed lines). The vol-
ume ratio between the NMC111 cathode active material and carbon black is kept constant at 4.4/1. Reprinted
from [75], Copyright 2019, with permission from Elsevier.
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2.3.3 From Experimental to Model-Based Diagnostics11

The state of health of a lithium-ion battery can be evaluated by various criteria like its capac-
ity loss [138] or its change in internal resistance [139]. However, these experimental metrics
inextricably summarize the effects of likely different underlying changes at the electrode and
particle level. Advanced model-based cell diagnostics can help to improve the understanding of
fundamental degradation-related and performance-limiting processes. These insights can then
be used to introduce knowledge-based electrode design and production process adjustments, fa-
cilitating the realization of available optimization potentials in terms of reduced cost, improved
performance, and extended cycle life [72].

For a holistic cell diagnosis, the solid electrolyte interphase is particularly important as it affects
cell performance and degradation [102, 140]. The earlier discussed substantial process duration
for its initial formation is another strong incentive for a detailed SEI characterization to facilitate
knowledge-driven process optimizations. Notably, the composition, thickness, and structure of
the SEI are not static after the initial formation. When electrochemically less stable SEI compo-
nents degrade or soluble components dissolve in the electrolyte, interfacial and bulk properties
of the SEI can change [26]. In addition, the volume changes of the active material during cy-
cling can trigger fractures in the SEI, promoting additional SEI growth and irreversible capacity
loss [141]. As a result, the formation of an initial SEI with favorable mechanical, chemical,
interfacial, and conductive properties is of significant interest.

Available approaches for the characterization of the SEI can be divided into two categories:
direct experimental and model-assisted methods. Experimental methods generally require a spe-
cial cell preparation that may not be representative of commercial cells anymore. Furthermore,
these methods are commonly performed post-mortem, complicating their utilization for broad
experimental studies. However, they can offer a valuable understanding of SEI composition and
structure. For instance, Luchkin et al. used in-situ atomic force microscopy to observe SEI
nucleation and growth and assess its electrical and mechanical properties [142]. Leißing et al.
analyzed gas composition and volume after cell formation to draw conclusions about governing
side reactions as a function of formation current [143]. Stenzel et al. provide a comprehensive
review of chromatographic techniques for the analysis of changes within the liquid electrolyte
after formation or along aging [144]. Huang et al. have shown the first cryogenic electron mi-
croscopy of the SEI on a carbonaceous anode, which helps to understand the structure of the
SEI, including its fragile components [145]. Nonetheless, parameters such as the anode tortu-
osity after cell formation, i.e., including the contribution of the SEI, are experimentally difficult
to measure. Symmetric EIS measurements with a non-intercalating electrolyte could provide an

11 Parts of this subsection have been published in Witt, Röder, Krewer, Batteries Supercaps, 5(7):e202200067, 2022
(doi: 10.1002/batt.202200067, CC BY 4.0 [16]).
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estimate of this parameter [36]. However, the extraction and preparation of the electrodes from
a full cell would likely remove at least part of the SEI. Furthermore, monitoring the evolution of
such parameters in the same cell during cycling would not be possible.

Model-assisted approaches can provide insights into the current cell and SEI state based on non-
destructive electrochemical measurements like C-rate tests and EIS. In principle, a cell diagnosis
with a physicochemical lithium-ion battery model could utilize a wide range of measurements.
However, most models focus only on one measurement data type like C-rate test [146, 147] or
EIS measurement [118, 148]. Such a restricted diagnosis is disadvantageous for multiple reasons.
For example, a double-layer capacitance is likely better identifiable from EIS measurements than
C-rate tests, whereas a solid diffusion coefficient may be better accessible from discharge curves
[149, 150]. Notably, there are also parameters, like reaction rate constants, that influence both
C-rate and EIS data. Without a model for the joint analysis of both measurement types, a robust
and unambiguous cell diagnosis cannot be ensured [149, 151]. Furthermore, SEI-related in-
sights from aging models that use only cycling data are commonly limited to the loss of cyclable
lithium, which is attributed to SEI growth [147, 152]. With an EIS-based cell state estimation,
changes in interfacial SEI properties, like process kinetics and double-layer capacitance, become
accessible [118]. However, the interrelation with the discharge behavior remains unclear. Chap-
ter 4 will introduce a physicochemical cell and SEI model that enables a holistic cell diagnosis
based on both discharge and impedance data.
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3 Importance of Cell Design and
Production Uncertainties1

As briefly introduced in Section 2.2, both the initial cell design and the subsequent cell produc-
tion have a significant impact on the final performance of a lithium-ion cell. The starting point
for any holistic cell design optimization is a comprehensive definition of the targeted application
scenario, which serves as the cornerstone of a well-performing cell design and is essential to suc-
cessfully navigate the variety of available design choices. These comprise i) material selection,
regarding active materials, binders, and conductive additives, ii) electrode parameters, such as
active material particle size, coating thickness, and porosity, and iii) electrode structuring con-
cepts, like single-layer or multi-layer electrode coatings, laser perforation, and vertical alignment
of non-spherical active material particles.

In general, the intricate relationship between a desired cell design configuration, the required pro-
cess parameters, and the resulting electrode properties introduces uncertainty into the expected
performance of far-extrapolated cell design recommendations. This is especially critical if no-
table process adjustments are required to realize the desired cell design. For instance, binder
migration during the drying process of ultra-thick cathodes can significantly influence their mi-
crostructure [77]. Similarly, an adjustment of the slurry mixing equipment and intensity can
notably influence the microstructure and fast charge capability of a graphite-based anode [96].
As such, a sound understanding of the process-product interdependencies is important for both
experimental and model-supported design recommendations. To enable realistic performance
predictions, the electrochemical simulations in this chapter utilize an empirical surrogate model
by Laue et al. to capture the relationship between electrode porosity and microstructure proper-
ties, like tortuosity and effective electrical conductivity [75].

The goal of this chapter is to provide actionable insights into holistic cell design optimization
with a special focus on the value of model-based studies for a computational rather than ex-
perimental exploration of vast parameter ranges. It begins with an overview of optimization

1 Parts of this chapter have been published in Witt, Wilde, Baakes, Belkhir, Röder, Krewer, Energy Technol.,
9(6):2000989, 2021 (doi: 10.1002/ente.202000989, CC BY 4.0 [15]).
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approaches and overall challenges of electrode design. Afterward, two model-based case stud-
ies are defined. The first study investigates the performance characteristics of more than 5,000
cells with two-layer electrodes and a high theoretical capacity of 5 mAhcm−2 at C-rates of C/10
and 1C in charge and discharge direction. The second study investigates a two-layer cathode
half-cell with a fine-grained parameter variation, offering insights into the importance of the
parameter space surrounding a chosen electrode design. Based on these studies, the effects of
the parameter screening granularity, the chosen evaluation criterion, i.e., areal versus volumet-
ric and charge versus discharge capacity, and the chosen benchmark system are discussed and
recommendations are derived.

3.1 Pathways Toward Optimal Electrode Design

This section begins with a discussion of optimization objectives, benchmark systems, and opti-
mization methods. Afterward, a perspective on opportunities and challenges of electrode design
optimization is provided.

3.1.1 Optimization Approaches

The diversity of optimization objectives and the broad range of benchmark electrodes is an in-
herent consequence of the variety of possible application requirements. Published studies on
electrode design mirror this diversity and illustrate its complexity. In the following, the topic of
optimization objectives and corresponding benchmark systems is discussed in more detail as it is
crucial for the solution of any design problem. Furthermore, available optimization methods are
presented that enable the translation of an objective into an optimal electrode design.

In general, a universal formulation of an electrode design problem is everything but straightfor-
ward. Depending on the desired application, the focus could be on the performance characteristic
of a cell at a given C-rate or over a specific C-rate range [153]. The targeted performance char-
acteristic may be the areal capacity [76, 77, 87], the gravimetric [77, 88] or volumetric energy
density [74, 88], or the volumetric power density [74]. Other targets may comprise a minimum
mean overpotential in an electrode and a minimum spatial deviation from its mean value, re-
sulting in a more homogeneous mechanical stress throughout the electrode [89]. This list of
optimization objectives does not aim to be comprehensive. However, there are a few fundamen-
tal aspects of quantifying performance that need to be discussed. In the first step, these are areal,
volumetric, and gravimetric metrics. The difference between capacity, energy, and power will be
discussed in the second step.
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Areal performance metrics, like the areal capacity, are unambiguous due to their independence
of coating thickness and mass or volume of passive materials like separator and current collec-
tors. In contrast, volumetric and gravimetric metrics require a precise definition of the considered
materials within the cell. For example, if one study investigates the capacity per active material
mass, and another study provides the capacity per total electrode mass, the results are hardly com-
parable without additional information. However, with different optimization objectives, like a
high active material utilization or a mass-constrained application, both definitions are reasonable.

As a performance metric, capacity is universally applicable to the investigation of charge and dis-
charge. If the energy density was chosen as an evaluation criterion, a high energy density during
charge could either indicate high ohmic losses, i.e., a low charging efficiency, or a high charged
capacity. However, this is also the strength of the energy density as it enables the assessment of
the energy conversion efficiency by considering both voltage and capacity. Power characteristics
may be seen as a different category as they combine energy density and rate capability. This is
crucial, e.g., in the context of electric vehicles with a high discharge power demand for accelera-
tion and a high charge power requirement for short charging times. On the downside, the power
density does not enable an assessment of the actually usable capacity or energy.

Similar to the universal definition of an optimization problem for all application scenarios, the
question for the one true single-layer benchmark electrode cannot be answered. Depending
on the optimization objective, different benchmarks are required to evaluate the optimization
progress objectively. In this context, the utilization of arbitrary benchmark systems seems un-
favorable but especially for experimental studies likely unavoidable due to the extensive design
parameter space. A more general assessment of the merits and limitations of an electrode design
concept would require an optimized state-of-the-art benchmark electrode. From the perspective
of electrode production, this would help to answer the question if the necessary process devel-
opment and equipment establishment for a structured electrode are well invested. The work by
Dai et al. highlighted this aspect by comparing an optimized homogeneous electrode to an op-
timized electrode with varying porosity at multiple C-rates [88]. Their estimated benefit from a
varying porosity across the cathode was relatively small compared to studies with non-optimized
benchmark electrodes. As a result, a study without an optimized benchmark can only assess
trends within the investigated parameter space. An optimized benchmark enables a more general
evaluation of an electrode design concept, such as a two-layer electrode coating.

An experimental parameter screening is the most basic approach to solving an optimization prob-
lem. Considering the required equipment, personnel, and operational costs, such experimental
studies most likely have to focus on estimating a local optimum. A battery model that is validated
over a wide range of measurement data can go beyond local optima and approximate the global
optimum, using global mathematical optimization algorithms like particle swarm optimization,
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genetic algorithm, and Bayesian optimization [154]. Here, the latter method can provide confi-
dence intervals for the optimized parameters, enabling a first evaluation of parameter sensitivity.

Even without a battery model, an equidistant experimental parameter screening may not be nec-
essary. With design of experiments (DOE), a statistics-based minimum number of experiments
can be defined that still allows for an effective reconstruction of the relationship between the
optimization target and the chosen design parameters. For instance, Su et al. used DOE to iden-
tify the most relevant factors for capacity degradation in lithium-ion batteries [155]. Rynne et
al. developed a guideline for the application of DOE to the problem of electrode formulation
[156]. A further reduction of required experiments may be achieved via model-based design of
experiments. It is commonly used for the definition of experiments that are most suitable and
efficient for parameter identification [157–160]. In contrast to the purely statistics-based DOE, it
enables a knowledge-based definition of the most insightful experiments before a comprehensive
experimental study is conducted.

Especially in material design and discovery, model-based high-throughput instead of mathemati-
cal optimization approaches are used to identify the best possible solution within a broad param-
eter space [161, 162]. This has been done extensively with density functional theory simulations
for applications, like solid-state lithium-ion conductors [163, 164]. However, to the best of the
author’s knowledge, there are no experimental studies on high-throughput lithium-ion battery
electrode design, comprising both highly adaptable electrode production and electrochemical
characterization. In contrast, model-based studies are limited primarily by their validity range
and only secondarily by the available computational resources.

Using machine learning is another approach to improve the understanding and eventually enable
an optimization of process parameters for their effect on the final electrode properties. Such
data-driven models can correlate large amounts of input data, like process parameters or electro-
chemical characterization measurements, with output data, like performance or aging character-
istics. This is especially valuable if a good physical understanding of the underlying processes
is unavailable. In general, data-driven approaches are an option, especially if high-quality data
is already available or can be generated easily. For instance, Cunha et al. used machine learn-
ing algorithms to investigate the interrelation between slurry manufacturing parameters and final
cathode mass loading and porosity [165]. Considering electrode design-specific aging character-
istics, data-driven approaches may also help to extend the scope of electrode design and man-
ufacturing optimization to battery aging. In the context of cell characterization, Severson et al.
used machine learning for the prediction of battery lifetime based only on the first few cycles
[166]. Attia et al. performed a closed-loop optimization of fast-charging protocols by iteratively
defining the following experiments based on a data-driven lifetime prediction model [60].
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Physicochemical models can provide insights into internal and not directly measurable cell prop-
erties that aid in identifying and mitigating performance-limiting processes. In a slightly different
context, a machine learning-based surrogate model was created from a P2D model to enable a
fast end-of-line cell characterization [167]. This kind of surrogate modeling could also help to
reduce the computational cost of physicochemical battery models for rapid cell diagnostics and
design optimizations. Merits and limitations of the combination of physicochemical modeling
with machine learning are discussed in detail by Dawson-Elli et al. [168].

Schmidt et al. investigated the effect of production uncertainties on the volumetric energy density
with a standard P2D model [110]. With a Monte-Carlo approach, cell configurations were sam-
pled from the probability distributions of production uncertainties, including electrode thickness,
porosity, and tortuosity. Here, different parameter sensitivities lead to an uneven performance
distribution, especially at high C-rates due to more pronounced voltage losses [110, 169]. From
an electrode design perspective, this emphasizes the necessity to consider production uncertain-
ties for the design of electrodes. Robust optimization can help to identify a cell design that
delivers similar performance characteristics despite uncertainties in the production process. To
the best of the author’s knowledge, the application of robust optimization to the problem of elec-
trode production is yet unavailable. However, in the context of process engineering, efficient
frameworks for robust optimization have already been established [170, 171].

3.1.2 Opportunities and Challenges of Electrode Design
Optimization

Researchers in the field of electrode design can build upon a wide range of experimental and
simulation studies that explore the effects of different material properties, like particle size dis-
tribution, and structuring concepts, like multi-layer electrodes. 3D microstructure models can
be used to investigate the effect of structural inhomogeneities on cell performance or even local
lithium plating. P2D modeling approaches lack this detailed local insight, but they are com-
putationally less expensive while enabling a reasonably accurate representation of experimental
data. However, for a truly predictive cell design tool that includes modeling of slurry production,
as well as electrode coating and drying, 3D models may be a better choice for directly utiliz-
ing microstructural features from process simulations, as opposed to averaging for homogenized
models like the P2D model. Considering the rapid increase in computational resources, it may
soon be feasible to use 3D models for cell design optimizations.

Apart from physicochemical battery modeling, machine learning can be a valuable tool that
facilitates the understanding and thus optimization of the complex interrelations between process
parameters and final cell properties. Applications range from slurry production for electrode
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coating over electrode calendering to aging prediction. Considering the importance of battery
lifetime, a data-driven aging and performance prediction based on production process parameters
seems highly relevant for process optimization. Furthermore, future studies on electrode design
should make uncertainties a fundamental part of the optimization process. This would enable not
only superior performance characteristics, but it would also enable a more sustainable electrode
production with lower scrap rates. Here, large experimental screening studies and thus purely
data-driven approaches would likely be too expensive compared to a direct optimization with a
validated battery model. Currently, however, a model cannot be adequately parameterized, nor
can the resulting model-based design recommendation be verified without experiments.

Despite the broad coverage of electrode design in literature, the selection of the most suitable
electrode design for a specific application is everything but straightforward. Different study ob-
jectives and often arbitrary benchmark systems complicate the comparison between studies and
conceal the benefit of a specific electrode design for a different application. However, some
studies recognized this problem and used optimized benchmark systems. This is a step in the
right direction. A model-based design optimization can support an experimental study by pro-
viding a prediction for such an optimal benchmark electrode. Nonetheless, different applica-
tion requirements and thus optimization objectives will inevitably complicate the comparison
between different studies. The choice of a benchmark system tailored to the optimization objec-
tive enables a less biased assessment of an electrode design concept, such as single-layer versus
two-layer electrode coatings. Furthermore, it seems critical to provide not only the investigated
performance characteristic but also other characteristics, like the fast charge behavior, that may
be more relevant to other application scenarios.

Finally, estimated design advantages from half-cell studies should be interpreted with caution.
The neglected interaction with a realistic counter electrode may distort the achieved improve-
ments. Concentration profiles throughout an electrode are likely less favorable with a state-of-
the-art porous composite electrode than a solid lithium-metal counter electrode.

3.2 Case Study: Model-Based Optimization of
Two-Layer Electrodes

Electrode optimization can utilize many design concepts to fulfill specific application require-
ments. For the investigation of these concepts, physicochemical battery models are available
with various levels of detail, ranging from simple single particle models to microstructure-
resolved simulations that enable a differentiated local assessment of limiting processes within
an electrode (see Section 2.3). Considering their computational cost, the long-established and
extensively used P2D model nowadays still seems to offer the best compromise between model
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fidelity and computational cost. Consequently, the two case studies in this work use a P2D
model, upgraded with insights from 3D microstructure simulations and extended for two-layer
electrodes to enable broad electrode design screenings with insightful structuring trends.

As discussed earlier, studies on electrode design commonly focus on discharge performance
while using a wide range of benchmark systems. In the following, two model-based electrode
design studies are defined to create a better understanding of optimal cell designs for charge or
discharge. The first model-based study resembles an experimental parameter screening for a full-
cell setup with two-layer electrodes. It investigates general design principles for discharge and
charge at C/10 and 1C. Furthermore, the influence of the parameter screening granularity and the
chosen benchmark system on the study outcome is investigated. However, ten design parameters
allow only for coarse screening. Therefore, the second case study features a fine-grained pa-
rameter variation for a two-layer cathode half-cell in a significantly constricted parameter space.
With only two design parameters, it provides a perspective on the importance of the scope of a
study for its implied benefit from electrode structuring. In addition, the high resolution of the
parameter space allows for an evaluation of the impact of production uncertainties on robust cell
performance.

3.2.1 Model Setup and Parameterization

The P2D model by Doyle et al. is chosen as a starting point to enable broad parameter variations
with reasonable computational cost [122, 172]. Empirical polynomials from 3D microstructure
simulations from Laue et al. are used to integrate knowledge on the microstructure-parameter
relationships into the P2D model [75]. The governing model equations, including an electro-
chemical double-layer, were already summarized in Table 2.1. The reaction kinetics are de-
scribed with a Butler-Volmer equation and a constant exchange current density. These and other
complementary model equations are summarized in Table B.1 in the Appendix.

To enable the simulation of two-layer electrodes, the basic model is extended. The schematic
full-cell structure in Figure 3.1 shows the geometric structure parameters for a full-cell setup
with two-layer electrodes. Each of the four electrode layers has three parameters that may be
changed: the active material volume fraction ε, the particle radius R, and the layer thickness
d. Consequently, derived parameters, like the electrolyte volume fraction, the tortuosity, and
the effective electrical conductivity, may differ in each layer. The governing equations for solid
diffusion, solid potential, electrolyte potential, and electrolyte diffusion are extended to the ad-
ditional layer within each electrode. Taleghani et al. provide a detailed summary of applicable
boundary conditions in a P2D model for a two-layer versus a single-layer electrode [173]. For all
simulations, the electrode- and particle-level discretization of each electrode layer is fixed to five
and four, respectively. Simulations of configurations that do not converge and exceed 15 minutes
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of simulation time compared to a typical simulation time of less than 1 minute are terminated,
and the results are discarded. All simulations were performed with MATLAB version 2019a or
newer, using the solver ode15s.

Figure 3.1: Lithium-ion battery cell with two layers of different properties in each electrode. Three structure parameters
can be changed per layer: the active material volume fraction ε, the particle radius R, and the layer thickness
d. The parameter C̃cc describes the ratio between the theoretical capacity in the layer adjacent to the current
collector Ccc (dark grey layer) and the total theoretical capacity C (dark + light grey layer).

The parameter set for the P2D model is largely adopted from Laue et al. and summarized in
Table B.2 in the Appendix [75]. To enable a realistic representation of transport properties as a
function of the electrode structure, Laue’s effective polynomials from 3D microstructure simula-
tions for the active surface area, the effective ionic conductivity, and the electrical conductivity
of the cathode are used. Equally, the volume ratio between active material (AM) and carbon-
binder domain for the cathode of 4.4/1 is adopted. It is defined for the anode at a higher value
of 10/1 due to the good electrical conductivity of graphite. In general, the 3D microstructure
simulations by Laue et al. were performed for a particle size of 5.5 µm. An adjustment of the
polynomials based on additional microstructure simulations for the later defined particle size
variations is out of the scope of this work. Nonetheless, a quantitative design recommendation
for an experimental study would require this adjustment and a validation with experimental data.

In Laue’s work, the empirical polynomials were derived only for the cathode. Considering the
relatively high electrical conductivity of the anode active material, a polynomial is not deemed
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necessary for this parameter. Instead, its effective electrical conductivity is scaled with the AM
volume fraction. For calculating the effective ionic conductivity and diffusivity within the elec-
trolyte phase, the tortuosity is described via the Bruggeman equation along with a Bruggeman
exponent β of 1.5, which describes perfect spheres [38]. The active surface area is commonly
calculated based on the assumption of ideal spherical particles with a linear dependence on the
active material volume fraction. However, this approximation is not valid for very high AM
volume fractions since the active surface area cannot be highest in a material without any pore
volume. To circumvent this unrealistic behavior and despite potentially different particle shapes,
the effective polynomial for the cathode active surface area is also used for the anode.

The concentration-dependent ionic conductivity and diffusivity of the 1M LiPF6 EC:EMC 3:7
(w:w) electrolyte system are described by empirical polynomials that were fitted to experimental
data by Landesfeind et al. [50]. The anode and cathode open circuit potentials are described with
empirical expressions as a function of the state of charge [75].

For the second parameter study, a two-layer cathode half-cell is investigated. In contrast to the
full-cell model, the graphite-based anode is replaced with a lithium counter electrode that is
modeled as a boundary condition, i.e., it provides the amount of lithium ions corresponding to
the externally applied current density. This ensures an interaction-free evaluation of the cathode
design for lithium intercalation, but it inherently also limits its value for the direct estimation of
the performance of a such optimized cathode in a full-cell setup. Apart from different parameter
variations, the same equations are used for the cathode in the full- and half-cell study.

3.2.2 Case Study Definition

3.2.2.1 Full-Cell Parameter Study

The first step toward electrode design optimization is defining an optimization objective. For
this study, four application scenarios are defined, i.e., discharge and charge at C/10 and 1C.
The high and low C-rate will enable an assessment of transport limitations as a function of the
applied load. To enable a direct comparison between discharge and charge performance, the
voltage-independent capacity is used as the evaluation metric. For a mathematical design op-
timization, it would be required to choose between areal, volumetric, and gravimetric capacity
or to incorporate multiple objectives into a then more complex optimization process. Such a
trade-off is obsolete for a parameter study with predefined parameter variations. The simulation
data can be analyzed with respect to areal, volumetric, and gravimetric capacities at all inves-
tigated C-rates. As the theoretical capacity, i.e., the mass loading of each electrode, is fixed as
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a boundary condition in this study, the gravimetric and areal capacities are qualitatively equiv-
alent. To enable a more intuitive comparison with the volumetric capacity, the areal capacity is
chosen instead of the gravimetric capacity. Here, the volumetric capacity inherently includes a
trade-off between electrode volume and mass transport losses in porous electrodes compared to
the volume-independent areal capacity. In summary, the chosen optimization targets for the pa-
rameter studies in this work are the areal and volumetric discharge and charge capacity at C-rates
of C/10 and 1C with cutoff cell voltages of 2.9 V and 4.2 V. The diversity of these application
scenarios will enable an in-depth understanding of structure recommendations for application-
optimal cell performance.

For the calculation of the volumetric capacity, double-sided coated electrodes are assumed. As
a result, the full thickness of the separator (20 µm) but only half the cathode (20/2 µm) and half
the anode (10/2 µm) current collector thickness are considered. The theoretical capacities of
the anode and cathode are balanced 1.1/1 such that the anode capacity is 10% higher than the
cathode capacity. This is a common design choice to mitigate lithium plating [20, 56]. As this is
an electrode design study focusing on capacity improvements, sophisticated charging protocols,
e.g., to prevent lithium plating, are not considered.

The parameter variations for the full-cell parameter screening of two-layer electrodes are de-
fined based on the schematic cell structure in Figure 3.1. Importantly, a fine-grained evaluation
of the whole parameter space is infeasible due to the resulting combinatorial explosion with
twelve examined geometric structure parameters: layer thickness, active material volume frac-
tion, and particle radius for each of the four layers. The theoretical cathode capacity is fixed to
5 mAhcm−2, which is roughly between an ultra-high and a state-of-the-art mass loading [77].
This ensures diverse performance characteristics with poor performance at 1C for overly dense
electrodes and reasonable performance for well-designed electrodes. The theoretical capacity is
calculated based on the maximum lithium concentration within the AM of anode and cathode.

The fixed cell capacity of 5 mAhcm−2 already reduces the degrees of freedom to ten design
parameters. However, this still results in 310 = 59,049 full-cell configurations for just three vari-
ations per design parameter. With the focus on investigating general electrode design principles
for both charge and discharge, the number of simulations is reduced by investigating two instead
of three different particle radii. Here, 3µm and 9µm represent typical particle sizes [75, 174].

A variation of the cathode AM volume fraction has a pronounced effect on i) mass transport in
the electrolyte phase that deteriorates with decreasing porosity and ii) electrical conductivity of
the solid phase that is highly sensitive around the percolation threshold. For this reason, three
variations are defined, leading to effective electrical conductivities that differ by one order of
magnitude each. On the anode side, ohmic losses are less of an issue due to the high electrical
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conductivity of the graphite AM. Nonetheless, mass transport in the electrolyte phase still dete-
riorates nonlinear with decreasing porosity. For this reason, the same AM volume fractions are
chosen for the anode and cathode.

For the last two degrees of freedom, a dimensionless parameter C̃cc is introduced for both anode
and cathode. It describes the ratio between the theoretical capacity in the layer adjacent to the
current collector and the total electrode capacity. This enables a better understanding of the
capacity provided by each layer within a two-layer electrode. Two variations are defined for C̃cc

with either 25% or 75% of the electrode capacity provided by the layer adjacent to the anode and
cathode current collector, respectively. This results in 5,184 cell configurations for the full-cell
parameter screening with four simulations each to cover charge and discharge at C/10 and 1C.
Table 3.1 summarizes the chosen parameter values for the model-based full-cell design screening.

Table 3.1: Definition of the parameter variations for the rapid full-cell electrode design screening, comprising the active
material volume fraction ε, the particle radius R, and the ratio C̃cc, which compares the theoretical capacity
of the layer at the current collector to the total electrode capacity.

Parameters Low value Medium value High value

εcc
a / - 0.45 0.55 0.65

ε
sep
a / - 0.45 0.55 0.65

ε
sep
c / - 0.45 0.55 0.65

εcc
c / - 0.45 0.55 0.65

Rcc
a / µm 3 - 9

Rsep
a / µm 3 - 9

Rsep
c / µm 3 - 9

Rcc
c / µm 3 - 9

C̃cc
a / % 25 - 75

C̃cc
c / % 25 - 75

The full-cell design screening is repeated with a slight modification to evaluate the effect of
lithium plating prevention during 1C charge on optimal electrode design. In this case, the charg-
ing operation can also be terminated if the local anode potential falls below 0 V vs. Li/Li+.

Finally, a suitable benchmark system must be defined for the four application scenarios. For
this purpose, the performance of the best structured cell for a specific application is compared
to the best single-layer cell configuration within the predefined parameter space. This resembles
an experimental parameter screening, which may not have access to an optimized benchmark
system and must resort to one of the investigated cell configurations for comparison.

Overall, the first case study provides a rough overview of the parameter space with its coarse-
grained parameter screening. However, with only two or three values per design parameter,
the study does not provide an insight into how sensitive the result is to small changes in these
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parameters. Such a more detailed analysis can be done by evaluating significantly more values
for each parameter. This is the subject of the second case study described in the following.

3.2.2.2 Half-Cell Parameter Study

This case study is limited to a cathode half-cell to enable a closer look at the design parameter
space for a two-layer electrode. Here, the cathode is deemed more insightful than the anode due
to the poor electrical conductivity of the cathode active material that depends strongly on the
percolation network formed by the carbon-binder domain. To allow for an intuitive graphical
visualization, typically only two parameters are varied [88, 89, 110]. With a fixed theoretical
capacity of 5 mAhcm−2, the design parameter space contains five degrees of freedom and will
be further reduced to two design parameters. The full-cell parameter screening will reveal a low
sensitivity of cell performance to cathode particle size for the utilized parameter set. Conse-
quently, the AM particle radius is fixed to 3 µm. Further, a fixed average AM volume fraction
of 55% is chosen, which is the medium value used for the parameter variations in the full-cell
parameter screening. With a constant theoretical capacity, the combined coating thickness of
both cathode layers is 133.4 µm.

The remaining degrees of freedom are the AM volume fraction in the layer at the separator and
the thickness of this layer. Hence, a decrease in the AM volume fraction in one layer must be
compensated by an increase in the AM volume fraction in the other layer. The cathode AM vol-
ume fraction at the separator varies between 45% and 65%, consistent with the full-cell study.
The thickness of the layer at the separator is varied between 10% and 90% of the total coating
thickness. Both parameters are changed in steps of 0.5 percentage points. Parameter configura-
tions requiring an AM volume fraction beyond the investigated minimum and maximum value
are discarded and assigned a zero capacity. As a result of the fixed coating thickness and theo-
retical capacity, a single-layer benchmark electrode is already defined and may be regarded as
an optimized benchmark. This enables a critical assessment of the benchmark definition in the
full-cell study that uses the best homogeneous electrodes from the parameter screening instead
of an optimized system.

As the lithium counter electrode is implemented as a boundary condition, only the intercalation
into the cathode, i.e., the full-cell discharge process, can be studied consistently. For the dein-
tercalation, i.e., the charge direction in a full-cell setup, the electrolyte concentration could drop
below zero due to the concentration-independent implementation of the counter electrode. The
cell performance at C/10 can be expected to be almost independent of the electrode structure.
For this reason, only intercalation at 1C is investigated.
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3.3 Results and Discussion

First, the full-cell parameter screening results are discussed with respect to i) general electrode
design guidelines for optimal performance during discharge and charge, and ii) the expected ben-
efit of two-layer electrodes when compared to the best-in-class single-layer cell configurations in
the parameter study. Subsequently, the relevance of lithium plating during charge at 1C for cell
design is analyzed. In the second part, the benefit of electrode structuring is evaluated from the
perspective of the fine-grained cathode half-cell parameter study. Here, a particular focus is on
the importance of the parameter space surrounding an electrode design point for robust electrode
production. Finally, the results from the full- and half-cell study are compared.

3.3.1 Full-Cell Parameter Study

The discussion of the full-cell parameter screening is broken down into four parts. First, an
overview of the more than 5,000 simulated cell configurations is provided. Second, the best-
performing cells for charge and discharge at 1C and C/10 are identified and analyzed in more
detail. Here, also the difference between areal and volumetric capacity is discussed regarding
their effect on favored cell designs for best performance. Finally, the occurrence of lithium plat-
ing during 1C charge is investigated in the best cells for 1C discharge and charge, respectively.

3.3.1.1 Parameter Screening Overview

Figure 3.2 shows the charge and discharge performance of all simulated full-cell configurations
at C-rates of C/10 and 1C. The parameter variations are sorted by their volumetric discharge
capacity at 1C. This reveals three fundamental aspects. First, many simulated cell configurations
lead to cells with poor discharge and charge performance at 1C while delivering a similar capac-
ity at C/10. Second, the discharge capacity at 1C is not directly related to the charge capacity,
i.e., a cell with a lower discharge capacity may feature a higher charge capacity and vice versa.
This holds for both single-layer and two-layer cell configurations. This finding underlines the ne-
cessity to consider both discharge and charge performance for a holistic cell design optimization.
While some parameter variations may show a direct correlation between charge and discharge
performance, inferring charge performance from discharge performance is generally not advised.
Third, apart from cells with best-in-class performance for a specific application, some cell config-
urations among the more than 5,000 samples show similar performance for charge and discharge
at 1C. For an overview of possible performance characteristics, it is thus worthwhile to conduct
a coarse-grained parameter screening as presented here.
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Figure 3.2: Performance comparison of all investigated parameter variations for cells with two-layer electrodes, sorted
in descending order by their volumetric discharge capacity at 1C. Discharge is shown with negative values,
charge with positive values.

3.3.1.2 Implications of Performance Metrics for Cell Design

Figure 3.3 shows the best cell configurations for the four operating modes, i.e., discharge and
charge at C/10 and discharge and charge at 1C. The best single-layer cell configuration for each
application is shown for comparison with thin, colored bars. In the following, the performance
characteristics and corresponding electrode structures of the best-in-class cell configurations are
discussed in terms of the areal capacity in Figure 3.3a and the volumetric capacity in Figure 3.3b.

As a first observation, the best cell configurations for charge and discharge at 1C feature almost
the same areal capacities at C/10 as those explicitly tailored for C/10 applications. This would
suggest that cells can be optimized directly for 1C discharge or charge without any worries about
their performance at C/10. There is also no significant benefit of using two-layer versus single-
layer cells if both are tailored for charge or discharge at C/10 since the cell voltage is only slightly
affected by transport processes at such a low C-rate. In contrast, the areal capacities of the best
two-layer cells for discharge and charge at 1C are notably higher than the best single-layer cell
configurations with an improvement of 20% and 28%, respectively.

It should be noted that the observed performance improvement of up to 28% with two-layer
electrodes may originate from the coarse parameter screening, which underlies this study. A
finer grid for the parameter screening would probably enable a better trade-off between transport
losses in the electrolyte and solid phase of single-layer electrodes. However, for most practical
design problems, direct mathematical optimization should be preferred due to a more efficient
parameter space exploration. Coarse experimental and model-based parameter studies alike can
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only reflect improvements over an arbitrary benchmark cell or over the best homogeneous cell
configuration determined by the studies themselves. In contrast, an optimized homogeneous
benchmark system would presumably result in a less significant performance benefit from two-
layer electrodes.

(a) (b)

Figure 3.3: Comparison of performance of best-in-class cell configurations with single-layer (thin bars) and two-layer
electrodes (wide bars) for discharge at C/10, charge at C/10, discharge at 1C, and charge at 1C. The best-
in-class cell configurations from the full-cell study are selected (a) for the areal capacity and (b) for the
volumetric capacity. Black boxes highlight the performance focus of the cells. Percentage performance
gains indicate the increase in capacity when comparing two-layer and single-layer electrodes.

In the following, the above-mentioned performance benefit of two-layer over single-layer elec-
trodes is discussed with respect to the actual electrode structures. Tables 3.2 and 3.3 summarize
the specific structural properties of the best two-layer and single-layer cell configurations for
highest areal capacity.

For discharge at 1C, the best cell employs a cathode that provides 25% of the capacity in a
medium porous layer at the current collector (55% active material volume fraction) and 75% of
the capacity in a highly porous layer at the separator (45% AM volume fraction). This ensures
good electrical conductivity near the current collector while facilitating mass transport into the
deeper electrode structure by the more porous layer at the separator. In contrast, the best homo-
geneous cell configuration cannot make this trade-off. Instead, it employs a cathode with an AM
volume fraction of 55%. This leads to an overall deteriorated discharge performance at 1C be-
cause of an increased mass transport resistance that the improved electrical conductivity cannot
compensate. On the anode side, the layer at the current collector provides 75% of the total anode
capacity with an AM volume fraction of 45 %. The layer adjacent to the separator has an AM
volume fraction of 55%. This seems to enable a more homogeneous active material utilization
throughout the anode.
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Table 3.2: Identified parameter values in the full-cell parameter study for highest areal capacity for the four different
operating modes with two-layer electrodes.

Parameters Discharge @ C/10 Charge @ C/10 Discharge @ 1C Charge @ 1C

εcc
a / - 0.65 0.45 0.45 0.45

ε
sep
a / - 0.55 0.45 0.55 0.45

ε
sep
c / - 0.45 0.45 0.45 0.45

εcc
c / - 0.55 0.65 0.55 0.55

Rcc
a / µm 9 3 3 3

Rsep
a / µm 3 3 3 9

Rsep
c / µm 3 9 3 9

Rcc
c / µm 3 9 3 9

C̃cc
a / % 75 25 75 75

C̃cc
c / % 75 25 25 75

Table 3.3: Identified parameter values in the full-cell parameter study for highest areal capacity for the four different
operating modes with single-layer electrodes.

Parameters Discharge @ C/10 Charge @ C/10 Discharge @ 1C Charge @ 1C

εa / - 0.55 0.45 0.55 0.45
εc / - 0.45 0.55 0.55 0.55
Ra / µm 9 3 3 3
Rc / µm 3 9 3 9

For charge at 1C, mass transport seems to be the most relevant issue on the anode side, favoring
the smallest AM volume fraction in both layers. On the cathode side, the AM volume fraction
in the layer at the current collector is still 55% and at the separator 45%. However, in contrast
to discharge at 1C, the highly porous layer at the separator accounts for only 25% instead of
75% of the total cathode capacity, favoring a higher electrical conductivity over a lower transport
resistance for charge at 1C. Overall, the performance benefit of the best structured compared to
the best homogeneous cell seems to originate from a better trade-off between sluggish transport
in the electrolyte phase of too-dense electrodes and low electrical conductivity in the solid phase
of too-porous electrodes.

For applications without volume constraints, the areal capacity seems to be a reasonable evalu-
ation metric that allows cell design optimization to focus on the performance at 1C. However,
the volumetric capacity in Figure 3.3b shows a different picture. Here, the cell configurations
tailored to 1C applications cannot deliver the same volumetric capacity at C/10 as the ones ex-
plicitly tailored to C/10 charge and discharge. This is the result of higher transport losses at 1C,
which favors more porous electrodes and leads to the lower volumetric capacity at C/10.
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Figure 3.4: Sankey diagram with application scenarios on the left side and required structure properties on the right side.
The desired application focus, i.e., discharge or charge at C/10 or 1C, is translated through the flows into the
individually required structure properties for highest volumetric capacity. Structure properties required for
both charge and discharge at 1C are printed in bold to facilitate the comparison with the C/10 application
scenarios. The best cell structures for discharge (red flows) and charge (turquoise flows) at 1C are schemati-
cally shown on the left side. A legend for the relationship between varied parameters and schematic electrode
structures is shown at the top. The Sankey diagram was created with MATLAB code from Wang [175].

When comparing the best-in-class cells for discharge and charge at 1C, the difference between
the best two-layer and the best single-layer cell configurations is significant with 23% and 25%,
respectively. This benefit of electrode structuring is in the same range as for the areal capac-
ity. The identified best structure parameters for all four operating modes with the volumetric
capacity as the performance metric are summarized in Table B.3 and Table B.4 in the Appendix
for the two-layer and single-layer cell configurations, respectively. For the two-layer electrodes,
the parameters are visualized by a Sankey diagram in Figure 3.4. Here, the flows link the four
application scenarios on the left side to the required structure parameters for best-in-class volu-
metric capacity on the right side. Structure properties used for charge and discharge at 1C are
highlighted. Due to almost negligible mass transport losses for C/10 charge and discharge, the
recommended structures are mostly dense and feature the highest active material volume frac-
tion. Only for discharge at C/10, a thin cathode layer at the separator with a medium AM volume
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fraction of 55% is required. Compared to the cell configurations for a high areal capacity at
C/10, these relatively dense structures have a devastating effect on the performance at 1C (see
Figure 3.3b). Again, there is no significant benefit of two-layer over single-layer cell configura-
tions for discharge at C/10 and only a 2% improvement for charge at C/10.

For both charge and discharge at 1C, it seems essential that the anode provides most of the
capacity (75%) with small particles at the current collector and the remainder of the capacity
(25%) with large particles at the separator. This design resembles the continuous particle radius
profile in the model-based study by Golmon et al. [87]. However, they did not investigate
charging. Although small particles may be expected to provide better performance due to a
larger surface area with enhanced reaction kinetics and a reduced solid diffusion length, the
results indicate that larger particles at the separator improve the volumetric charge capacity by
about 11%. For discharge, the design principle is the same: small particles at the current collector
to minimize the overpotential and large particles at the separator to achieve a more homogeneous
active material utilization throughout the electrode. However, the benefit of large over small
particles is only 1%. For the cathode, the particle size is insensitive for the employed parameter
set due to fast reaction kinetics and solid diffusion.

On the cathode side, the lowest and medium active material volume fractions are favored at the
separator and current collector, respectively. This structure provides decent electrical conductiv-
ity toward the current collector while maintaining sufficiently fast lithium-ion transport through
the porous layer at the separator into the deeper electrode structure. The highest cathode AM
volume fraction is only relevant with a focus on C/10 applications. This trend toward denser
cathodes for lower C-rates is in good agreement with the experimental study by Schmidt et al.
and highlights the challenge of proper cathode design [74]. On the one hand, a high porosity
is required to facilitate mass transport. On the other hand, a higher densification, i.e., a smaller
porosity, is needed for adequate electrical conductivity. Without proper consideration of these
two relations on the modeling side, e.g., with approximations from microstructure simulations,
a model-based design optimization could leave the validity range of the underlying model early
on, potentially providing poor design recommendations.

3.3.1.3 Cell Design for Lithium Plating-Free Charging

Apart from the pronounced benefit of two-layer electrodes for 1C applications in this case study,
the results strongly suggest that the best-in-class charge and discharge characteristic at 1C cannot
be achieved with the same electrode structures. The performance improvement of a cell tailored
to charge at 1C compared to one tailored to discharge at 1C is about 51%. Vice versa, the
improvement is coincidentally also 51%. This underlines that proper optimization has to find a
trade-off between cell design for charge and discharge requirements.
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It should be noted that the earlier case study used a constant current for charge and discharge
without any safety- or aging-related considerations. However, safety-critical effects, like lithium
plating, can easily be studied with the employed battery model [20]. Figure 3.5 addresses this
point and compares the 1C charge performance of the best-in-class cell for 1C discharge to the
best-in-class cell for 1C charge in the context of lithium plating. For the two bars on the left
side, charging was terminated upon reaching the upper cutoff cell voltage of 4.2 V, equivalent
to Figure 3.3. For the two bars on the right side, the charge simulations could additionally be
terminated upon reaching a local anode potential below 0 V vs. Li/Li+, which could result in
lithium plating. Interestingly, the structure of the best cell without the possibility of lithium
plating is the same as for the already discussed parameter screening, which did not control for
lithium plating. Due to a comparable interpretation for both homogeneous and structured cell
configurations, the following discussion will focus on the better-performing structured cells.

Figure 3.5: Comparison of volumetric capacity of best-in-class electrode configurations for single-layer (thin bars) and
two-layer electrodes (wide bars) from the full-cell parameter study for discharge and charge at 1C. For the
two bars on the left side, charge simulations were terminated upon reaching 4.2 V cell voltage. For the two
bars on the right side, charge simulations were terminated upon reaching 4.2 V or upon reaching a local
anode potential below 0 V vs. Li/Li+. Percentage performance gains indicate the increase in capacity when
comparing the structured cell tailored to charge to the one tailored to discharge at 1C and vice versa.

With the described lithium plating prevention measure in place, the 1C charge capability of the
best cell configuration for 1C discharge significantly deteriorates. The cell tailored for 1C charge
has a 160% higher charge capacity than the one designed for 1C discharge. This finding high-
lights the necessity to tailor a cell not only to the discharge requirements of a given application
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but also to the required charge performance. Future studies may consider incorporating addi-
tional aspects besides lithium plating into the cell design optimization. For instance, Golmon
et al. incorporated an upper limit for the mechanical stress on the active material particles into
the design optimization [176]. This may be further extended to the long-term growth of the SEI
[152, 177], as well as the mechanical degradation of the active material [46].

Overall, the presented coarse-grained parameter screening should be seen as a valuable tool
for identifying basic trends. Due to the large design parameter space with ten degrees of free-
dom, the screening is likely too coarse-grained to locate the global optimum. Such an analysis
requires a higher resolution of the parameter space. Considering that even more than 5,000 sim-
ulations cannot provide a comprehensive understanding of the whole design parameter space,
a sufficiently broad experimental study seems infeasible without an automated high-throughput
production and testing system. Even with DOE, experimental studies will have to focus on se-
lected cell designs. These may be derived from experimental observations and experience or
model-based predictions. Independent of the selected cell configurations, it is recommended to
consider both discharge and charge direction in practically relevant performance ranges to pro-
vide a more holistic understanding and faster adoption of the investigated process or electrode
design improvements.

3.3.2 Half-Cell Parameter Study

In this section, the results from the fine-grained cathode half-cell study are discussed. The sig-
nificantly reduced design parameter space with only two degrees of freedom allows for a higher
resolution than the full-cell design screening. This enables a good approximation of the optimal
electrode structure. Furthermore, it allows for a detailed assessment of the correlation between
design parameters and usable capacity in proximity to the optimal electrode structure. As already
discussed, the full-cell parameter study was not designed to provide this level of detail. The con-
trast between the coarse full-cell screening and this highly discretized half-cell study will help
to put the roughly 20% performance benefit of two-layer electrodes from the full-cell study into
perspective.

Due to the definition of a constant particle radius, theoretical capacity, and average active material
volume fraction, the cathode structure can be defined by two parameters: the thickness of the
layer at the separator and the active material volume fraction in this layer. This implies that a
lower AM volume fraction at the separator directly results in a higher AM volume fraction at the
current collector and vice versa. Due to the constant coating thickness, the areal and volumetric
capacity are directly proportional. For this reason, Figure 3.6 shows the cathode parameter study
with the more intuitive areal capacity as a performance metric.
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Figure 3.6: Parameter study for a two-layer cathode with a fixed theoretical capacity of 5 mAhcm−2 and a fixed average
active material volume fraction of 55%, corresponding to a coating thickness of 133.4 µm. The red line
represents single-layer electrode configurations. The color scale describes the areal capacity for intercalation,
i.e., full-cell discharge, at 1C. The optimum is highlighted with a red cross. Configurations with an active
material volume fraction in one layer below 45% or above 65% are shown with 0 mAhcm−2.

The results indicate that a 5.9% higher capacity is obtained with a slightly more porous layer at
the separator compared to the layer at the current collector. This general structuring recommen-
dation is in good agreement with the prior full-cell study. It also resembles findings from other
studies for both half-cell and full-cell design [87–89, 178].

For a holistic cell design, the large capacity plateau located around the single-layer electrode
could be even more important than a slight capacity increase. The plateau suggests that the active
material distribution and thus the porosity distribution within the two-layer cathode could vary
over a wide parameter range without significantly altering its performance. For a design point in
the center of such a plateau, small production variations could be expected to have a negligible
effect on the final electrode performance. However, the capacity can deteriorate significantly for
large production deviations or a disadvantageous electrode design selection.

Considering the homogeneous electrode as the baseline, the center of mass of the higher dis-
charge capacities is on the side of the electrodes with the more porous layers at the separator.
Notably, the capacity also does not decline as fast for a more porous layer at the separator. How-
ever, it should be noted that this capacity plateau may look different or be non-existent when
looking at a full-cell instead of a half-cell configuration or when changing the fixed parameters,
such as the theoretical capacity, the average AM volume fraction, or the particle size.

Overall, knowledge of the parameter space surrounding a chosen electrode design can help to
minimize the detrimental effect of production uncertainties on consistent cell performance. To
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enable a more sustainable and robust electrode production, future studies on electrode design
should consider using robust optimization approaches. This would enable a reasonable trade-off
between optimal performance and minimal production-related performance variance.

3.3.3 Comparison of Half- and Full-Cell Study

When comparing the full-cell and half-cell study, the estimated benefit from electrode structur-
ing is significantly reduced from roughly 20% to 6%. This highlights the inherent difficulty in
comparing i) studies with a realistic (full-cell study) and a non-limiting counter electrode (half-
cell study), ii) studies with a similar benchmark, i.e., single-layer electrodes, but with variable
versus fixed electrode thickness, and iii) studies with a substantially different resolution of the
parameter space. Here, the latter aspect is critical since the benchmark system in both studies is
defined as the best single-layer electrode configuration within the parameter space. The coarse
full-cell screening cannot ensure to find the global optimum for the single-layer benchmark cell.
The same holds true for the best two-layer cell configurations. Ultimately, the coarse full-cell
parameter screening is a computationally expensive brute-force optimization. It should be seen
primarily as a tool to identify promising trends within a parameter space. It does not allow for a
universal evaluation of the concept of multi-layer electrodes if the single-layer benchmark system
is not truly optimized. In contrast, the half-cell study has a well-defined single-layer benchmark
electrode and indicates that electrode structuring is of minor importance. Nonetheless, it also
does not allow for a general assessment of the concept of multi-layer electrodes due to the focus
on only a small fraction of the theoretically available design parameter space.

An unbiased estimation of the benefit of multi-layer electrodes for a well-defined optimization
objective may be possible with both an optimized single-layer benchmark system and an opti-
mized multi-layer electrode. However, the result would still depend on the chosen design pa-
rameters and the optimization objective. In the end, multi-layer electrodes are just one concept
within the electrode design toolbox. Their generalized classification as beneficial or unnecessary
would contradict the diversity of possible application scenarios. However, with a well-motivated
choice of values and assumptions, trends and conclusions can be made, which hold in the range
of interest.

3.4 Concluding Remarks

To facilitate the selection of the best-suitable electrode design from published studies, researchers
are encouraged to report performance characteristics that go beyond their primary optimization
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objective and include areal and volumetric metrics, as well as charge and discharge character-
istics. This approach can help mitigate the challenge of navigating the variety of investigated
electrode designs along with their diverse optimization objectives and benchmark systems.

The shown model-based full-cell parameter study provides a first systematic analysis of two-layer
electrodes for both discharge and charge at C/10 and 1C. As expected, the difference between
cell designs for charge and discharge and the advantage of two- over single-layer electrodes is
almost negligible at C/10 due to generally small overpotentials. For 1C charge and 1C discharge,
the best-in-class cells with two-layer electrodes perform about 20% better. However, this no-
table benefit is partially the result of the coarse parameter screening, which does not allow for an
optimal trade-off between volumetric capacity and transport limitations with single-layer elec-
trodes. In terms of a universal cell design optimum, the 1C charge performance of a cell tailored
for 1C charge was found to be 51% higher compared to a cell tailored for 1C discharge and,
coincidentally, also 51% vice versa. If the charging process could additionally be terminated to
prevent lithium plating, the 1C charge performance of a cell designed for this purpose is 160%
higher compared to a cell designed for 1C discharge. This divergence of performance charac-
teristics underlines the importance to analyze and report both discharge and charge performance
for practically relevant C-rates as part of any electrode design study, whether experimental or
model-based. It further highlights that there is no universal electrode design for all application
scenarios, pointing to the necessity of a holistic definition of requirements.

The cathode half-cell parameter study was performed with only two design parameters and a high
resolution to allow for a detailed understanding of the interrelation between cell performance and
electrode structure. The roughly 20% capacity improvement at 1C over the best homogeneous
electrode in the full-cell study compares to a 6% gain in the half-cell study. Thus, the esti-
mated benefit of multi-layer electrodes depends on the chosen design parameters, the screening
granularity, and the benchmark system. Furthermore, the half-cell study revealed a significant
capacity plateau for cathodes that deviate in porosity only slightly from a homogeneous elec-
trode, accompanied by a steep capacity decline for a less-porous layer at the separator. In the
context of production uncertainties, the parameter space surrounding an electrode configuration
should be considered during electrode design to ensure robust electrode quality. This could be
realized either by a retrospective correlation of experimental production and electrochemical test
data, a stochastic model-based study, or a model-based robust optimization.

The performed model-based parameter screenings comprised thousands of simulations. From an
experimental perspective, this raises the question of whether expensive and limited production
capacities are well invested in parameter screening or if these resources are better utilized in com-
bination with battery models. In the end, a battery model can provide a design recommendation,
but it can hardly be validated without experiments. In turn, an experimental study may find a bet-
ter cell configuration compared to a specific benchmark. Still, it cannot reasonably investigate
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the whole parameter space in the quest for an optimal electrode design. Here, physicochemical
battery models can aid the experimental electrode design optimization i) by evaluating the ex-
pected benefit from different structuring concepts compared to an optimized benchmark system,
ii) by recommending electrode designs for different application scenarios, and iii) by enabling a
knowledge-based rather than a retrospective assessment of the effect of production uncertainties
on the final cell performance variance.

50



4 Holistic Cell Diagnosis via SEI and
Cell Modeling1

This chapter shifts the perspective from model-supported cell design to cell diagnostics. While
cell design requires an accurate prediction of cell behavior for the design parameters of interest, a
battery model for diagnostics does not have to be predictive in nature. Instead, the focus is on the
current cell state, accessible from experimental data by optimizing model parameters. Here, the
ability to reproduce experiments accurately is critical to provide meaningful parameter estimates
for a deeper understanding of cell behavior.

As briefly introduced in Section 2.2, the formation of the solid electrolyte interphase affects the
cost and quality of lithium-ion batteries. For a better understanding of its effect on cell perfor-
mance and aging, fast and economically scalable SEI diagnostics are indispensable. Especially
for repeated inspections along aging, a detailed diagnosis based on non-destructive measure-
ments is highly preferred as this significantly reduces the overall experimental effort. Physico-
chemical battery models promise to extract hardly accessible interfacial and bulk properties of
the SEI from electrochemical impedance spectra and C-rate tests. However, the typical analysis
of only one measurement impedes a precise localization of degradation-related and performance-
limiting processes. The following work will demonstrate that an SEI-extended cell model can
reproduce both measurement types and provide detailed insights into the initial cell state after
formation with clear changes in SEI and cell properties during aging.

This chapter starts with a discussion of the understanding and modeling of processes at the in-
terfaces of the SEI and charge transport through the SEI. Subsequently, the integration of the
SEI model into a P2D modeling framework is elaborated. Afterward, an iterative model parame-
terization strategy is described, which exploits parameter sensitivities in different measurements
for meaningful parameter estimates. In the next step, an experimental aging study is introduced.
Finally, these experimental data are analyzed with the proposed model parameterization strategy
to gain insights into the initial cell state and its changes during aging.

1 Parts of this chapter have been published in Witt, Röder, Krewer, Batteries Supercaps, 5(7):e202200067, 2022 (doi:
10.1002/batt.202200067, CC BY 4.0 [16]).
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4 Holistic Cell Diagnosis via SEI and Cell Modeling

4.1 SEI Understanding and Modeling

To allow for insightful modeling of the SEI that adds value to model-based cell diagnostics, a
good understanding of its properties, transport mechanisms, and interfacial processes is crucial.
An et al., Peled and Menkin, and Wang et al. provide comprehensive reviews on the SEI, cov-
ering its initial formation [26], current and future challenges of SEI-dependent battery systems
[102], and relevant modeling approaches [101]. It is generally accepted that the SEI is a complex
composite structure built of various degradation products with different electrochemical and me-
chanical stability and transport properties. Here, inorganic products, like Li2CO3 and LiF, form
a dense layer on the anode active material surface, which is covered by a porous organic outer
layer. Organic SEI components, such as lithium ethylene dicarbonate (LEDC), are typically less
stable and more prone to secondary reactions. In terms of cell safety, the predominately organic
SEI in new cells contributes to a lower self-heating temperature, whereas a transition toward
a thicker and more inorganic SEI in aged cells results in a notable increase in this temperature
[179]. Polymeric species, derived from film-forming electrolyte additives like vinylene carbonate
(VC), can enhance the mechanical stability of the multi-component SEI [180]. For the model-
ing of the SEI, its multi-component nature and multi-layer structure raise fundamental questions
about the optimal level of detail for model-based cell diagnostics. Furthermore, processes and
reactions at the interfaces of the SEI, as well as lithium-ion transport between them, must be
considered.

It is still under discussion whether a porosity of the SEI should be modeled. In this context, Single
et al. proposed a continuum model for the electrochemical formation of the SEI on graphite
[181]. Based on the suggested competition between electron conduction and solvent diffusion, a
non-zero SEI porosity was predicted. Li et al. investigated the SEI on a lithium-metal anode in
a detailed simulation study [182]. It is pointed out that only the inner layer of the anode surface
film, i.e., the densely packed inorganic layer, should be considered an effective passivation film
that prevents further side reactions. The outer porous layer is not considered passivating due
to liquid electrolyte in its pores. In this work, only the dense inner layer of the surface film is
modeled, which will be referred to as the SEI for simplicity.

Apart from the multi-layer structure of the SEI, it must be decided on the modeling of its multi-
component nature. There are two archetypes of component alignment: serial connection and
parallel connection. A two-layer structure with one ionically almost isolating component, like
LiF, on top of a better conductive component, like Li2CO3, would result in a different overall
transport loss compared to a side-by-side arrangement. Based on simple EIS measurements and
C-rate tests, an insightful deconvolution of the overall SEI-related transport losses into individual
SEI components and their average alignment throughout the anode is unrealistic. Significant
synergistic effects between components with individually unfavorable transport characteristics
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add a further level of complexity and uncertainty [183]. Given these two aspects, i.e., component
orientation in the film and synergistic effects, an explicit modeling of the local SEI properties
would necessitate complex ex-situ measurements to reveal the local arrangement of different SEI
components. Nonetheless, experimental limitations would still leave some open questions, e.g.,
regarding the effect of SEI morphology and composition on ion transport [184]. Considering the
desired SEI characterization based on fast and non-destructive measurements, an effective SEI
ionic conductivity is used in this work.

In the following, charge transfer at the SEI interfaces, lithium-ion transport between the elec-
trolyte and the active material phase, and the potential profile over the SEI thickness are dis-
cussed. Models on SEI-related cell degradation often consider only the ohmic properties of the
SEI while using a classic Butler-Volmer expression for the intercalation reaction [147, 152].
To enable an accurate representation of cell dynamics, and thus be able to simulate realistic
impedance spectra, a more differentiated look at the involved reaction mechanism is necessary. In
this context, Lück and Latz presented a model for an electrochemical double-layer between a pla-
nar electrode and a liquid electrolyte, which was used to study intercalation reactions [185, 186].
Based on experimental observations from lithium-ion batteries, they considered a two-step in-
tercalation mechanism that comprises i) the lithium-ion de-/adsorption at the interface between
solid and electrolyte phase and ii) the de-/intercalation into the active material. For simplicity,
they projected the spatial resolution of the double-layer on the interface between electrode and
electrolyte. The interface was coupled to the transport in bulk electrode and bulk electrolyte.
They concluded that the charging of the electrochemical double-layer is the driving force for
charge transfer across the interface. However, their work did not consider a surface film between
the active material and the electrolyte phase.

In a previous work, continuum P2D cell modeling and a kinetic Monte Carlo method were com-
bined to analyze the growth of the SEI during cell formation [124]. Here, lithium-ion transport
through the SEI was described as a combination of three process steps: i) adsorption of a sol-
vated lithium ion at the interface of the SEI with the liquid electrolyte, ii) transport through the
SEI to its inner interface, and iii) intercalation into the active material. Heinrich et al. used a
similar setup for the analysis of impedance spectra along cell aging [118]. Both studies assumed
single-ion conductor properties for the SEI, i.e., pure ionic conduction. For the sake of model
simplicity, the transfer of an adsorbed lithium ion into the SEI and its intercalation into the ac-
tive material were treated as a homogeneous multi-step reaction [118, 124, 187]. The three-step
charge transfer mechanism is adopted in this work, but the three steps are considered individually
rather than lumped together. Individual electrochemical double-layers and species balances are
considered for both SEI interfaces [118, 124].
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Regarding transport through the SEI, the assumption of a single-ion conductor is well supported
by research. For instance, Borodin et al. investigated lithium-ion transport in LEDC, a com-
mon organic SEI component [188]. They suggested that LEDC acts as a single-ion conductor.
Shi et al. used density functional theory to reveal the mechanism of lithium-ion transport in the
inorganic SEI component Li2CO3 [189, 190]. They suggested that lithium ions are transported
rapidly by pore diffusion in the porous outer organic SEI layer and by knock-off diffusion, i.e.,
displacement of neighboring lattice sites rather than direct-hopping through empty spaces, of
interstitial Li+ in the inner inorganic SEI layer. They confirmed their results with estimated SEI
resistances from impedance data and other measurements like transmission electron microscopy,
X-ray photoelectron spectroscopy, and time-of-flight secondary ion mass spectrometry. With
only one main diffusion carrier, this points to a single-ion conductor behavior. From the per-
spective of impedance modeling, Single et al. also investigated transport within the SEI [148].
In the first step, they modeled it similarly to transport in the electrolyte phase with migration
and diffusion. In the next step, they parameterized their model with experimental data. Here,
they could only accurately reproduce the experimental impedance spectra with a transference

Figure 4.1: Graphical summary of the SEI model for the anode side, illustrating the potential profile at the interfaces of
the SEI with electrochemical double-layers at both interfaces. The arrows at the magnified SEI on the right
side indicate the pathway of a lithium ion from the solid into the electrolyte phase. The interfaces provide
a limited number of surface sites ΓSEI for occupation by lithium ions. Here, vacant surface sites are shown
as dotted circles and occupied ones as solid circles. SEI-related parameters, which are updated along cell
aging, are surrounded by dashed, red boxes.
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number close to one, which suppors the assumption of a single-ion conductor. However, the in-
vestigated symmetric cell with planar lithium-metal electrodes, i.e., non-intercalation electrodes,
and a Li-TFSI electrolyte in a tetraglyme solution may not be directly comparable to lithium-ion
batteries with graphite-based anodes. For this reason, the diffusion process is kept in this work’s
model to assess its necessity for reproducing experimental EIS and C-rate data. The estimated
SEI transference number of 0.97 is adopted from Single et al. [148].

Figure 4.1 shows the translation of the discussed SEI understanding into a schematic represen-
tation of the SEI model, which is used in this work. It shows one representative anode active
material particle covered by an SEI within a P2D cell model. Here, relevant processes and the
potential profile through the SEI are illustrated. This comprises the deintercalation from the ac-
tive material into the active material-SEI interface, the transport through the SEI via diffusion
and migration, and the final desorption at the SEI-electrolyte interface. Henceforth, the interface
between active material particle and SEI is indicated by the index sSEI; the interface between
SEI and electrolyte is indicated by the index SEIe. For visual clarity, the surface sites are only
shown on one side of each interface. Furthermore, the surface sites and thus the electrochemical
double-layers are shown with a non-zero spatial expansion, which would be expected in reality.
In the model, this spatial resolution is eliminated, resulting in a potential-step at the interfaces.

4.2 Model Development

With the ambition of fast yet in-depth model-based cell diagnostics, an adequate cell modeling
framework is crucial. This necessitates two fundamental trade-offs: i) necessary model com-
plexity for accurate reproduction of experimental data versus computational cost, and ii) detailed
modeling of physicochemical processes versus a potentially larger number of difficult-to-identify
model parameters.

Equivalent circuit models are commonly used to analyze electrochemical impedance spectra, but
they can also be used to describe a cell’s charge/discharge behavior [112, 113, 191, 192]. Still,
ECMs rely on state-of-charge-dependent resistances that would need to be translated into diffu-
sion coefficients or reaction rate constants for a detailed understanding of cell behavior changes.
Physicochemical models, like the P2D model, directly describe the underlying processes like
diffusion, migration, and concentration-dependent reaction kinetics. Here, considering a particle
size distribution would improve the model accuracy, but it would also increase the computational
cost [120]. As a result, this work uses a P2D modeling framework with one representative particle
size for each electrode as the basis for the SEI modeling. Nonetheless, advances in available com-
putational power and the utilization of surrogate modeling could make microstructure-resolved
battery models a great extension of the here presented SEI modeling [193].
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In the following sections, the P2D cell model itself and the implementation of the SEI into this
model are discussed in detail. In the end, the dynamics at the anode and cathode current collector
are briefly described.

4.2.1 Basic P2D Cell Modeling Framework

A summary of the basic equations for lithium-ion transport in the active material particles, in the
electrolyte phase, and transfer between these phases was already given in Table 2.1. The kinetics
on the anode side are described with non-ideal activities [194, 195]. The detailed equations are
provided in the following section. The kinetics on the cathode side are described with a Butler-
Volmer expression, representing a single rate-limiting process. For the concentration-dependent
exchange current density, the activities in the active material and the electrolyte phase are ob-
tained by normalization of the lithium-ion concentrations to the maximum solid concentration
and the reference electrolyte concentration, respectively. A summary of these and other comple-
mentary model equations is given in Table C.1 in the Appendix. Figure 4.2 presents a schematic
of the SEI-extended P2D model, illustrating the governing processes during discharge. The de-
picted modeling of the anode-side SEI, as well as dynamics related to the anode and cathode
current collectors are discussed in the following sections. Due to less pronounced and typically
not performance-limiting surface film formation on the cathode side, this electrode is modeled
SEI-free [59, 196].

Figure 4.2: Schematic representation of the employed P2D cell model with the SEI on the anode active material particles
shown as a dark blue surface layer (figure style inspired by [125]). The coordinate x is used for the cell-level
discretization of anode, separator, and cathode with thicknesses δa, δsep, and δc. The radial coordinate r
is used for the particle-level discretization of the active material particles. The kinetics of the anode are
governed by a deintercalation reaction at the inner interface of the SEI and a desorption process at its outer
interface. The kinetics of the cathode are driven by an insertion reaction. At the anode and cathode current
collectors, dynamics arising from contact resistances and electrochemical double-layers are considered.
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All simulations use a cell discretization of twelve representative particles for both anode and
cathode side with a four-fold discretization of each particle. The separator is discretized with
thirteen volume elements. The simulations were performed with MATLAB version 2020b, using
the solver ode15s.

4.2.2 Implementation of the SEI in a P2D Cell Model

This section addresses the implications of a second interface between active material and elec-
trolyte for determining the solid and electrolyte phase potential. Afterward, the equations for the
intercalation reaction, the adsorption process, and the transport through the SEI are introduced.
Finally, the necessary equations for the potentials at the two electrochemical double-layers of the
SEI and its interfacial surface coverages are shown.

The original Doyle-Fuller-Newman model does not consider a surface film between active ma-
terial and electrolyte phase [122]. Without the SEI, the solution of the solid phase potential φs

and electrolyte phase potential φe at the location x within the cell is straightforward. With the
electrochemical double-layer between solid and electrolyte phase, the total volumetric current of
lithium ions jtot from electrical conduction in the active material

jtot(x) =
∂

∂x

[
σs,eff

∂φs(x)
∂x

]
(4.1)

with conductivity σs,eff can be equated with the total lithium-ion current from migration and
diffusion in the electrolyte phase

jtot(x) =− ∂

∂x

[
σe,eff(x)

∂φe(x)
∂x

]
− ∂

∂x

[
σDe,eff(x)

∂ ln(ce(x))
∂x

]
(4.2)

with the effective ionic electrolyte conductivity σe,eff, the effective diffusive ionic conductivity
σDe,eff, and the electrolyte concentration ce. The finite volume method can offer a numerical
solution to this problem. In the classical P2D model, the desired potentials φs and φe can be
obtained via the electrochemical potential at the double-layer

∆φDL = φs −φe. (4.3)

In an SEI-extended P2D cell model, the two SEI interfaces with their individual electrochemical
double-layers result in four instead of two relevant potentials. As a starting point, the potentials
at the double-layers at both the inner and the outer SEI interface, i.e., ∆φsSEI and ∆φSEIe, are
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initialized at the equilibrium potential of the active material vs. Li/Li+ and 0V vs. Li/Li+,
respectively. Then, the potential difference between solid and electrolyte phase is given by

φs −φe = ∆φsSEI +∆φSEI +∆φSEIe (4.4)

with the potential drop ∆φSEI over the SEI thickness. The charge transport through the SEI is
described with the Nernst-Planck equation [197] according to

jtot =
asκSEI

dSEI

(
RT (1−2tp,SEI)

F
ln
(

θsSEI

θSEIe

)
−∆φSEI

)
(4.5)

with the SEI ionic conductivity κSEI, the specific surface area as of the spherical active material
particles, the universal gas constant R, the temperature T , the transference number in the SEI
tp,SEI, the Faraday constant F, the interfacial lithium-ion coverage at the inner and outer interface
of the SEI θsSEI and θSEIe, respectively, and the SEI thickness dSEI. Combined with Equation 4.1
and Equation 4.2, this allows for the calculation of the total volumetric lithium-ion current in
the presence of the SEI along with the corresponding solid and electrolyte phase potentials. In
the following, all equations for lithium-ion transport and transfer between anode active material
and electrolyte phase are derived. They are introduced starting with the deintercalation, going
on with the transport through the SEI, and ending with the solvatization of a lithium ion and its
desorption at the outer SEI interface.

In the first step, intercalated lithium Li(s) is transferred to a vacant surface site VLi at the sSEI-
interface while leaving a vacancy and an electron in the active material, according to the follow-
ing equation:

Li(s)+VLi(sSEI)⇌ Li+(sSEI)+VLi(s)+ e−(s). (4.6)

The reaction rate coefficients for the forward reaction kf,s/sSEI

kf,s/sSEI = k0,s/sSEI exp
(
−

Ea,s/sSEI

RT

)
exp
(

α∆φsSEIF
RT

)
(4.7)

and the backward reaction kb,s/sSEI

kb,s/sSEI = k0,s/sSEI exp

(
−

Ea,s/sSEI −∆G0
s/sSEI

RT

)
exp
(
− (1−α)∆φsSEIF

RT

)
(4.8)

are defined based on the Arrhenius equation, with the reaction rate constant k0,s/sSEI, the standard
Gibbs free energy ∆G0

s/sSEI, the activation energy Ea,s/sSEI, and the electrochemical potential at
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the interface between active material and SEI ∆φsSEI. For this reaction, the standard Gibbs free
energy is defined as

∆G0
s/sSEI = µ

0
Li(sSEI)+µ

0
VLi(s)

+µ
0
e− −µ

0
Li(s)−µ

0
VLi(sSEI) (4.9)

with the standard chemical potentials µ0 listed in Table C.2 in the Appendix. Finally, the overall
volumetric reaction rate rs/sSEI at the sSEI-interface is described as an elementary charge-transfer
reaction [194]. It depends on the forward and backward reaction rate constants kf and kb, the
ratio between the number of occupied and total surface sites, i.e., the surface coverages θsSEI and
θSEIe, the surface site density ΓSEI, the activity of lithium ions a in their respective states, and the
specific surface area as:

rs/sSEI = asΓSEI
[
aLi(s) (1−θsSEI)kf,s/sSEI −aVLi(s)θsSEIkb,s/sSEI

]
. (4.10)

The required activities of lithium in the active material are obtained with a Redlich-Kister ap-
proach [194]. In this work, the surface site density is the same for both SEI interfaces. As a
result, the de-/intercalation reaction and the de-/adsorption process are influenced by this param-
eter. Future studies may use different values for the inner and the outer SEI interface as a function
of its local composition and surface structure or roughness.

The volumetric reaction rate of the generic reaction i can be transformed into the corresponding
volumetric lithium-ion current with

jLi
i = riF. (4.11)

The lithium-ion transport ṅsSEI/SEIe between the inner (sSEI) and outer (SEIe) interface of the
SEI is driven by potential and concentration gradients, i.e., migration and diffusion, respectively
[148, 197]. For the sake of simplicity, the curvature of the SEI is neglected due to its small
thickness compared to the underlying particle radius [198]. This allows to use the same specific
surface area as for the inner and outer interface of the SEI. The earlier discussed transference
number for lithium ions in the SEI tp,SEI accounts for deviations from a single-ion conductor.
This results in:

ṅsSEI/SEIe =−DLi,SEIΓSEIa2
s

θSEIe −θsSEI

dSEI
+

tp,SEI jtot

F
. (4.12)

A spatial discretization was omitted to reduce the computational burden of the SEI implementa-
tion. This is valid if transport through the SEI is fast and gradients within this thin surface film
are small.
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The final process step, i.e., the solvatization and desorption of lithium ions at the SEIe-interface,
is defined analogously to the deintercalation reaction at the sSEI-interface in Equations 4.6–
4.10. During the desorption process, a lithium ion from the SEIe-interface is transferred into the
electrolyte phase while leaving a vacant surface site according to

Li+(SEIe)⇌ VLi(SEIe)+Li+(e). (4.13)

The forward reaction rate is given by

kf,SEIe/e = k0,SEIe/e exp
(
−

Ea,SEIe/e

RT

)
exp
(

α∆φSEIeF
RT

)
(4.14)

and the backward reaction rate by

kb,SEIe/e = k0,SEIe/e exp

(
−

Ea,SEIe/e −∆G0
SEIe/e

RT

)
exp
(
− (1−α)∆φSEIeF

RT

)
. (4.15)

The standard Gibbs free energy is obtained via

∆G0
SEIe/e = µ

0
VLi(SEIe)+µ

0
Li(e)−µ

0
Li(SEIe). (4.16)

The volumetric de-/adsorption rate of lithium ions is defined based on power-law kinetics [118]:

rSEIe/e = asΓSEI
[
θSEIekf,SEIe/e −aLi(e) (1−θSEIe)kb,SEIe/e

]
. (4.17)

Here, the activities for solvated lithium ions in the electrolyte phase are obtained by normaliza-
tion to a reference concentration of 1molL−1. The volumetric reaction rate can be converted into
the corresponding volumetric current density of lithium ions with Equation 4.11.

The two following species balances describe the time dependence of the surface coverage at the
interface between active material and SEI

asΓSEI
∂θsSEI

∂ t
= rs/sSEI − ṅsSEI/SEIe (4.18)

and at the interface between SEI and electrolyte phase

asΓSEI
∂θSEIe

∂ t
= ṅsSEI/SEIe − rSEIe/e (4.19)

with the corresponding interfacial reaction rates ri and the transport through the SEI ṅsSEI/SEIe.
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4.2 Model Development

Finally, the charge balances for the electrochemical double-layers at the two SEI interfaces are
introduced. It is assumed that the double-layer capacitance CDL is constant with respect to po-
tential and local lithium-ion concentration. The charge balances are given by

CDL,sSEI
∂ (∆φsSEI)

∂ t
=

jtot − jLi
sSEI

as
(4.20)

for the interface between the active material and the SEI and by

CDL,SEIe
∂ (∆φSEIe)

∂ t
=

jtot − jLi
SEIe

as
(4.21)

for the interface between the SEI and the electrolyte phase with the potentials at the double-layers
∆φsSEI and ∆φSEIe, respectively.

4.2.3 Dynamics Related to the Current Collectors

For an improved understanding of the SEI, it is important to differentiate between SEI-related
and contact-related impedance contributions. Here, Gaberscek et al. shaped the commonly ac-
cepted impedance interpretation by investigating the origin of the high-frequency impedance arc
in lithium-ion batteries beyond 1kHz [199]. They demonstrated that this impedance contribution
must be related to the contact between the electrode coating and the underlying metallic sub-
strate, i.e., the current collector. For a meaningful physicochemical cell diagnosis, this should
not be confused with the SEI and its reported characteristic frequency on the order of 250Hz
[30, 200]. For this reason, the anode and cathode contact resistances are included in the model.

The potentials at the double-layers at the anode (∆φa,cc) and cathode (∆φc,cc) current collector
with the contact resistances Ra,cc and Rc,cc and the electric current Icell are described with

CDL,a,cc
d(∆φa,cc)

dt
=

(
Icell(t)
Acell

−
∆φa,cc

Ra,cc

)
(4.22)

and

CDL,c,cc
d(∆φc,cc)

dt
=

(
− Icell(t)

Acell
−

∆φc,cc

Rc,cc

)
. (4.23)

Both potentials at the double-layers are initialized at 0 V vs. Li/Li+. Eventually, the cell voltage
can be calculated with

Vcell = φc (Lcell)+∆φc,cc −φa(0)−∆φa,cc. (4.24)
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4 Holistic Cell Diagnosis via SEI and Cell Modeling

4.3 Parameterization Strategy

As discussed before, the central purpose of the proposed SEI-extended P2D cell model is to
enable a holistic cell diagnosis based on multiple measurement types for an in-depth understand-
ing of the state of a lithium-ion battery and its changes during aging. Inevitably, this requires
a sound parameterization strategy to avoid ambiguous and thus potentially misguiding parame-
ter estimates. For this reason, a multi-step parameterization procedure is used, which exploits
individual parameter sensitivities that differ between the measurement techniques. Figure 4.3
provides a condensed summary of the strategy for both the initial model parameterization and
the later parameter update during cell aging.

Figure 4.3: Schematic representation of the multi-step parameterization strategy for a model-based cell diagnosis with
the SEI-extended P2D cell model and three-electrode measurements. Before any mathematical optimization
is applied, properties from electrode production, like electrode thickness, porosity, and active material vol-
ume fraction, are fixed. Other properties, like the ionic conductivity of the utilized electrolyte system, may
be adopted from literature. Afterward, three parameterization steps are executed sequentially for both the
initial model parameterization after cell formation and the parameter update along cell cycling. The param-
eter update of aging-sensitive parameters always uses the prior cell state, i.e., either the initial or an already
updated parameter set from an earlier characterization snapshot.
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4.3 Parameterization Strategy

The basic parameterization procedure is similar to the work by Laue et al. [149]. It highlighted
that the commonly chosen approach for P2D cell model parameterization based on discharge
curves cannot ensure good parameter identifiability. Although the experimental data may be
represented accurately, a non-unique parameter set could lead to wrong conclusions with respect
to limiting processes in the cell. To overcome this problem, a multi-step parameter estimation
approach was employed, using quasi-static discharge and dynamic EIS measurements in a three-
electrode setup. To account for the SEI, this parameterization strategy is adjusted.

Table 4.1 summarizes the extracted parameters in each parameterization step from Figure 4.3.
It specifies the already known parameters and the exploited measurement data for the parameter
estimation, starting with low C-rate discharge for lithium-ion concentrations in the active mate-
rials (step I), moving on to high C-rate discharge for mass transport-related parameters (step II),
and advancing to EIS data for kinetic parameters (step III). The corresponding objective func-
tions are detailed in Section C.2 in the Appendix. The identifiability of the initial parameters and
the parameter changes due to aging are discussed in the Appendix in Sections C.3 and C.4, re-
spectively. For the EIS analysis, only the medium frequencies between 1kHz and 5Hz are used.
In this range, the reaction kinetics and SEI-related processes take place, for which parameters
are identified [30, 191, 200]. Importantly, this frequency range is not accessible with a standard
discharge measurement, which underlines the importance of a joint analysis of C-rate and EIS
data for a holistic cell diagnosis.

Table 4.1: Summary of the parameterization steps including the extracted parameters and the utilized (experimental) data
sources for both the initial model parameterization and the update of aging-sensitive model parameters during
cycling. The experiments comprise anode and cathode half-cell data.

Step Data Parameters (initial) Parameters (update)

Cell properties Production, supplier data da, ds, dc, εe,a, εe,s, εe,c, -
εs,a, εs,c

Literature Electrolyte properties -
OCP measurement Activities, chemical

potentials
-

1st formation cycle dSEI -
I C/10 discharge ca,0, cc,0, ca,max, cc,max dSEI, Ds,c

II 1C, 2C discharge τa, τc, Ds,a, Ds,c τa, Ds,c

III EIS k0,s/sSEI, k0,SEIe/e, k0,c, ΓSEI, k0,c,
CDL,sSEI, CDL,SEIe, CDL,c, CDL,sSEI, CDL,SEIe, CDL,c,

σs,c, σs,a, κSEI, κSEI

Ra,cc, Rc,cc, CDL,a,cc, CDL,c,cc

63



4 Holistic Cell Diagnosis via SEI and Cell Modeling

4.3.1 Initial Model Parameterization

As the first step in any model parameterization, all already known or easily accessible parameters
should be fixed. In this work, the electrode and separator thicknesses, the electrode porosity εe,
and the active material volume fraction εs are known. Other parameters, like electrolyte con-
ductivity and diffusivity, may require tailored experiments, which are often already available in
literature. For this work, the electrolyte properties are approximated with empirical polynomials
for 1M LiPF6 in EC:EMC 3:7 (w:w) by Landesfeind et al. [50]. The anode and cathode open cir-
cuit potentials are described with a Redlich-Kister expansion. The corresponding Redlich-Kister
coefficients are extracted from half-cell discharge data at a C-rate of C/50 after cell formation via
nonlinear least-squares fitting (see Appendix, Table C.3).

Although not directly measurable, the initial SEI thickness after cell formation is calculated based
on the initial capacity loss in the first formation cycle. In contrast to a mathematical optimization,
this circumvents ambiguous results due to strong correlations with parameters like the SEI ionic
conductivity. Model-based studies on SEI growth commonly use available image analysis data
to estimate the SEI thickness or directly calculate it from the initial capacity loss during cell
formation [118, 147, 152]. This work uses the latter approach and estimates the SEI thickness
based on the difference between charge and discharge capacity during the first formation cycle.
Importantly, only a part of the observed capacity loss during formation is attributed to irreversible
SEI growth. The apparent capacity loss at high anode potentials is related to a reversible shift in
the lithiation degree of the anode (see Appendix, Section C.1).

Generally, a wide range of SEI growth reactions is possible within a LiPF6 EC:EMC electrolyte
system with a small amount of VC as a formation additive [26]. Intertwined reaction pathways
between these components and their intermediate reaction products further complicate the esti-
mation of the exact SEI composition and its related lithium consumption [201]. The formation
data alone do not provide enough features for a proper differentiation between SEI growth reac-
tions and resulting SEI components. To enable a clear estimation of the SEI thickness, all SEI
growth is attributed to the inorganic SEI component lithium carbonate, similar to the EIS-focused
study by Heinrich et al. [118]. The EC-related film thickness for the reaction [101]

EC + 2Li+ + 2e− −→ Li2CO3 + C2H4 (4.25)

is calculated from the irreversible initial capacity loss QICL along with the molar volume of
lithium carbonate ṼLi2CO3 :

dSEI =
QICL

2F
ṼLi2CO3a−1

s . (4.26)
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4.3 Parameterization Strategy

It is assumed that the SEI forms homogeneously throughout the anode. Taking into account the
SEI volume, the anode porosity is adjusted:

ε
adjusted
a,e = ε

init
a,e −dSEIas. (4.27)

4.3.2 Parameter Update during Aging

To determine how the cell and the SEI change during cycling, aging-sensitive parameters are
identified and updated after 50 and 100 aging cycles (see Table 4.1). The starting points for
these mathematical parameter optimizations are the initial parameter set after formation and the
updated parameter set after 50 aging cycles, respectively. Importantly, the parameters in this
work were chosen based on their ability to capture the observed changes in the experiments. A
reassessment of the selected aging-sensitive parameters is highly recommended for different cell
designs, cell chemistries, or aging conditions.

In the first step, the SEI thickness dSEI is updated with discharge data at a C-rate of C/10 to
capture the observed loss of lithium inventory. Here, the complete capacity loss is attributed
to SEI growth and not loss of active material. This assumption is supported by a differential
voltage analysis of the experimental half-cell data, which does not show substantial changes in
peak separation at low state of charge on the anode side. In any other case, the parameterization
would have to consider the deactivation of (partially) lithiated active material. In the second step,
the anode tortuosity τa and the cathode solid diffusion coefficient Ds,c are adjusted based on 1C
and 2C discharge data. These two parameters were crucial to reproduce the observed changes
in the respective half-cell potentials. In the final parameterization step, the EIS measurement is
used to update the ionic conductivity of the SEI κSEI, its surface site density ΓSEI, and its two
distinct double-layer capacitances CDL,sSEI and CDL,SEIe. These parameters enable a lateral shift
of the anode half-cell impedance, a direct manipulation of its kinetics via the surface site density,
and a shift of its characteristic frequencies via the two capacitances. It is assumed that changes
in the kinetics are related to the available surface site density. However, a change in the reaction
and adsorption rate constant, e.g., due to an altered interfacial composition, would have the same
effect on the cell behavior. Additional studies would be needed to decide on the physically more
reasonable change. The SEI diffusion coefficient is not adjusted due to a lack of corresponding
features in the experimental data. On the cathode side, the reaction rate constant k0,c and the
double-layer capacitance CDL,c are updated.

65



4 Holistic Cell Diagnosis via SEI and Cell Modeling

4.4 Experimental

The following experimental study is used for the model-based state estimation of a new cell
directly after the formation process and along aging. Herein, the initial cell state will help to
assess the effect of individual SEI properties on the cell performance at elevated C-rates and
the impedance behavior. The subsequent analysis of cell behavior changes during aging via a
parameter update will help to understand degradation or rather transformation processes within
the cell.

The electrodes for the aging study in this work were produced in the Battery LabFactory Braun-
schweig. Both the graphite anode and the NMC622 cathode have an active material content of
93%. The electrode porosities and other parameters that were measured, known from produc-
tion, or obtained from the initial model parameterization are summarized in Table C.4 in the
Appendix.

For the electrochemical cell characterization, a commercial PAT-Cell three-electrode setup by
EL-Cell GmbH was used. The electrodes were punched to a diameter of 18mm for the EL-Cell
PAT-Cell, weighed, and dried at 120°C under high vacuum. Afterward, they were transferred
into an argon-filled glovebox for cell assembly. Here, the cathode was assembled as the bottom
electrode in the PAT-Cell. To enable three-electrode studies, a PP fiber/PE membrane separator
by EL-Cell GmbH with an integrated lithium-metal reference electrode was used (ECC1-00-
0210-V/X). The test cells were filled with 100 µL electrolyte, which is composed of 1M LiPF6

conducting salt in a 3:7 (v:v) solvent mixture of EC and EMC with 2 wt% VC as a formation addi-
tive. Cell formation and cycling were done with an automated MACCOR series 4000 test system.
The EIS measurements were performed with a Gamry Reference 3000 potentiostat/galvanostat.
All measurements were performed at 20 °C in an ESPEC SU-641 temperature chamber.

The cell formation procedure is performed with currents based on the theoretical capacity of
the cathode. After formation, a capacity test at a C-rate of C/10 is applied to determine the
usable capacity of the cell. This value is used to set the currents for the respective C-rates during
cell characterization and aging. The employed measurement routine for cell formation, cell
characterization, and cell aging is given in Table C.5 in the Appendix. In brief, after wetting and
cell formation, a characterization procedure is applied, which comprises an EIS measurement
and a C-rate test at various C-rates. Afterward, a cell aging procedure is applied with 50 charge-
discharge cycles between 2.9 V and 4.2 V. These two procedures are repeated for a total of three
characterization snapshots along 100 aging cycles. Based on this measurement routine, two cells
were assembled and tested. Due to similar results, one cell was selected for the following model-
based cell diagnosis.
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4.5 Results and Discussion

4.5 Results and Discussion

This section first discusses how well the model can reproduce experimental discharge curves and
impedance spectra and what insight can be gained from the identified parameters. Subsequently,
the changes in cell behavior during aging are analyzed along with the corresponding changes in
model parameters.

4.5.1 Model-Based Insight into the Initial Cell State

In the first step, the capability of the model to reproduce experimental data is discussed. After-
ward, the identified SEI properties and their implications for cell performance are investigated.

Figure 4.4 shows the initial battery state with experimental full-cell and half-cell discharge data
and impedance spectra (solid lines) and compares them with the simulation results (dashed lines).

The full-cell discharge curves in Figure 4.4a show a good agreement between experiment and
simulation for all investigated C-rates, comparable to other studies in the field [77, 147]. How-
ever, an underestimation of the cell voltage becomes visible in the upper voltage regime for
C-rates at and above 1C. The half-cell discharge data in Figure 4.4c indicate that this observed
underestimation of the cell voltage should mainly be attributed to the cathode side. Literature
in this context suggests that this deviation may be related to a sequential particle-by-particle
charging and discharging mechanism rather than a homogeneous concentration increase in all
particles [202]. Another study proposed an activity-based correction of the solid phase diffusion
coefficient, which could improve the representation of experimental charge and discharge curves
[195]. It was also shown that mechanical-electrochemical volume changes of the active material
can have a substantial effect on cell performance [203, 204]. Furthermore, the utilization of the
median anode and cathode particle sizes rather than their respective particle size distributions
likely also contributes to the observed deviations in the discharge behavior [119, 120, 205].

Figure 4.4b shows the experimental full-cell EIS measurement and the corresponding simulated
impedance spectrum, which are in excellent agreement, as evident from the highlighted frequen-
cies. At frequencies below 0.1 Hz, an almost linear slope can be observed, which is commonly
attributed to diffusion in the active material. At higher frequencies between 1 Hz and 1 kHz, a
non-ideal, i.e., depressed, semicircle can be seen. These frequencies are commonly attributed to
charge transfer between active material and electrolyte as well as transport through the SEI [30].
Based on the SEI understanding described in this work, a differentiation between SEI and charge
transfer is not reasonable. The two dynamic processes are attributed to the SEI interfaces. As
such, the SEI is inherently bound to the charge transfer, but the bulk SEI is not responsible for
the observed dynamics.
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(a) (b)

(c) (d)

Figure 4.4: Simulations with the parameterized model (dashed line) and the experimental data (solid line) for (a) full-cell
and (c) half-cell discharge curves at C/10, 1C, and 2C, and (b) full-cell and (d) half-cell impedance spectra
at 3.7 V. Five frequencies are highlighted with red markers: 1 kHz (□), 100 Hz (∆), 10 Hz (◦), 1 Hz (∇), and
0.1 Hz (×).

For the interpretation of the half-cell impedance data in Figure 4.4d, it is essential to be aware
of the limitations of the utilized three-electrode setup, which can sometimes show clear artifacts,
like loops, in the half-cell impedance spectra [33, 34].2 Nonetheless, the half-cell responses at
medium frequencies between 1 kHz and 5 Hz are still valuable. They were used for the parame-
terization to distinguish between anode and cathode processes. As a result, this frequency range
is reproduced very well, which indicates a successful identification of process dynamics. The

2 Besides possible issues with electrical contacts, artifacts can originate from an inhomogeneous current distribution
within the electrolyte [33, 34]. The used 220 µm thick separator helps to reduce the effect of geometric asymme-
try, e.g., due to electrode misalignment. Regarding electrochemical asymmetry, the placement of the ring-shaped
reference electrode around the cell assembly combined with a different impedance of anode and cathode inevitably
induces a frequency-dependent distortion of the reference potential.
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relatively poor representation of the lower frequency range in the full-cell and especially anode
half-cell impedance suggests that the solid diffusion may not be captured accurately. The wide
range of reported diffusion coefficients as a function of the intercalation degree also prevents the
direct utilization of literature values, which depend on graphite type, electrode microstructure,
and measurement technique [205].

The significantly depressed semicircle for the anode half-cell impedance in Figure 4.4d suggests
the superposition of at least two dynamic processes. This supports modeling two independent
anode processes (de-/intercalation, de-/adsorption). In contrast, the cathode half-cell impedance
shows an almost perfect semicircle, which suggests one characteristic process. Here, the nearly
linear impedance increase between 1 kHz and 100 Hz is related to the superposition of the dy-
namic response of multiple cathode particles. On the anode side, this theoretically also occurs
but it is less significant due to the much higher electrical conductivity of the active material. Fi-
nally, above 1 kHz, the interface between electrode coating and current collector dominates the
cell dynamics [113, 199]. However, a distinct feature for these dynamics cannot be seen in the
impedance data. This renders the corresponding model parameters in this study less insightful.

Overall, the results show that the proposed model can adequately reproduce EIS measurements
and discharge curves up to 2C. Consequently, the obtained parameter values are representative
for this wide operational range and thus inherently more insightful than single-measurement
estimates. In the following, the identified SEI parameters are discussed in detail.

The estimated SEI thickness is roughly 90 nm. This is within the range of other simulation studies
on SEI growth. In a previous multiscale modeling study on SEI formation, its thickness increased
to roughly 40 nm to 60 nm, depending on the applied formation current [124]. Aging studies
commonly start with SEI thicknesses below 50 nm and predict SEI growth during aging beyond
100 nm [152], 300 nm [206], or even 600 nm [147]. Experimental studies commonly report
values between roughly 3–100 nm [26, 102, 189]. This divergence between experiments and
aging-focused simulation studies also becomes visible in the later discussed parameter estimates
along aging and most likely has a systematic origin.

Model-based studies commonly resort to an approximation of the specific surface area of the
active material, which is based on the assumption of perfectly spherical particles (see Appendix,
Table C.1). The experimental study by Nowak et al. gives an idea of the validity of this simpli-
fication. They estimated the mass-specific surface area of different particle size distributions via
the Brunauer-Emmett-Teller theory [35]. Depending on the median particle size of the sample,
the estimated specific surface area is roughly three to nine times higher than the corresponding
approximation with spherical particles. Such an underestimation would result in a proportional
overestimation of the SEI thickness, which would explain the difference to experiments. For a
quantitative parameter comparison between cells with the same electrode, this is not a problem,

69



4 Holistic Cell Diagnosis via SEI and Cell Modeling

as the initial microstructure is the same. With different electrodes, a comparison between SEI
parameter estimates should be made with caution unless realistic surface area measurements or
model-based approximations are available.

The estimated ionic conductivity of the SEI is roughly 830 µSm−1. Practical simulation studies
that target the discharge characteristics along cell aging use ionic conductivities ranging from
100 µSm−1 to 10,000 µSm−1 [147, 206]. Compared to studies that focus on transport properties
of individual SEI components, these values are relatively high. For instance, Borodin et al.
investigated lithium-ion transport in LEDC, a common organic SEI component for electrolytes
containing ethylene carbonate [188]. From molecular dynamics simulations and experiments,
they estimated an ionic conductivity on the order of 0.1 µSm−1. Shi et al. discussed defect
thermodynamics in lithium carbonate, investigating its implications for charge transport in the
SEI over a wide voltage range [190]. For the anode side, their simulations provide a potential-
dependent conductivity of roughly 0.01−1µSm−1.

Clearly, the conductivity of these pure SEI components is significantly lower than the estimated
ionic conductivity in this work. However, due to the multi-component nature of the SEI, the
observed ohmic resistance will not be the result of just one component. Zhang et al. found that
the poorly conductive LiF has a significant positive effect on the ionic conductivity of Li2CO3

[183]. They suggested an improvement of this parameter by two orders of magnitude. Maibach
et al. investigated potential gradients at the SEI interfaces using photoelectron spectroscopy
[207]. Ongoing SEI formation did not change their results significantly, suggesting a minimal
potential gradient over the SEI thickness, i.e., a high ionic conductivity. Considering both the
underestimation of the active surface area, i.e., the overestimation of the SEI thickness and its
ionic conductivity, and the synergistic effect between different SEI components, the estimated
ionic conductivity of 830 µSm−1 points at a multi-component SEI.

Finally, the diffusion coefficient of lithium ions in the SEI was adopted from density functional
theory simulations for Li2CO3 by Shi et al. [189]. They suggested a diffusion coefficient of
roughly 10−11 m2s−1 at 300 K. This value worked well to reproduce the experimental data in this
work and did not necessitate an adjustment. However, the following parameter study reveals that
this may differ for cells with other SEI properties.

4.5.2 Impact of SEI on EIS and C-Rate Performance

To gauge the importance of individual SEI properties for the overall cell behavior, a sensitivity
analysis is performed for the SEI thickness, ionic conductivity, diffusion coefficient, and surface
site density. In real batteries, a complex combination of multiple parameter effects is expected.
For instance, not only the SEI thickness may change upon cell aging but also its composition and
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structure. Similarly, different formation procedures or electrolyte additives would be expected
to alter all SEI-related properties. To understand their individual contributions to the cell behav-
ior, the four SEI parameters are analyzed separately. This also enables a rough estimation of
parameter changes in experimental data without a detailed model-based analysis.

Figure 4.5 and 4.6 show the effect of these parameters on the full-cell discharge and impedance
behavior, respectively. The medium values correspond to the estimated initial battery state from
the previous section. The SEI thickness was found to have a relatively high sensitivity. Thus,
this parameter is varied by roughly ±50 nm, whereas the other ones are varied more widely by a
factor of 0.2 and 5.

(a) (b)

(c) (d)

Figure 4.5: Simulated discharge curves for C/10, 1C, and 2C for variations of (a) SEI thickness, (b) ionic conductivity of
the SEI, (c) diffusion coefficient of lithium ions in the SEI, and (d) SEI surface site density. The simulation
of the initial battery state is shown as a reference in each plot (solid line). The simulations are performed
with the same conditions as the experiments.
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The SEI thickness in Figure 4.5a shows a clear effect on all investigated C-rates from C/10 to 2C.
Primarily, this is due to the direct relation between SEI growth and lithium loss. In addition, SEI
growth impacts mass transport in the electrolyte phase via a reduced electrode porosity, which
leads to an increased tortuosity based on the Bruggeman relation. For the two SEI thickness
variations of 50 nm and 150 nm, this translates into a tortuosity decrease of roughly -5% and
an increase of about +9% compared to the initial state, respectively. In contrast, a significant
contribution of the SEI ionic conductivity and its diffusion coefficient can be ruled out. The
corresponding discharge curves in Figure 4.5b and 4.5c are almost indistinguishable even at
higher C-rates without the aid of the insets. Finally, the variations of the SEI surface site density
in Figure 4.5d have an effect on the cell voltage, especially at higher C-rates. The influence of
this parameter on kinetics is visible right from the beginning of discharge. As such, it can be
easily differentiated from the SEI thickness, which has a more pronounced effect toward the end
of discharge. This delayed effect is related to mass transport limitations in the electrolyte phase
and a reduced lithium inventory.

(a) (b)

(c) (d)

Figure 4.6: Simulated full-cell impedance spectra at 3.7 V with the parameterized model for variations of (a) SEI thick-
ness, (b) ionic conductivity of the SEI, (c) diffusion coefficient of lithium ions in the SEI, and (d) SEI surface
site density. The simulation of the initial battery state is shown as a reference in each plot (solid line). The
simulations are performed with the same conditions as the experiments. Five frequencies are highlighted
with red markers: 1 kHz (□), 100 Hz (∆), 10 Hz (◦), 1 Hz (∇), and 0.1 Hz (×).
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In Figure 4.6a, the influence of the SEI thickness on the impedance response is analyzed. It can
be seen that it mainly yields a higher impedance at the Z′-axis intercept at high frequencies and
a parallel shift of the whole spectrum. This is related to its effect on the ohmic resistance of
the surface film and thus the overall ohmic resistance of the cell. For comparison, equivalent
circuit models commonly differentiate between the dynamics of the SEI, the dynamics of the
anode charge transfer, and the ohmic resistance of the cell [113, 191, 208]. In these studies, the
SEI resistance likely refers to its ohmic properties. However, it could also refer to a reaction
resistance at its interface. For the model in this work, the distinction is clear: the bulk SEI does
not have a capacitance. As such, its ionic conductivity does not significantly alter interfacial
kinetics for reasonably chosen values.

Figure 4.6b shows the effect of the SEI ionic conductivity. Here, a lower value mostly affects the
Z′-axis intercept at high frequencies without a proportional shift of the low-frequency impedance
toward higher resistances. This behavior likely originates from the implementation of the SEI as
a combination of two interfacial processes and one transport process across the SEI. Its conduc-
tivity affects the potentials in both the active material and the electrolyte phase (see Equation 4.4).
As a result, an adjustment of this parameter inherently alters the conditions for both the interca-
lation reaction and the adsorption process. Common equivalent circuit models do not consider
this kind of overarching effect of the SEI on adjacent processes. As discussed before, they rather
separate charge transfer and SEI into two separate resistor-capacitor elements.

In Figure 4.6c, the variation of the SEI diffusion coefficient reveals a possible additional semi-
circle around a frequency of 1 Hz upon a decrease of this parameter. At the same time, this shifts
the impedance response below 0.1 Hz to higher ohmic values. When the diffusion coefficient is
increased, the time constant of the diffusion process decreases. The additional semicircle dis-
appears. In this case, the shape of the impedance spectrum between roughly 100 Hz and 10 Hz
changes and becomes less depressed, i.e., it approaches the form of a perfect semicircle. This
suggests that a higher diffusion coefficient causes an overlap with kinetics. In this work, this
parameter was not optimized based on experimental data but rather adopted from literature. If
experiments show an additional feature around 1 Hz, an update of this parameter may become
necessary [118].

Finally, Figure 4.6d shows the variation of the SEI surface site density for occupation by lithium
ions. Here, a lower value creates a larger but still significantly depressed semicircle, composed
of three visually distinguishable processes: cathode insertion, anode deintercalation at the solid-
SEI interface, and desorption at the SEI-electrolyte interface. Here, especially the dynamic at
the outer SEI interface, i.e., the de-/adsorption process, contributes to the impedance increase.
A higher surface site density substantially decreases the impedance response. This is expected
as this parameter has a direct effect on the interfacial reaction and process kinetics (see Equa-
tions 4.10 and 4.17).
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In summary, the performed parameter study highlights that the ionic conductivity and the dif-
fusion coefficient of the SEI have an almost negligible effect on the discharge behavior but a
notable effect on the impedance spectra. In contrast, the SEI thickness and the surface site den-
sity can influence the overall cell behavior. Nonetheless, the interfacial properties of the SEI
remain much more sensitive in the EIS simulations. This indicates that the interfacial and bulk
properties of the SEI are less relevant for optimizing a cell’s discharge performance. However,
these parameters may be the key to better understanding cell aging.

The results further illustrate the importance of a multi-step parameterization strategy similar to
previous works [149, 209]. For instance, the SEI thickness can be extracted from a discharge
curve at a low C-rate without significant parameter interactions. If this parameter was instead
extracted from an EIS measurement, the similar effect of the SEI ionic conductivity would com-
plicate an accurate parameter estimation.

4.5.3 Impact of Aging on Cell State and SEI Properties

The results from the model-based cell diagnosis during cell aging provide in-depth insights into
the underlying reasons for cell behavior changes. Understanding these degradation mechanisms
lays the foundation for better aging predictions and could help to mitigate rapid cell degradation.
In the following, the experimental data for aging cycles 50 and 100 are analyzed. Subsequently,
the updated model parameters are discussed with respect to their contribution to the observed
cell behavior changes.

Figure 4.7a and 4.7b show the experimental and the simulated discharge curves for cycles 50
and 100. The performance at cycle 0 is shown for comparison (black lines). It can be seen
that the capacity at C/10 decreases significantly during the first 50 aging cycles (-5.5%). The
additional capacity loss during the subsequent 50 cycles is relatively small (-1.5%). In contrast,
the performance at 2C improves during the first 50 aging cycles (+5.8%) and even further during
the subsequent 50 cycles (+4.7%).

The simulations capture the capacity decline at C/10 very well. The performance improvement at
2C is reproduced qualitatively by the simulation, although the total improvement is moderately
underestimated. In the model, the capacity loss at low C-rates is attributed to SEI growth (see
Figure 4.5a). However, a pure thickness increase would result in lower capacities also at higher
C-rates, which is not observed in the measurements. The surface site density of the SEI may have
increased, but the effect on the discharge capacity was small in Figure 4.5d. The remainder of the
performance improvement may be attributed to improved transport in both anode and cathode.

The comparison between the full-cell EIS measurements and simulations at aging cycles 50 and
100 are shown in Figure 4.7c and 4.7d, respectively. The experimental impedance spectrum
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directly after cell formation, i.e., aging cycle 0, is provided for comparison in both figures. It
can be seen that the full-cell impedance decreases substantially within the first 50 aging cycles.
Between cycles 50 and 100, the spectrum changes less significantly. The semicircle between
roughly 1 kHz and 1 Hz only shrinks slightly, which points to kinetic improvements.

(a) (b)

(c) (d)

(e)

Figure 4.7: Comparison of experimental discharge curves (solid lines) and simulations after the model-based cell diag-
nosis (dashed lines) for (a) cycle 50 and (b) cycle 100. Experimental data for cycle 0 is shown for comparison
(solid black lines). Experimental impedance spectra at 3.7 V (solid line) are compared with corresponding
simulations (dashed line) for (c) cycle 50 and (d) cycle 100. The experimental data for cycle 0 is again shown
with a solid black line for comparison. (e) Experimental and simulated anode half-cell impedance spectra
for cycles 0, 50, and 100. Five frequencies are highlighted with red markers: 1 kHz (□), 100 Hz (∆), 10 Hz
(◦), 1 Hz (∇), and 0.1 Hz (×).
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To identify the origin of the impedance decline, Figure 4.7e shows the anode half-cell impedance
along aging. It reveals that the anode impedance between cycles 0 and 50 decreases more rapidly
than the full-cell impedance, which implies a simultaneous rise of the cathode impedance. On
the anode side, the significant impedance reduction upon cycling points to substantial improve-
ments in kinetics. A similarly strong decline of the anode half-cell impedance was observed in
literature in the context of manganese poisoning of the SEI, which alters its interfacial properties
[210]. However, this work uses NMC622 rather than lithium manganese oxide as the cathode
active material so that manganese dissolution on the cathode side should be less of an issue
[25]. Another explanation may be an evolution of its interfacial composition and structure due to
the decomposition of less stable SEI components. Regarding the slight increase of the cathode
impedance during cycling, both the formation of a surface layer and a surface reconstruction of
the active material seem reasonable [196, 211]. A precise identification of the actual degradation
mechanism would require additional experiments, like X-ray diffraction, to elucidate changes in
the active material crystal structure. Although out of the scope of this work, this kind of targeted
experiment cannot be substituted with a model-based cell diagnosis based on simple measure-
ments yet.

Figure 4.8 shows the evolution of the model parameters along cell aging. As already expected
based on the experimental discharge data, there is ongoing but significantly decelerating SEI
growth. This explains the substantial capacity decline during the first 50 aging cycles, followed
by a marginal additional decline during the subsequent 50 cycles. This trend is in good agreement
with research on SEI-related capacity fade [152, 212].

The ionic SEI conductivity shows a moderate increase after 50 cycles and an even more signifi-
cant rise by cycle 100. On the chemical level, the identified conductivity increase of the SEI may
be related to i) a change in the SEI composition due to the decomposition of less stable and also
less conductive components, like LEDC [188], or ii) a performance-enhancing doping of the SEI
with synergistic components, like LiF [183].

The surface site density increases almost linearly during aging. This improves kinetics and yields
a decline in anode impedance. A possible explanation for a higher surface site density is an
increased surface roughness. Due to the multi-component nature of the SEI, a partial decom-
position of less stable components could likely alter its structure and create a rougher surface
with more available surface sites. Furthermore, the mechanical stress on the SEI due to the
volume expansion of the anode active material during cycling can induce cracks in the surface
film [141, 213]. Although these cracks would heal by rapidly forming new SEI, this would alter
its surface structure. Alternatively, the observed improvement in kinetics could also relate to a
change in interfacial species that may facilitate, e.g., electrolyte stripping [214]. As such, the
increased surface site density may refer to either a larger active surface area, faster kinetics at
the same surface sites, or most likely a combination of both. Again, additional experiments, like
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depth profiling [215], spatial resistivity mapping [216], or imaging of the SEI [26, 217, 218],
could help to identify the underlying reason for this parameter change by providing a better
understanding of SEI structure and composition.

Figure 4.8: Parameter estimates from the model-based cell diagnosis along the first 100 cycles. The first row shows the
evolution of the SEI thickness, its ionic conductivity, and its surface site density. The second row shows the
anode tortuosity, as well as the active material-side and the electrolyte-side double-layer capacitance of the
SEI. The third row shows the cathode reaction rate constant, its double-layer capacitance, and the cathode
solid diffusion coefficient. The indicated relative parameter changes compare cycle 100 to cycle 0.

The anode tortuosity decreased by 14.1% during aging, suggesting improved transport in the
electrolyte phase. There is a substantial decline by cycle 50 (-12.3%) and a further decline by cy-
cle 100 (-1.8%). The SEI thickness-related reduction of the anode pore space compensates only
little of this mass transport improvement. There are multiple possible explanations for the tortu-
osity decrease, i.e., the improvement of the effective transport properties in the anode electrolyte
phase. This change may originate from i) gaseous species that are trapped within the cell and
that escape over time [219], ii) a partial decomposition of less stable SEI components [26], or iii)
a change in the transport properties of the electrolyte as a result of dissolved reaction products
from the SEI formation. The first option could be investigated by using a different cell format,
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which allows for degassing after cell formation. Changes in the microstructural properties of
the anode could be explored via mercury intrusion porosimetry [35] or X-ray nano-tomography
[132], which may help to detect a shift in the incremental pore volume distribution. However,
maintaining the formed SEI structure during the sample preparation would be challenging. Also,
the swelling of the binder upon contact with liquid electrolyte could not be considered.

Furthermore, the cell formation process may change the effective transport properties in the
electrolyte phase. In this context, Ushirogata et al. proposed a near-shore aggregation mech-
anism based on density functional theory simulations to explain SEI formation [220]. Within
this mechanism, reaction products do not directly become part of a solid surface film. Instead,
they desorb, diffuse into the electrolyte phase, and form aggregates. These aggregates finally
coalesce and complete the SEI formation upon contact with the electrode. However, some reac-
tion products may still be present in the bulk electrolyte phase after the end of the cell formation
process. Whereas some reaction products may only remain temporarily in the electrolyte phase
until further reaction or aggregation [221, 222], others, like lithium butylene dicarbonate, may
not precipitate on the electrode surface at all due to their high solubility [223]. As a result, a
long-term effect of these species on lithium-ion transport in the electrolyte phase may be ex-
pected. An experimental analysis of the electrolyte after cell formation could help to pinpoint
the fundamental cause for changes in the effective transport properties in the electrolyte phase.

The double-layer capacitance at the interface between SEI and electrolyte increases by a factor
of about three during aging. Evaluated on its own, this would shift the time constant of the ad-
sorption process toward higher values. However, the surface site density increases even more
significantly during aging, i.e., the process resistance decreases (see Figure 4.7e). This is sur-
prising, as capacitance is the product of surface area and specific capacitance. As a result, a
proportional change in surface site density and capacitance would have been expected. It can be
concluded that the specific capacitance and with it the physical nature of the double-layer, i.e.,
the permittivity of the SEI, must have changed.

Similar to the outer SEI interface, the double-layer capacitance at the inner interface between
anode active material and SEI also increases along aging. However, it changes by a factor of
about four instead of three, indicating a different SEI composition at its two interfaces. This is in
good agreement with the experimentally observed two-layer structure of the SEI [215].

Finally, the cathode-related parameters are discussed. As a reminder, the cathode-side processes
at the active material particle surface were simplified to one effective process, similar to com-
mon ECMs [113, 224]. A brief look at the anode and cathode half-cell impedance in Figure 4.4d
underlines that this is a valid assumption for the investigated cell. The cathode impedance be-
tween 0.1 Hz and 100 Hz resembles an almost perfect semicircle, corresponding to one dynamic
process. The more linear stretch at higher frequencies originates from the spatial distribution
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of particle relaxations in the electrode and partially from an overlap with the contact resistance.
Nonetheless, the model could be easily extended by a cathode surface film. This would be nec-
essary, e.g., if the impedance had more similarity with a depressed semicircle, suggesting the
superposition of more than one dynamic process.

As expected based on the experimental impedance data, cathode reaction kinetics deteriorate
with cycling. Although the degradation decelerates slightly from cycle 50 (-14.3%) to cycle 100
(-8.8%), the trend suggests ongoing aging similar to the study by Heinrich et al. [118].

The double-layer capacitance on the cathode side increases by 17.7% from cycle 0 to cycle 50
and an additional 19.2% by cycle 100. This indicates changes in the nature of the interface
between active material and electrolyte. In addition, the often discussed mechanical degradation
of the active material particles may contribute to the capacitance increase via a rise in the active
surface area [25, 46, 196].

The solid diffusion coefficient in the cathode active material was found to affect mainly the end
of discharge. It increased by 8.3% by cycle 50 and by an additional 4.6% by cycle 100. A
possible reason for this could be the formation of cracks in the active material, shortening solid
diffusion pathways. However, the electron transport distance would increase at the same time,
rendering the overall impact of microcracks on cell performance unclear [225]. It was also re-
ported that a coating with Al2O3 during active material production improves both charge transfer
and apparent solid diffusion [226]. Although this specific surface species cannot explain the es-
timated diffusion improvement in this work, it illustrates the possible impact of any surface film
on the apparent diffusion coefficient. To determine the actual cause of this parameter change, an
experimental examination of the particles’ structure and surface composition would be necessary.

4.6 Concluding Remarks

This chapter presented the first physicochemical lithium-ion battery and SEI model that repro-
duces EIS data and discharge curves, making it suitable for detailed battery state analysis. Within
this model, the SEI understanding comprises two interfacial processes connected by the bulk SEI
via migration and diffusion. This explicit modeling allows to identify limiting processes and
trace back changes in cell behavior to distinct cell and SEI properties.

The performed analysis highlights that SEI growth does not inevitably lead to an impedance rise.
In most equivalent circuit models, the SEI resistance represents one dynamic process, lumping
together the effect of SEI thickness, conductivity, and interfacial process kinetics. This prevents a
precise localization of performance limitations and degradation processes. The presented model
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reasonably explains a shrinking anode impedance despite ongoing SEI growth by considering
changes in its interfacial processes.

The SEI thicknesses found in this and other simulation studies are systematically overestimated
compared to experiments. In battery models, the specific surface area is commonly calculated
for a representative spherical particle. Measurements of the specific surface area from other stud-
ies reveal much larger values, which originate from both non-uniform particle size distributions
and non-spherical particle shapes. To make SEI parameter values comparable between differ-
ent electrode designs, a measurement or a reliable approximation of the specific surface area is
recommended.

The model-based aging analysis offers a perspective on the evolution of SEI properties after for-
mation. It could be shown that SEI growth with its consumption of cyclable lithium and a change
in electrode porosity significantly affects a cell’s discharge behavior. The ionic conductivity of
the SEI was found to be relatively high compared to pure SEI components, suggesting significant
synergistic effects. This also means that fine-tuning the bulk SEI composition in the examined
cell could not improve the discharge performance. In contrast, the interfacial characteristic of
the SEI, i.e., its surface site density, significantly influences the impedance response, but it also
has a distinct effect on the overpotential during discharge. Its substantial increase along aging
suggests fundamental changes in the interfacial composition and structure of the SEI. Such sig-
nificant changes could serve as a predictor for cell aging or even enable a better understanding
of the cell formation process.
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5 Effect of Fast Formation on Cell
Performance1

The proposed model-based cell state estimation in the previous Chapter 4 enables the identifica-
tion of critical cell and SEI properties with respect to cell performance and aging. As such, it is a
valuable tool that can help to advance the understanding of the expensive cell formation process,
i.e., the first cycling of a lithium-ion battery during cell production (see Section 2.2). Here, the
common use of relatively low current densities results in long process times. In terms of cost
optimization, the major challenge is to reduce the formation time without sacrificing cell quality.
Various experimental studies have already shown that slow formation may neither be necessary
nor beneficial for cell lifetime and performance [126, 227]. However, the fundamental cause of
performance improvements after moderately fast cell formation remains unclear.

To close the knowledge gap between industry and academia, systematic research on the intricate
interplay between cell formation, cell performance, and performance-defining cell properties is
needed. The goal of this chapter is a better understanding of the physical effects that forma-
tion procedures have on the cell and SEI state. Specifically, an experimental formation study is
performed, which is inspired by recommendations from literature. For deeper insights into the
effect of formation temperature on cell performance, all formation procedures are investigated at
20°C, 35°C, and 50°C. In contrast to other studies, both the fast discharge and the fast charge
capability are analyzed to obtain a more comprehensive picture of the effect of cell formation.
Focusing on the best-performing cell, the physicochemical cell and SEI model from Chapter 4 is
utilized to identify formation-induced changes in electrode- and particle-level cell properties.

5.0.1 Cell Formation Approaches

Due to their huge impact on cell lifetime and performance, commercially used cell formation
procedures and electrolyte compositions are well-protected corporate secrets [98]. Schomburg

1 Parts of this chapter have been published in Witt, Bläubaum, Baakes, Krewer, Batteries Supercaps, e202400023,
2024 (doi: 10.1002/batt.202400023, CC BY 4.0 [17]).
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et al. provide a comprehensive review on the cell formation process, highlighting the rarity of
systematic variations of this cell quality-defining process step in scientific literature [228].

Various studies achieve improved cell characteristics with different formation procedures but, at
first sight, surprisingly similar explanations. For example, An et al. proposed shallow forma-
tion cycling above 3.9V, essentially avoiding full depth-of-discharge cycles and focusing on the
high cell voltage regime, i.e., low anode potentials [227]. Müller et al. found a clear benefit for
the constant-voltage charging step during formation, ensuring low anode potentials over an ex-
tended time [229]. Mao et al. investigated formation protocols with various C-rates [126]. They
found that the best cell characteristics could be achieved neither with the fastest formation due
to lithium plating nor the slowest procedure. Röder et al. investigated surface film formation at
different C-rates by coupling a continuum pseudo-two-dimensional cell model with a stochastic
SEI growth model [124]. They found that medium C-rates offer a trade-off between the spatial
heterogeneity of the SEI at higher C-rates and the prevailing stochastic effects on SEI composi-
tion and structure at lower C-rates. Drees et al. used an equivalent circuit model to minimize the
formation time while maintaining similar aging characteristics compared to a slower formation
[192]. For their optimization, they considered a lower limit for the anode potential of 10mV vs.
Li/Li+ to prevent lithium plating. Overall, these studies mirror the general understanding within
the battery community that a well-protective, dense, and stable SEI is predominately formed at
low anode potentials below 0.5V or even 0.25V vs. Li/Li+ [103, 230, 231]. Here, fast formation
seems generally favorable as long as substantial lithium plating is prevented.

Apart from production economics, which is closely related to formation time, the final cell quality
must be evaluated. The capacity retention and the impedance rise along aging are often used for
benchmarking different formation procedures [126, 192, 227, 229, 232]. Some studies also report
the rate performance of the cells, but do not see substantial differences in discharge capacity
[126, 227]. Although most applications demand a minimal recharge time to enable an almost
uninterrupted mobile power supply, the fast charge capability is only rarely reported.

5.0.2 SEI Formation and Evolution

Forming a stable SEI is challenging as it is influenced by various aspects like formation con-
ditions (current density profile, temperature, pressure), electrolyte composition, active material,
and particle surface modifications [105, 233]. In general, the formation of the SEI on carbona-
ceous anode active material particles originates from the reductive decomposition of the elec-
trolyte. Commonly observed SEI components after cell formation comprise inorganic species,
like lithium fluoride and lithium carbonate, close to the particle surface and organic species, like
lithium ethylene dicarbonate, in a more porous secondary layer [26]. However, a study on reac-
tion products with the common electrolyte component ethylene carbonate detected only LEDC
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and no lithium carbonate [234]. A complementary analysis of the SEI component LEDC revealed
that its degradation leads to a more complex SEI composition and structure, including Li2CO3

and various organic salts [235]. Eventually, elevated formation currents could also alter the SEI
composition and structure, e.g., due to concentration depletion of low-concentration electrolyte
additives at the particle surface. This could trigger a transition between different SEI growth
reactions.

The initially formed SEI has various vulnerabilities and weak points. It is commonly agreed
upon the occurrence of further SEI growth during cell aging [118, 147, 236]. This is attributed
to slowly progressing side reactions [152, 237], mechanical degradation of the surface film with
a subsequent rapid SEI reformation [46], transition metal deposition in the SEI from the cathode
[238], and crossover of electrolyte oxidation products from the cathode side, which degrade first
the conductive salt LiPF6 [239] and afterward the SEI [240]. This adds to the complexity of
possible reasons for an evolution of the SEI composition and its effective properties along aging.

Elevated cell temperatures further strain the stability of the SEI and the electrolyte system.
Parimalam et al. demonstrated that elevated temperatures of only 55°C already result in the
decomposition of lithium carbonate and LiPF6 into CO2, LiF, and F2PO2Li [241]. They re-
peated the study with LEDC instead of lithium carbonate and observed an even higher reactivity.
The reaction products also became much more diverse in this case, including phosphates, flu-
orophosphates, and oligoethylene oxides. In the context of cell formation, such a thermal SEI
decomposition could interfere with the formation of a robust SEI structure at elevated formation
temperatures. This is not only important for the choice of an optimal formation temperature.
It also suggests that large temperature gradients within a cell during formation may result in a
location-dependent SEI composition and structure.

5.1 Experimental

5.1.1 Cell Setup

The cells in this work use graphite and NMC622 as the anode and cathode active materials,
respectively. The electrodes were produced in the Battery LabFactory Braunschweig. They
have an active material content of 93% with a final electrode porosity of 37% for the anode and
24% for the cathode [16]. All experiments were performed with the commercial PAT-Cell three-
electrode setup by EL-Cell GmbH. For this setup, the electrodes were punched to a diameter of
18mm, weighed, and dried at 120°C under high vacuum. The subsequent cell assembly was
done in an argon-filled glovebox. A polypropylene fiber/polyethylene membrane separator by
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EL-Cell GmbH with an integrated lithium-metal reference electrode was used (ECC1-00-0210-
V/X) to complete the three-electrode setup. The cells were filled with 100 µL electrolyte, i.e.,
1M LiPF6 conducting salt in a 3:7 (v:v) solvent mixture of ethylene carbonate and ethyl methyl
carbonate with 2 wt% vinylene carbonate.

5.1.2 Formation Process Variations

A complete infiltration of the porous cell structure with electrolyte is crucial for a successful cell
formation. Otherwise, SEI growth and current density distribution could be highly inhomoge-
neous throughout the cell, leading to unpredictable cell characteristics and potential cell failure
[242]. For this reason, all formation variations are preceded by a 12h rest time. Afterward, two
formation cycles are applied. All variations of formation procedure and temperature are summa-
rized in Table 5.1. The formation with a C-rate of C/10, named F@C/10, and a temperature of
20°C is used as a reference. The faster formation procedure, F@C/2, and the literature-inspired
formation with a lower cutoff voltage of 3.7V in the first cycle, F@C/23.7V, are added to dis-
tinguish the impact of higher formation currents and the effect of low anode potentials over an
extended time, respectively [227]. Besides 20°C, elevated formation temperatures of 35°C and
50°C are used to study the effect of faster reaction kinetics and transport processes on SEI for-
mation. The higher temperatures essentially emulate notable self-heating in large-format cells
without active cooling. The omission of the constant-voltage charging step could provoke the
formation of an insufficiently protective SEI [229]. For this reason, all formation variations
include this step in charge direction.

Table 5.1: Variations of the cell formation process regarding applied C-rate and temperature. In charge direction, a
constant-voltage step with a cutoff C-rate of C/20 is added. The cutoff voltages for charge and discharge are
4.2V and 2.9V, respectively. The variation F@C/23.7V without full depth of discharge uses a lower cutoff
voltage of 3.7V in the first formation cycle.

Formation procedure F@C/10 F@C/2 F@C/23.7V

Temperature / °C 20, 35, 50 20, 35, 50 20, 35, 50
Charge rate in 1st cycle C/10 C/2 C/2
Discharge rate in 1st cycle C/10 C/2 C/2 ≥ 3.7V
Charge rate in 2nd cycle C/10 C/2 C/2
Discharge rate in 2nd cycle C/10 C/2 C/2
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5.1.3 Electrochemical Characterization

Cell formation and cycling were done with an automated MACCOR series 4000 test system. EIS
measurements were conducted with a Gamry Interface 5000E potentiostat/galvanostat. All mea-
surements were carried out in an ESPEC SU-641 temperature chamber at 20 °C or, for formation
at elevated temperatures, at 35 °C and 50 °C. The C-rates for cell formation and the subsequent
cell cycling are defined based on the theoretical capacity of the cathode, i.e., the weight of the
individual electrodes. Two cells were assembled and tested for each formation variation.

After formation, a capacity test at a C-rate of C/10 is applied to determine the practical capacity
of the cell, which is used to estimate the initial capacity loss and to approximate the initial SEI
thickness. Subsequently, a characterization procedure is applied, which comprises an EIS mea-
surement and a C-rate test at various C-rates. Afterward, the cells undergo 50 charge-discharge
cycles between 2.9 V and 4.2 V, followed by the same characterization procedure as before. This
combination of cycling and characterization procedure is repeated for a total of 100 cycles and
three detailed electrochemical characterizations. The measurement procedure is summarized in
Table D.1 in the Appendix.

5.2 Computational Methods

5.2.1 Model Setup

As shown in Chapter 4, the analysis of a broad range of operational modes is crucial for a proper
parameter estimation in a P2D cell model including the SEI. The estimated parameters within the
physicochemical cell and SEI model are inherently more insightful as they are valid for the dis-
charge and impedance behavior. This ensures that processes and their impact on performance can
be reliably identified, differentiating between charge transfer kinetics, SEI properties, and trans-
port in the solid and electrolyte phase. To reveal the root cause of formation-related performance
improvements, the cell and SEI model from Chapter 4 is utilized [16]. As the overall impact of
cathode-side surface layer formation is generally less pronounced, it is modeled SEI-free [26].

The SEI thickness dSEI is again linked to the specific surface area of the anode active material and
the loss of lithium inventory. For this study, the required initial capacity loss for the calculation
of the initial SEI thickness is estimated based on the charged capacity in the first formation cycle
compared to the discharge capacity in the third cycle, i.e., the first cycle after cell formation. In
contrast to Chapter 4, the discharge capacity in the first formation cycle cannot be used as also a
formation procedure without full depth of discharge is investigated.
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5.2.2 Parameterization Strategy

For a meaningful model-based cell diagnosis, the three-step parameterization strategy from the
previous chapter in Section 4.3 is largely adopted for the initial cell state estimation and the
parameter update along aging [16]. This strategy takes advantage of different parameter sensi-
tivities in discharge curves and EIS measurements, using a three-electrode setup. As the same
electrodes are used for all formation process variations, the electrical conductivities of the anode
and the cathode are estimated once for F@C/10 at 20°C and kept constant for all further analy-
ses. The parameters for the dynamics at the current collectors are adopted from the study in the
previous chapter.

Table 5.2: Summary of the parameterization steps, including estimated model parameters and utilized experiments for
the initial model parameterization for cycle 0 and the update of aging-sensitive model parameters for cycles
50 and 100.

Step Data Parameters (initial) Parameters (update)

Direct calculation Lithium loss during
formation

dSEI -

I C/10 discharge ca,0, cc,0, dSEI, Ds,c

ca,max, cc,max

II 1C, 2C discharge τa, τc, Ds,c τa, τc, Ds,c

III EIS κSEI, ΓSEI, κSEI, ΓSEI,
CDL,sSEI, CDL,SEIe, CDL,sSEI, CDL,SEIe,

k0,c, CDL,c k0,c, CDL,c

Table 5.2 summarizes the parameters and experimental data that are considered in each parame-
terization step. First, the available lithium inventory after cell formation is extracted from C/10
discharge curves, comprising the SEI thickness dSEI and the initial and maximum lithium con-
centrations in the anode (c0,a, cmax,a) and cathode active materials (c0,c, cmax,c). Here, the initial
cell state estimation based on cycle 0 is unique as it can also use cell formation data. This en-
ables a direct calculation of dSEI based on the initial capacity loss. Higher C-rates of 1C and 2C
provide insights into effective transport properties in the solid and electrolyte phase, compris-
ing the tortuosity of anode τa and cathode τc, as well as the cathode solid diffusion coefficient
Ds,c. The anode solid diffusion coefficient is adopted from the study in Chapter 4 as it did not
show notable sensitivity [16]. Finally, kinetic parameters and process dynamics are extracted
from half-cell impedance spectra between 1kHz and 10Hz, including the ionic conductivity of
the SEI κSEI, its surface site density ΓSEI, which captures anode kinetics, its interfacial double-
layer capacitances CDL,sSEI and CDL,SEIe, the cathode reaction rate constant k0,c, and the cathode
double-layer capacitance CDL,c.
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The chemical potentials and Redlich-Kister coefficients related to the open circuit potentials of
both electrodes are adopted from the study in Chapter 4 (see Appendix, Tables C.2 and C.3). The
electrolyte properties are again approximated with empirical polynomials by Landesfeind et al.
for 1M LiPF6 in EC:EMC 3:7 (w:w) [50]. The basic parameter set that is used for the simulation
of all cells is given in Table C.4 in the Appendix. The adjusted model parameters for one cell
each of the formation procedures F@C/10, F@C/2, and F@C/23.7V at 20°C are summarized in
Table D.2 in the Appendix for cycles 0, 50, and 100.

All simulations were performed with MATLAB version 2021b, using the solver ode15s. The
cell discretization comprises twelve representative active material particles for the anode and
cathode. Each particle consists of four volume elements. The separator is divided into thirteen
volume elements.

5.3 Results and Discussion

The following analysis of the cell formation study is divided in three parts. First, the effect of
the applied cell formation procedure and temperature on the cell performance is analyzed. Af-
terward, the experimental data of the best-performing cell is analyzed in more detail to better
understand the origin of the formation-induced performance improvement compared to the ref-
erence, i.e., the C/10 formation at 20°C. Finally, model-based cell and SEI modeling is used to
identify the key cell properties that lead to this enhanced cell performance.

5.3.1 Effect of Formation on Cell Performance

Figure 5.1a shows the C/10 discharge, and Figure 5.1b the 2C discharge and charge capaci-
ties for formation procedures F@C/10, F@C/2, and F@C/23.7V and formation temperatures of
20°C, 35°C, and 50°C. The slow formation F@C/10 at 20°C is used as a reference to facilitate
the comparison between the different formation variations. The discussion of higher C-rates is
omitted, as charge capacities at 3C already fall below 20% of their theoretical values (see Ap-
pendix, Figure D.8). Part of this performance drop at high C-rates can be attributed to the utilized
220 µm separator in the three-electrode setup.

For C/10 discharge, it can be seen that the applied formation procedure and temperature have only
a small effect on the initial capacity. For instance, the shallow formation cycling F@C/23.7V at
20°C shows the highest capacity in the formation study (+6%). However, the same procedure
applied at 50°C features the lowest capacity (-3%). A general trend between capacity and for-
mation temperature independent of formation procedure cannot be observed.
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(a) (b)

Figure 5.1: Comparison of (a) C/10 discharge and (b) 2C discharge and 2C charge capacities directly after formation as
a function of formation procedure and formation temperature. The indicated standard deviations are based
on two cells for each formation variation. The dashed-dotted line indicates the performance of the formation
F@C/10 at 20°C directly after formation, which is used as the reference (marked by *).

For 2C discharge, the performance differences due to formation are much more significant. Any
formation variation matches or exceeds the capacity of the reference procedure. In fact, the refer-
ence procedure F@C/10 applied at formation temperatures of 35°C and 50°C can already offer
a 24% and 13% higher capacity, respectively. However, this clearly lags behind F@C/23.7V at
20°C, which shows a discharge capacity improvement of 41%. Interestingly, F@C/2 at 20°C
resembles more the performance characteristics of the reference formation F@C/10. This in-
dicates that the omission of the full depth of discharge between the first and second formation
cycle is critical for superior fast discharge capability. Vice versa, the shallow formation cycling
F@C/23.7V at 50°C just meets the reference capacity. Here, the full depth of discharge in F@C/2
seems to be beneficial, resulting in a 29% performance improvement compared to the reference.

For 2C charge, only F@C/23.7V at 20°C can substantially outperform the reference formation.
Elevated formation temperatures seem to be disadvantageous. Some cells even perform signif-
icantly worse than the reference case. For instance, the shallow formation F@C/23.7V at 50°C
underperforms by 24%. The slow formation F@C/10 at 50°C shows similar losses. In con-
trast, the shallow formation procedure applied at 20°C can outperform the reference formation
by 63%. Similar to 2C discharge, cycling in the upper cell voltage regime seems critical. Again,
F@C/2 with a full depth of discharge does not show this significant improvement. It offers only
an 11% increase.

Overall, the results show that elevated formation temperatures of 35°C and 50°C can boost the
2C discharge performance by up to 29% while maintaining a comparable C/10 discharge capac-
ity. Although this cannot match the 41% capacity improvement for 2C discharge of F@C/23.7V

at 20°C, it suggests that elevated formation temperatures, e.g., by external temperature control
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or self-heating in large-format cells, can offer discharge performance improvements over the
slow reference formation at 20°C. However, when the fast charge behavior is also considered,
increased formation temperatures become less appealing as discharge improvements do not nec-
essarily translate into better charge performance. This demonstrates again that the discharge
capacity alone is not a reliable indicator of charge performance. Cells with similar discharge
characteristics can have a strongly different fast charge capacity as shown in Chapter 3. As a
result, a comprehensive understanding of the effect of cell formation is not possible based on the
commonly reported discharge capacity along aging.

When An et al. reported a benefit of shallow formation cycling compared to the standard full
depth-of-discharge cycling, they observed an improvement in capacity retention for cycling at
1C along 1,300 cycles and a major reduction in cell formation time [227]. To assess the onset of
cell behavior changes, Figure 5.2 shows the cell characteristics for all formation variations after
100 cycles. For simplicity, this cycle count omits all cycles from the applied cell characterization
procedure.

(a) (b)

Figure 5.2: Comparison of (a) C/10 discharge and (b) 2C discharge and 2C charge capacities after 100 cycles as a
function of formation procedure and formation temperature. The indicated standard deviations are based on
two cells for each formation variation. The dashed-dotted line indicates the performance of the formation
F@C/10 at 20°C after 100 cycles, which is used as the reference (marked by *).

For C/10 discharge, the capacities of all cells decrease and approach roughly the same value
for formation temperatures of 20°C and 35°C. As a result, the initially higher capacity for
F@C/23.7V at 20°C is lost over the first 100 cycles. For formation at 50°C, F@C/10 and
F@C/23.7V experience an even faster capacity loss and underperform the reference formation
by roughly 5%.

Similar to the cell characteristics directly after cell formation, the shallow formation cycling
F@C/23.7V at 20°C still outperforms for 2C discharge and charge by 25% and 46%, respectively.
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Compared to the cell behavior directly after formation, the total capacity remains roughly the
same for the discharge direction. However, the relative benefit is reduced because the reference
performed better after 100 cycles than immediately after formation. For the charge direction, the
relative benefit decreased due to an absolute decline in capacity.

Eventually, the results show that F@C/23.7V at 20°C is unique in delivering substantial perfor-
mance benefits for both fast discharge and fast charge. Due to the overall impaired cell per-
formance at elevated formation temperatures, the following analysis will focus on the origin of
performance differences for formation at 20°C. Possible reasons for the performance disadvan-
tages at elevated formation temperatures are analyzed in the Appendix, Sections D.1.2 and D.1.3,
considering anode half-cell potentials during formation and EIS data.

5.3.2 Detailed Experimental Analysis of Best-Performing Cell

The following discussion focuses on the best-performing cell, i.e., the cell after the shallow
formation cycling F@C/23.7V at 20°C. Here, the comparison with the formation F@C/10 and
F@C/2 at 20°C allows to assess the effect of the applied C-rate and the depth of discharge,
respectively.

Figure 5.3 shows the C-rate dependence of the cathode and anode half-cell potentials for all
formation procedures. Although this does not allow for a direct quantification of differences in
performance-limiting processes, it still enables a qualitative assessment of the formation impact.
Importantly, the 220 µm thick separator, while reducing geometry-induced artifacts in the half-
cell EIS data, is about one order of magnitude thicker than commercially relevant separators [33,
34]. This deteriorates cell performance at elevated C-rates due to extended transport pathways.
The additional potential drop between the reference electrode and the anode causes an offset
in the measured anode half-cell potential from the true potential at the anode surface, which is
indicative of lithium plating [243]. The canonical threshold of 0 V vs. Li/Li+ is also only a first
indicator of lithium plating, considering its concentration dependence [49]. As such, the negative
anode potential during 1C and 2C charge in Figure 5.3b cannot be clearly identified as lithium
plating without further experiments.

The discharge capacity at C/10 in Figure 5.3 changes with formation procedure, indicating either
a formation-dependent loss of lithium inventory, a change in the usable active material, or likely
a combination of both. This is supported by a differential voltage analysis of the C/10 discharge
data (see Appendix, Figure D.2). Herein, the characteristic features are the same for all forma-
tion procedures. However, they are visible at shifted positions, which suggests a change in the
accessible active material of anode and cathode [29, 139].
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For 2C discharge, notable differences in the anode and cathode half-cell potentials can be ob-
served between the investigated formation procedures. The anode half-cell potential is notably
lower and the cathode half-cell potential is significantly higher for F@C/23.7V. This suggests
changes in mass transport or reaction kinetics in both electrodes.

(a)

(b)

Figure 5.3: Cathode and anode half-cell data from the C-rate test directly after formation for all three formation proce-
dures at 20°C. The half-cell potentials are shown for C-rates of C/10, 1C, and 2C in (a) discharge and (b)
charge direction.

Figure 5.3b shows the cathode and anode half-cell potential for the charge direction at C-rates of
C/10, 1C, and 2C. At the lowest investigated C-rate of C/10, the deviations between the formation
procedures can be seen again. At higher C-rates, differences in the cathode overpotential become

91



5 Effect of Fast Formation on Cell Performance

obvious. In combination with the observed differences between the formation procedures in
Figure 5.3a for the discharge direction, this strongly suggests that both the anode and the cathode
must have been affected by the applied formation procedure in terms of mass transport, reaction
kinetics, or a combination of both.

Figure 5.4a shows the anode potential during cell formation at 20°C as a function of time. The
shallow formation cycling F@C/23.7V takes roughly 6h. F@C/2 features a process duration
of about 8.5h. The reference formation F@C/10 requires about 37h. It can also be seen that
the best-performing shallow formation cycling F@C/23.7V maintains a low anode potential <
200mV for an extended time. There are multiple reasons why this potential range could be
beneficial. Although SEI growth continues in the discharge direction, it is less pronounced than
in the charge direction [237, 244]. By avoiding a complete discharge, SEI formation can continue
at a low anode potential, which likely leads to a more dense and stable SEI [103, 230, 231].
Partially discharging reduces volume changes of the active material, and thus also mechanical
stress on the newly formed SEI. This can help minimize the SEI and particle fracture probability,
limiting subsequent SEI growth at such exposed surface sites [141]. Furthermore, molecular
dynamics simulation studies have shown that the electrode potential significantly influences the
composition of the electrolyte close to the graphite surface [245]. This likely contributes to
the critical importance of the anode potential during cell formation for a well-protective yet not
performance-inhibiting SEI.

Apart from SEI growth and its effect on cell performance, none of the formation variations in
Figure 5.4a shows an anode potential notably below 0V vs. Li/Li+, avoiding safety-critical
lithium plating [20]. However, a recent study found that small amounts of plated lithium during
formation have no significant effect on thermal cell safety and capacity retention during cycling
[246]. Eventually, this provides headroom for a further reduction of formation time, e.g., via a
model-based fast charge optimization [192].

The anode half-cell impedance spectra in Figure 5.4b are very similar for all three formation
procedures at 20°C. Such similarity indicates a rather small effect of the formation procedure
on the interfacial and bulk properties of the SEI. Yet, the cell performance was impacted by the
applied formation variation. This points to formation-induced differences in effective transport
properties for lithium-ions. Notable changes in anode and cathode half-cell potentials during 2C
charge and discharge (see Figure 5.3), along with negligible changes in anode impedance and
quite similar full-cell impedance (see Appendix, Figure D.1), support the claim of formation-
induced differences in transport properties.
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(a)

(b)

Figure 5.4: Detailed insights into different formation procedures at 20°C. (a) Anode half-cell potentials during forma-
tion. The end of the formation procedures F@C/2 and F@C/23.7V is highlighted with red markers. For
F@C/10, the cell formation takes more than 37 hours. (b) Anode half-cell impedances at a cell voltage of
3.7V after formation. Five frequencies are highlighted with red markers: 1 kHz (□), 100 Hz (∆), 10 Hz (◦),
1 Hz (∇), and 0.1 Hz (×).

5.3.3 Model-Based Analysis of Performance-Enhancing Cell
Properties

Model-based cell diagnostics is valuable for gaining detailed insights into physically meaning-
ful cell properties from non-destructive measurements. However, mere parameter values and
their evolution along aging do not provide an intuitive understanding of why a cell behaves dif-
ferently. The following discussion will start with a brief assessment of performance-sensitive
model parameters. Afterward, the actual parameter values and their trend along aging are ana-
lyzed, focusing on the best-performing cell after formation F@C/23.7V at 20°C.

The parameters in the employed cell and SEI model can be broadly divided into five categories: i)
active material-related, i.e., initial and maximum lithium concentrations, ii) transport-related, i.e.,
solid diffusion in the active material and transport in the electrolyte phase, iii) charge-transfer-
related, i.e., kinetics at the particle and SEI surface, iv) SEI-related, i.e., SEI thickness and ionic
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conductivity, and v) dynamics-related, i.e., double-layer capacitances. The earlier introduced
parameterization procedure contains model parameters from all five categories. It is important
to differentiate between model parameters that can be identified based on the available measure-
ment data and those that can also explain differences in the discharge behavior. For instance, a
double-layer capacitance can significantly influence the cell voltage during rapid dynamic oper-
ation in the range of 1 Hz to 100 Hz. Thus, it can be identified from EIS, but it has no impact on
the 2C discharge capacity. A sensitivity analysis (see Appendix, Section D.2.1) provides a deeper
understanding of the effect of individual model parameters on the discharge behavior. The fol-
lowing discussion will focus on those ten parameters that are notably performance-sensitive. The
identified parameter values, including the ones that are not performance-sensitive, are given in
Table D.2 in the Appendix. First, the initial and maximum lithium concentrations in the cathode
and anode active material are analyzed. Afterward, the initial cell state and its evolution during
aging are examined in terms of SEI thickness dSEI, anode tortuosity τa and cathode tortuosity τc,
cathode solid diffusion Ds,c, and anode and cathode reaction kinetics, represented by ΓSEI and
k0,c, respectively.

The initial and maximum lithium concentrations in the anode and cathode active material are
adjusted directly after formation based on C/10 discharge data. The estimated ratio of initial and
maximum concentrations, i.e., the lithiation degrees at the beginning of discharge, is fairly simi-
lar for all formation procedures: they deviate no more than ±1.6% from the reference F@C/10.
However, the maximum concentrations for the anode and cathode active material for F@C/23.7V

are estimated to be 6.6% and 10.9% higher compared to the reference formation F@C/10, re-
spectively. This can explain mainly the about 6% higher C/10 discharge capacity, with a similar
relative improvement at higher C-rates (see Appendix, Figure D.9). As such, these parameters
alone cannot explain the 41% increase in 2C discharge capacity for F@C/23.7V. On the electrode
level, these parameter changes suggest that more active material and thus also more lithium
inventory seem to be accessible. This is supported by the differential voltage analysis of the
half-cell potentials during C/10 discharge (see Appendix, Figure D.2).

In general, a smaller maximum lithium concentration in either anode or cathode active material
may be related to an increased amount of active material that is isolated from the electronic or
ionic network, e.g., due to blocked pores by side reaction products. However, a change in the
lithiation-dependent solid diffusivity and especially its decline for high lithiation levels [247] or
a change in reaction kinetics [113] could also contribute to an apparent change in the available
active material. A differential voltage analysis at notably lower C-rates than C/10 would allow to
reduce the effect of these processes. Additional characterization measurements, like the galvano-
static intermittent titration technique for the analysis of solid diffusivity [248], and inductively
coupled plasma optical emission spectroscopy for the investigation of average cathode lithiation
or even its distribution across single cathode particles [249], could help to reach a definitive
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conclusion regarding the change in accessible active material. In any case, the parameter esti-
mates highlight that both the anode and cathode are affected positively by the shallow formation
procedure F@C/23.7V compared to both F@C/10 and F@C/2.

Figure 5.5 shows the six performance-sensitive model parameters for the initial and aged cell
states. First, the initial cell states are explored, as understanding these will provide deeper
insights into the observed formation-induced performance differences. Herein, the initial SEI
thickness dSEI differs among the three formation procedures, with a 20% thinner SEI for the
shallow formation cycling F@C/23.7V compared to the reference F@C/10. Differences in the
SEI thickness have two implications: an initial capacity loss and a change in anode porosity due
to a different total SEI volume. Nonetheless, the initial differences in this parameter cannot ex-
plain a notable part of the 41% increase in 2C discharge capacity (see Appendix, Figure D.11a).

Figure 5.5: Performance-sensitive parameter estimates from the model-based cell diagnosis for all three formation pro-
cedures at 20°C along the first 100 cycles. The first row shows the evolution of the SEI thickness dSEI, the
anode tortuosity τa, and the surface site density of the SEI ΓSEI. Notably, τa serves as a scaling factor for
effective transport properties within the anode electrolyte phase, while ΓSEI maps anode reaction kinetics.
The second row shows the cathode solid diffusion coefficient Ds,c, the cathode tortuosity τc, which serves
as a scaling factor for effective transport properties within the cathode electrolyte phase, and the cathode
reaction rate constant k0,c.

The anode tortuosity τa, and thus a transport-related parameter, was found to be about 20% lower,
i.e., better, for the shallow formation cycling F@C/23.7V compared to both F@C/10 and F@C/2.
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If the initially formed SEI by F@C/23.7V had either less volume in total, i.e., a higher electrode
porosity, or a more favorable structure, i.e., a lower electrode tortuosity, effective transport in
the electrolyte phase would improve. As such, formation-induced changes in τa may be seen as
a secondary effect of surface film formation. Although it is not possible to pinpoint the major
cause or distinguish between changes in porosity and tortuosity without additional experiments,
it can be clearly stated that the effective transport properties in the anode electrolyte phase are
affected by the applied formation procedure.

The anode tortuosity can explain part of the performance difference at elevated C-rates (see Ap-
pendix, Figure D.10a). Thus, it is worthwhile to discuss formation-induced tortuosity changes
in more detail and relate them to findings in literature. As a surface film, the SEI inherently
alters the microstructure of an electrode. For instance, a cryo-TEM study on a carbonaceous
electrode found that a thin SEI nucleates at first, evolving into i) a compact SEI with a high
ratio of inorganic, well-passivating components and ii) an extended SEI with a thickness of hun-
dreds of nanometers [145]. Nano-resolution X-ray computed tomography revealed substantial
microstructural changes in an anode along cycling, featuring 50% less pore volume within a
cycle-aged compared to a pristine electrode from a commercial cell [250]. This change was
attributed to ongoing SEI growth, i.e., the accumulation of electrolyte decomposition products
within the pore volume. In silicon anodes, extensive SEI growth could also be identified as a ma-
jor limitation for transport within the bulk electrolyte [251]. In graphite-silicon composite elec-
trodes, a highly heterogeneous SEI thickness and a displacement of the carbon-binder domain by
the SEI could be observed [252]. For active material with poor electrical conductivity, this may
trigger a rapid performance deterioration due to the collapse of the conductive network [253].
Overall, this emphasizes the crucial role of a dense and protective SEI in ensuring consistent
cell performance over the long term. If the SEI extends substantially into the bulk electrolyte, it
effectively deteriorates lithium-ion transport within the pore volume. The model-based analysis
of the electrochemical characterization measurements suggests strongly that the transformation
of the microstructure of a pristine electrode already starts during the cell formation process, i.e.,
before any cycle aging.

The question remains as to why SEI growth could result in a different anode tortuosity τa for dif-
ferent formation procedures. The lower tortuosity for the shallow formation cycling F@C/23.7V

compared to the full depth-of-discharge cycles in F@C/2 may be related to the extended duration
at low anode potentials, which is associated with a more stable and dense SEI [103, 230, 231].
However, minimizing the time at high anode potentials seems insufficient for a beneficial tortu-
osity change. Otherwise, there should be a significant difference between F@C/2 and the much
slower formation procedure F@C/10. In this context, an experimental study demonstrated that
the nascent SEI can be partially oxidized during discharge, leading to the decomposition into
both gaseous and solid products [254]. This could explain why shallow formation cycles result
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in improved cell characteristics. Without substantial oxidation and a subsequent new formation
of the SEI, its initial structure could remain largely intact, potentially preventing additional SEI
growth and reducing its impact on transport within the pore network. To the same end, the re-
duced depth of discharge causes less volume change in the active material, which could result in
less mechanical stress and a lower fracture probability for the nascent SEI during formation.

The surface site density of the SEI ΓSEI, which maps anode reaction kinetics, deviates slightly
between the formation procedures. The parameter is 6% lower for F@C/2 and about 10% lower
for F@C/23.7V compared to the reference formation. However, a deviation of this magnitude has
a negligible effect on the discharge performance (see Appendix, Figure D.11c), and thus cannot
explain formation-induced performance deviations. This was already expected from the similar
anode half-cell impedance in Figure 5.4b. Combined with the differences in anode tortuosity,
this supports the common understanding of the SEI as a two-layer structure with a more porous
and organic outer layer and a predominately dense and inorganic layer at the particle surface
[181, 215, 255]. If the outer SEI layer was sufficiently porous, lithium-ion transport would
resemble that of the bulk electrolyte phase. In that case, only the inner layer of the SEI would
be visible in EIS measurements as no charge transfer reaction would take place at the outer SEI
layer. This could explain differences in electrolyte-level transport and yet allow for similar anode
reaction kinetics.

On the cathode side, the solid diffusion coefficient Ds,c is about 13% higher for the shallow for-
mation cycling F@C/23.7V and about 4% lower for F@C/2 compared to F@C/10. Similar to the
anode tortuosity, the critical factor for an improvement does not seem to be the applied C-rate.
Otherwise, F@C/2 and F@C/23.7V should feature similar parameter values. Instead, the omis-
sion of the full depth of discharge, and thus an extended uninterrupted duration at high potentials,
seems critical for improved solid diffusivity. This could be attributed, e.g., to beneficial changes
in the grain boundaries, which are essential for the effective diffusivity inside the active material
particles [256], or a change in surface film composition and porosity, which may affect trans-
port into the underlying active material [48, 190]. Mechanical degradation of the active material
particles is unlikely to contribute notably to changes in the solid diffusivity as it develops over
hundreds of cycles [46, 257]. A clear identification of the primary cause for the diffusion im-
provement is not possible based on the performed experiments. Nonetheless, this parameter has
a notable effect on the observed differences in the 1C and 2C discharge capacity (see Appendix,
Figure D.10d). A publication on coated cathode active material used the suitable term "apparent
diffusion coefficient", which summarizes well that multiple factors affect its value beyond bulk
diffusion [226].

The cathode tortuosity τc was also affected by the applied formation procedure. The values for
F@C/10 and F@C/2 are fairly similar, with a less than 4% higher tortuosity for F@C/2. The
shallow formation without full depth of discharge F@C/23.7V features an 18% lower tortuosity,
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which indicates beneficial changes in the microstructure of the cathode. Changes of this magni-
tude have a significant effect on the discharge performance at 2C but only a small effect at 1C
(see Appendix, Figure D.10b). This highlights that cell formation affects not only particle-level
transport, i.e., solid diffusivity, but also electrode-level transport, i.e., electrode tortuosity. As the
investigated formation procedures comprise only two cycles at moderate C-rates of up to C/2,
substantial particle cracking and a corresponding change in electrode microstructure, like during
cycle-aging, would not be expected [47]. This points all the more at a different surface film for-
mation on the cathode side. In general, a higher cell voltage promotes electrolyte decomposition
and thus surface film formation [258, 259]. However, it has also been reported that the cathode
surface film growth during discharge was much more pronounced compared to maintaining a
high voltage [260]. This may explain part of the benefit of the shallow formation cycling. Fur-
thermore, cross-talk between anode and cathode may affect the final surface film properties [259].
As such, the improved cathode tortuosity for F@C/23.7V may be no coincidence, considering the
equally beneficial anode tortuosity. In this context, a study on fast charging demonstrated that an
artificial SEI on graphite could substantially improve the long-term capacity retention [52]. This
also poses the question of whether the improved aging behavior and performance in their study
originated only from improved anode properties or also a lack of cross-talk between anode and
cathode due to the artificial SEI. Eventually, the performed C-rate tests and EIS data in this work
cannot answer i) if only the extended uninterrupted duration at high cathode potentials or ii) if
also the favorable SEI formation on the anode side causes the significantly improved cathode
performance.

The cathode reaction rate constant k0,c is lowest for the reference formation. It is about 27% and
32% higher for F@C/2 and F@C/23.7V, respectively. This could imply a larger electrochemically
active surface area or an altered surface composition. However, parameter differences of this
magnitude have only a small effect at elevated C-rates, primarily influencing the cell voltage and
not the discharge capacity (see Appendix, Figure D.11d).

Finally, the parameter changes during aging are discussed. The SEI growth continues for cy-
cles 50 and 100, but it seems to decelerate substantially between cycle 50 and 100 for F@C/2
and F@C/23.7V. The slow formation F@C/10 shows a much smaller increase in SEI thickness,
which suggests a better passivating SEI. However, this seemingly better passivation capability
was achieved with a higher initial capacity loss.

Apart from an increase of the SEI thickness, steady improvements in anode reaction kinetics
(ΓSEI) suggest an ongoing transformation of this surface film. However, this improvement has
only a marginal effect on the cell voltage during fast discharge, yet it is clearly identifiable from
the anode half-cell impedance data. Similar changes take place for the not performance-limiting
double-layer capacitances at the inner and outer interface of the SEI (CDL,sSEI, CDL,SEIe), which
support the expectation of either an increase in electrochemically active surface area, e.g., due
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to particle cracking [261], or a change in SEI composition and structure. Such surface film al-
terations could originate from the further reduction of SEI components [26] or cross-talk with
electrolyte oxidation products from the cathode [240, 262]. A partial surface film decomposition
could also explain the decrease of the anode tortuosity for all cells between cycle 0 and 50. Al-
though this trend continues between cycle 50 and 100 for F@C/10 and C/2, the anode tortuosity
for F@C/23.7V already increases slightly. Given the better charge and discharge performance
for F@C/23.7V, aspects like the total charge throughput during cycling may contribute to the
observed parameter increase. Given the absence of a consistent parameter trend for all forma-
tion procedures over 100 cycles, conducting extended cycling experiments becomes even more
important to assess the long-term effect of cell formation on dominant aging mechanisms.

The trend for the cathode solid diffusivity Ds,c is unique for each cell. It improves between
cycle 0 and 100 by about 25% for F@C/10 and 7% for F@C/2, but it declines about 18% for
F@C/23.7V. As already discussed for the initial cell state, the utilized model cannot pinpoint the
root cause for changes in the apparent solid diffusivity using discharge curves and impedance
data. An in-depth understanding of the long-term effect of cell formation on the aging behavior
would require further experiments. A detailed characterization of the surface species [48] and
an analysis of the mechanical degradation of the active material particles would be especially
relevant [257].

The cathode tortuosity τc decreases, i.e., improves, by at least 20% for all cells during aging.
Similar to the anode tortuosity, imaging techniques, like nano-resolution X-ray computed to-
mography, could help to advance the understanding of the root cause of this improvement [250].
Furthermore, by using a cross-talk blocking separator, it would be possible to discriminate the
impact of electrode cross-talk from the intrinsic effect of the formation process on transport pro-
cesses within the cathode [263]. A detailed analysis of changes in the electrolyte composition
could provide further insights [264].

In contrast to the anode, the cathode reaction rate constant k0,c deteriorates for all formation pro-
cedures during cycling. Independent of the initial value, it seems to asymptotically approach a
similar value for all formation procedures after 100 cycles. This suggests that the electrochem-
ically active surface of the cathode particles may have reached a more equilibrated chemical or
mechanical state.

Overall, the study revealed a multitude of changes in parameters due to formation but also aging.
This raises several intriguing questions about the underlying causes and invites further analysis,
as suggested above. Moreover, it is important to note that 100 cycles only mark the beginning of
cell aging. Further experiments over the full lifetime and in a commercially-relevant cell format
are necessary to verify if, or rather how long, the estimated parameter trends continue and how
long the fast charge/discharge benefit of the shallow formation F@C/23.7V at 20°C is maintained.
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High-precision coulometry could prove to be a valuable tool for the rapid screening of formation
protocols to assess aging within weeks instead of months [265].

5.4 Concluding Remarks

In this chapter, a substantial impact of the applied cell formation procedure and temperature on
the fast charge/discharge capability of NMC622|Graphite cells was revealed. For elevated for-
mation temperatures of 35°C and 50°C, some formation procedures were able to outperform the
reference formation F@C/10 at 20°C in terms of 2C discharge capacity by up to 29%. However,
for 2C charge, these formation variations fell short of, let alone exceed, the performance of this
reference. This implies that a formation temperature of 20°C is essential to realize well-balanced
performance characteristics with the investigated cell chemistry and design, underscoring the sig-
nificance of this process parameter.

The experiments revealed that shallow formation cycling F@C/23.7V at 20°C can boost the cell
performance for 2C discharge and 2C charge by 41% and 63%, respectively. With a full depth
of discharge, the formation procedure F@C/2 did not show significant performance gains. This
suggests that the extended, uninterrupted time at a low anode potential, a high cathode potential,
or a combination of both is critical for superior performance. Eventually, this adds to the reported
benefit of the time-efficient shallow formation procedures by An et al., who demonstrated better
capacity retention during long-term cycling [227].

The model-based analysis of the best-performing cell after formation with F@C/23.7V at 20°C
and its differences to the other formation procedures provided deeper insights into potential struc-
tural changes within the cell. It could be shown that its performance benefit originated from both
the anode and the cathode. Notably, the initial SEI thickness and anode reaction kinetics were
similar for all investigated formation procedures. Cathode reaction kinetics improved, but did
not substantially alter the 2C discharge capacity. Instead, improved effective transport in the an-
ode and especially the cathode electrolyte phase in combination with an enhanced cathode solid
diffusivity were identified as the primary drivers for the superior cell performance.

The anode-side transport improvement may be related to a different structure or composition of
the SEI. Here, the shallow formation cycling may allow for SEI growth with a reduced impact on
the electrode microstructure: low anode potentials favor the formation of a dense and stable SEI,
and incomplete discharge may minimize the mechanical stress and the reported restructuring
of the formed SEI. For the cathode, improved effective transport properties in the solid and
electrolyte phase may also be attributed to a beneficial surface film formation. Eventually, further
research will be necessary to expand the understanding of surface film growth on the cathode
side, comprising half- and full-cell studies on cross-talk between anode and cathode for different
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formation procedures and electrolyte compositions. Here, using a cross-talk blocking separator
may prove insightful [263].

In terms of cell degradation, the model-based cell diagnosis highlighted that some cell properties,
like the SEI thickness and anode tortuosity, still evolve after formation but stabilize between
cycles 50 and 100. Other parameters, like the surface site density of the SEI, display a fairly
steady increase. Utilizing the presented model provided deep and unparalleled insights into
formation-induced performance changes, circumventing the necessity for non-electrochemical,
destructive measurements. While the model serves as a potent diagnostic aid, it is imperative to
recognize the intricate effects of cell formation on both performance and aging. Understanding
the long-term impact of different cell formation conditions, coupled with their knowledge-driven
optimization, remains a complex endeavor. The sampling efficiency of data-driven optimization
approaches might offer an edge in navigating this complexity [60].
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This thesis showcased the value of physicochemical modeling for holistic cell design optimiza-
tion and non-destructive cell diagnostics. In both cases, the detailed modeling of transport pro-
cesses and kinetics allows for the identification of performance bottlenecks in a lithium-ion bat-
tery, providing a sound basis for targeted improvements. Application-tailored cell design is the
first step to enhance the utilization of expensive active materials. While optimal cell design lays
the foundation for superior performance, the final cell behavior is notably influenced by cell
production. Model-based cell diagnostics can provide deeper insights into the cell state based
on non-destructive C-rate tests and EIS data. For instance, this approach allows to analyse the
effect of different cell formation conditions on SEI properties and effective transport properties
within an electrode, which are embedded in the cell behavior but difficult to measure directly.
Although parameter estimates cannot explain the underlying reason for changes in the cell state,
they can help to reveal performance bottlenecks. The formation process in particular presents a
unique opportunity for improvement as it significantly affects cell quality and cost, and yet, the
understanding of its process-product interdependencies is still limited.

The design of optimal electrodes for lithium-ion batteries is a complex task due to the variety
of design options, application scenarios, and benchmark systems. Chapter 3 provided a perspec-
tive on the myth of a universal electrode design optimum for best-in-class charge and discharge
performance. The performed parameter screening demonstrated that best-in-class fast discharge
and fast charge performance could not be achieved with the same cell design. Furthermore, it il-
lustrated the challenge of a general assessment of the benefit of two- over single-layer electrodes
as the benefit will depend on the parameter screening granularity. This is especially critical for
resource-limited experimental studies, highlighting the benefit of combined model-based and
experimental cell design exploration and optimization. To facilitate a holistic assessment of the
merits of different cell designs, the categorical reporting of both discharge and charge perfor-
mance for practically relevant C-rates is highly recommended. The results further revealed the
possibility of performance plateaus, where broad design parameter ranges yield similar perfor-
mance characteristics. Considering the cost of tight production tolerances, the effect of produc-
tion uncertainties on the resulting cell performance variance should already be considered during
the cell design phase.
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Chapter 4 shifted focus from optimal cell design to detailed cell diagnostics. A pseudo-two-
dimensional cell model was extended by an SEI model to gain deeper insights into the effect
of this intricate surface film on the cell behavior. The performed cell state estimation for an
NMC622|Graphite cell indicated a minor effect of the bulk and interfacial properties of the SEI
on the discharge behavior but a significant effect on the impedance response. In contrast, the
SEI thickness and the improvement of the anode tortuosity after cycling affected the discharge
performance. As such, SEI-induced changes in electrode microstructure and loss of lithium
inventory are likely more promising for performance improvements than bulk and interfacial SEI
properties. Eventually, model-based cell diagnostics facilitate the interpretation of experimental
data by tracing back behavioral changes to individual model parameters. Steady improvements,
e.g., in anode reaction kinetics, and a seeming stabilization of other parameters, such as SEI
thickness and anode tortuosity, during the first 100 cycles exemplify the potential for a better
understanding of cell degradation. At the same time, they illustrate the challenge of predicting
long-term cell behavior based on a limited scope of experimental data.

Chapter 5 investigated the effect of different cell formation procedures and temperatures on cell
performance. Whereas temperatures of 35 °C and above could offer improved fast discharge
performance compared to a standard C/10 formation at 20 °C, their fast charge capability did
not improve or even deteriorate. This suggests that fast formation of large-format cells without
active cooling may result in suboptimal cell performance due to self-heating. In contrast, shallow
formation cycling without full depth of discharge at a C-rate of C/2 and 20 °C improved the
2C discharge and charge capacities by up to 41% and 63%, respectively, while reducing the
formation time by over 80%. Formation at a C-rate of C/2 with full depth of discharge could
not offer this level of improvement. Consequently, the right combination of formation procedure
and temperature was critical for overall cell performance improvements. The subsequent model-
based cell diagnosis of the cell formation procedures at 20 °C revealed that the performance
improvements are driven by changes in the anode and cathode, comprising improved effective
transport properties in the anode and cathode electrolyte phase, a higher cathode solid diffusivity,
and a lower initial capacity loss. As such, focusing on the formation of a dense SEI layer in the
anode is insufficient for a comprehensive understanding and, ultimately, optimization of the cell
formation process.

This thesis highlighted the value of physicochemical modeling in identifying performance bottle-
necks in lithium-ion cells. With improvements in computational resources and algorithms, future
cell design studies may go beyond homogenized models with their effective electrode properties
and directly utilize 3D microstructure-resolved models. Here, integrated simulations of multiple
production steps, like electrode coating, drying, and calendering, may evolve into a compre-
hensive framework for combined cell design and production optimizations [266]. In terms of
model-based cell diagnostics, this thesis focused on a better understanding of the effect of the
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formation process on cell performance. However, the presented approach is generally agnostic
to the underlying process changes. Future experimental studies on other processes, such as mix-
ing and calendering, may find that model-based cell diagnostics can provide valuable insights
into how performance bottlenecks shift in response to process changes. Nonetheless, identifying
the fundamental reason for changes in the underlying cell properties remains difficult based on
electrochemical characterization data. For instance, differences in effective transport properties
as a function of cell formation conditions were attributed to changes in surface film formation in
Chapter 5. Experimental methods, such as nano-resolution X-ray computed tomography [250]
and cryogenic transmission electron microscopy [145], may help to understand the actual ef-
fect of surface film formation on electrode porosity and tortuosity. In the end, experimental
studies will remain essential until SEI growth models with a broad validity range are available
[124, 267]. A rapid and comprehensive optimization of the formation process may be realized,
e.g., by combining an early prediction model for cycle life with a Bayesian optimization algo-
rithm [60]. Model-based cell diagnostics could help identify critical parameters for optimization,
shedding light also on the potential value of an artificial SEI [52].
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thermodynamic origin of hysteresis in insertion batteries,” Nat. Mater., vol. 9, no. 5, pp.
448–453, 2010.

[203] W. Mai, A. Colclasure, and K. Smith, “A Reformulation of the Pseudo2D Battery Model
Coupling Large Electrochemical-Mechanical Deformations at Particle and Electrode
Levels,” J. Electrochem. Soc., vol. 166, no. 8, pp. A1330–A1339, 2019.

[204] Y. Zhuang, Z. Zou, B. Lu, Y. Li, D. Wang, M. Avdeev, and S. Shi, “Understanding the Li
diffusion mechanism and positive effect of current collector volume expansion in anode
free batteries,” Chinese Phys. B, vol. 29, no. 6, p. 068202, 2020.

[205] M. Ender, “An extended homogenized porous electrode model for lithium-ion cell
electrodes,” J. Power Sources, vol. 282, pp. 572–580, 2015.

[206] E. Prada, D. Di Domenico, Y. Creff, J. Bernard, V. Sauvant-Moynot, and F. Huet, “A
Simplified Electrochemical and Thermal Aging Model of LiFePO4-Graphite Li-ion
Batteries: Power and Capacity Fade Simulations,” J. Electrochem. Soc., vol. 160, no. 4,
pp. A616–A628, 2013.

[207] J. Maibach, F. Lindgren, H. Eriksson, K. Edström, and M. Hahlin, “Electric Potential
Gradient at the Buried Interface between Lithium-Ion Battery Electrodes and the SEI
Observed Using Photoelectron Spectroscopy,” J. Phys. Chem. Lett., vol. 7, no. 10, pp.
1775–1780, 2016.

[208] T. Momma, M. Matsunaga, D. Mukoyama, and T. Osaka, “Ac impedance analysis of
lithium ion battery under temperature control,” J. Power Sources, vol. 216, pp. 304–307,
2012.

126



Bibliography

[209] M. Ecker, S. Käbitz, I. Laresgoiti, and D. U. Sauer, “Parameterization of a Physico-
Chemical Model of a Lithium-Ion Battery,” J. Electrochem. Soc., vol. 162, no. 9, pp.
A1849–A1857, 2015.

[210] I. A. Gordon, S. Grugeon, H. Takenouti, B. Tribollet, M. Armand, C. Davoisne,
A. Débart, and S. Laruelle, “Electrochemical Impedance Spectroscopy response study of
a commercial graphite-based negative electrode for Li-ion batteries as function of the cell
state of charge and ageing,” Electrochim. Acta, vol. 223, pp. 63–73, 2017.

[211] W. Liu, P. Liu, and D. Mitlin, “Review of Emerging Concepts in SEI Analysis and
Artificial SEI Membranes for Lithium, Sodium, and Potassium Metal Battery Anodes,”
Adv. Energy Mater., vol. 10, no. 43, p. 2002297, 2020.

[212] L. Liu, J. Park, X. Lin, A. M. Sastry, and W. Lu, “A thermal-electrochemical model that
gives spatial-dependent growth of solid electrolyte interphase in a Li-ion battery,” J.
Power Sources, vol. 268, pp. 482–490, 2014.

[213] R. D. Deshpande and D. M. Bernardi, “Modeling Solid-Electrolyte Interphase (SEI)
Fracture: Coupled Mechanical/Chemical Degradation of the Lithium Ion Battery,” J.
Electrochem. Soc., vol. 164, no. 2, pp. A461–A474, 2017.

[214] L. Bläubaum, P. Röse, L. Schmidt, and U. Krewer, “The Effects of Gas Saturation of
Electrolytes on the Performance and Durability of Lithium-Ion Batteries,”
ChemSusChem, vol. 14, no. 14, p. cssc.202100845, 2021.

[215] C. H. Lee, J. A. Dura, A. LeBar, and S. C. DeCaluwe, “Direct, operando observation of
the bilayer solid electrolyte interphase structure: Electrolyte reduction on a
non-intercalating electrode,” J. Power Sources, vol. 412, pp. 725–735, 2019.

[216] C. Stetson, T. Yoon, J. Coyle, W. Nemeth, M. Young, A. Norman, S. Pylypenko, C. Ban,
C. S. Jiang, M. Al-Jassim, and A. Burrell, “Three-dimensional electronic resistivity
mapping of solid electrolyte interphase on Si anode materials,” Nano Energy, vol. 55, pp.
477–485, 2019.

[217] P. Verma, P. Maire, and P. Novák, “A review of the features and analyses of the solid
electrolyte interphase in Li-ion batteries,” Electrochim. Acta, vol. 55, no. 22, pp.
6332–6341, 2010.

[218] W. Huang, J. Wang, M. R. Braun, Z. Zhang, Y. Li, D. T. Boyle, P. C. McIntyre, and
Y. Cui, “Dynamic Structure and Chemistry of the Silicon Solid-Electrolyte Interphase
Visualized by Cryogenic Electron Microscopy,” Matter, vol. 1, no. 5, pp. 1232–1245,
2019.

127



Bibliography

[219] D. R. Kim, J. W. Kang, T. H. Eom, J. M. Kim, J. Lee, and C. Y. Won, “An adaptive rapid
charging method for lithium-ion batteries with compensating cell degradation behavior,”
Appl. Sci., vol. 8, no. 8, pp. 1–12, 2018.

[220] K. Ushirogata, K. Sodeyama, Z. Futera, Y. Tateyama, and Y. Okuno, “Near-Shore
Aggregation Mechanism of Electrolyte Decomposition Products to Explain Solid
Electrolyte Interphase Formation,” J. Electrochem. Soc., vol. 162, no. 14, pp.
A2670–A2678, 2015.

[221] F. Röder, R. D. Braatz, and U. Krewer, “Multi-Scale Simulation of Heterogeneous
Surface Film Growth Mechanisms in Lithium-Ion Batteries,” J. Electrochem. Soc., vol.
164, no. 11, pp. E3335–E3344, 2017.

[222] M. Tang, S. Lu, and J. Newman, “Experimental and Theoretical Investigation of
Solid-Electrolyte-Interphase Formation Mechanisms on Glassy Carbon,” J. Electrochem.
Soc., vol. 159, no. 11, pp. A1775–A1785, 2012.

[223] Y. Wang, S. Nakamura, M. Ue, and P. B. Balbuena, “Theoretical studies to understand
surface chemistry on carbon anodes for lithium-ion batteries: Reduction mechanisms of
ethylene carbonate,” J. Am. Chem. Soc., vol. 123, no. 47, pp. 11 708–11 718, 2001.

[224] T. Osaka, T. Momma, D. Mukoyama, and H. Nara, “Proposal of novel equivalent circuit
for electrochemical impedance analysis of commercially available lithium ion battery,” J.
Power Sources, vol. 205, pp. 483–486, 2012.

[225] S. Xia, L. Mu, Z. Xu, J. Wang, C. Wei, L. Liu, P. Pianetta, K. Zhao, X. Yu, F. Lin, and
Y. Liu, “Chemomechanical interplay of layered cathode materials undergoing fast
charging in lithium batteries,” Nano Energy, vol. 53, pp. 753–762, 2018.

[226] Y. Shi, M. Zhang, D. Qian, and Y. S. Meng, “Ultrathin Al2O3 Coatings for Improved
Cycling Performance and Thermal Stability of LiNi0.5Co0.2Mn0.3O2 Cathode Material,”
Electrochim. Acta, vol. 203, pp. 154–161, 2016.

[227] S. J. An, J. Li, Z. Du, C. Daniel, and D. L. Wood, “Fast formation cycling for lithium ion
batteries,” J. Power Sources, vol. 342, pp. 846–852, 2017.

[228] F. Schomburg, B. Heidrich, S. Wennemar, R. Drees, T. Roth, M. Kurrat, H. Heimes,
A. Jossen, M. Winter, J. Y. Cheong, and F. Röder, “Lithium-ion battery cell formation:
status and future directions towards a knowledge-based process design,” Energy Environ.
Sci., vol. 17, pp. 2686–2733, 2024.

[229] V. Müller, R. Kaiser, S. Poller, and D. Sauerteig, “Importance of the constant voltage
charging step during lithium-ion cell formation,” J. Energy Storage, vol. 15, pp. 256–265,
2018.

128



Bibliography

[230] D. Lu, M. Xu, L. Zhou, A. Garsuch, and B. L. Lucht, “Failure Mechanism of
Graphite/LiNi0.5Mn1.5O4 Cells at High Voltage and Elevated Temperature,” J.
Electrochem. Soc., vol. 160, no. 5, pp. A3138–A3143, 2013.

[231] P. M. Attia, S. J. Harris, and W. C. Chueh, “Benefits of Fast Battery Formation in a
Model System,” J. Electrochem. Soc., vol. 168, no. 5, p. 050543, 2021.

[232] H. B. Son, M.-Y. Jeong, J.-G. Han, K. Kim, K. H. Kim, K.-M. Jeong, and N.-S. Choi,
“Effect of reductive cyclic carbonate additives and linear carbonate co-solvents on fast
chargeability of LiNi0.6Co0.2Mn0.2O2/graphite cells,” J. Power Sources, vol. 400, pp.
147–156, 2018.

[233] V. A. Agubra and J. W. Fergus, “The formation and stability of the solid electrolyte
interface on the graphite anode,” J. Power Sources, vol. 268, pp. 153–162, 2014.

[234] D. M. Seo, D. Chalasani, B. S. Parimalam, R. Kadam, M. Nie, and B. L. Lucht,
“Reduction reactions of carbonate solvents for lithium ion batteries,” ECS Electrochem.
Lett., vol. 3, no. 9, pp. 3–6, 2014.

[235] S. K. Heiskanen, J. Kim, and B. L. Lucht, “Generation and Evolution of the Solid
Electrolyte Interphase of Lithium-Ion Batteries,” Joule, vol. 3, no. 10, pp. 2322–2333,
2019.

[236] M. Herstedt, A. M. Andersson, H. Rensmo, H. Siegbahn, and K. Edström,
“Characterisation of the SEI formed on natural graphite in PC-based electrolytes,”
Electrochim. Acta, vol. 49, no. 27, pp. 4939–4947, 2004.

[237] A. M. Colclasure, K. A. Smith, and R. J. Kee, “Modeling detailed chemistry and
transport for solid-electrolyte-interface (SEI) films in Li-ion batteries,” Electrochim.
Acta, vol. 58, no. 1, pp. 33–43, 2011.

[238] J. A. Gilbert, I. A. Shkrob, and D. P. Abraham, “Transition Metal Dissolution, Ion
Migration, Electrocatalytic Reduction and Capacity Loss in Lithium-Ion Full Cells,” J.
Electrochem. Soc., vol. 164, no. 2, pp. A389–A399, 2017.

[239] S. Solchenbach, M. Metzger, M. Egawa, H. Beyer, and H. A. Gasteiger, “Quantification
of PF5 and POF3 from Side Reactions of LiPF6 in Li-Ion Batteries,” J. Electrochem. Soc.,
vol. 165, no. 13, pp. A3022–A3028, 2018.

[240] C. Jayawardana, N. Rodrigo, B. Parimalam, and B. L. Lucht, “Role of Electrolyte
Oxidation and Difluorophosphoric Acid Generation in Crossover and Capacity Fade in
Lithium Ion Batteries,” ACS Energy Lett., vol. 6, no. 11, pp. 3788–3792, 2021.

129



Bibliography

[241] B. S. Parimalam, A. D. MacIntosh, R. Kadam, and B. L. Lucht, “Decomposition
Reactions of Anode Solid Electrolyte Interphase (SEI) Components with LiPF6,” J. Phys.
Chem. C, vol. 121, no. 41, pp. 22 733–22 738, 2017.

[242] N. Kaden, N. Schlüter, R. Leithoff, S. Savas, S. Grundmeier, and K. Dröder, “Influence
of the lamination process on the wetting behavior and the wetting rate of lithium-ion
batteries,” Processes, vol. 9, no. 10, p. 1851, 2021.

[243] M.-T. F. Rodrigues, I. A. Shkrob, A. M. Colclasure, and D. P. Abraham, “Fast Charging
of Li-Ion Cells: Part IV. Temperature Effects and “Safe Lines” to Avoid Lithium Plating,”
J. Electrochem. Soc., vol. 167, no. 13, p. 130508, 2020.

[244] F. Schomburg, R. Drees, M. Kurrat, M. A. Danzer, and F. Röder, “Characterization of the
Solid–Electrolyte Interphase Growth During Cell Formation Based on Differential
Voltage Analysis,” Energy Technol., p. 2200688, 2022.

[245] J. Vatamanu, O. Borodin, and G. D. Smith, “Molecular Dynamics Simulation Studies of
the Structure of a Mixed Carbonate/LiPF6 Electrolyte near Graphite Surface as a
Function of Electrode Potential,” J. Phys. Chem. C, vol. 116, no. 1, pp. 1114–1121, 2012.

[246] P. Münster, M. Diehl, J. E. Frerichs, M. Börner, M. R. Hansen, M. Winter, and P. Niehoff,
“Effect of Li plating during formation of lithium ion batteries on their cycling
performance and thermal safety,” J. Power Sources, vol. 484, p. 229306, 2021.

[247] A. Jetybayeva, N. Schön, J. Oh, J. Kim, H. Kim, G. Park, Y. G. Lee, R. A. Eichel,
K. Kleiner, F. Hausen, and S. Hong, “Unraveling the State of Charge-Dependent
Electronic and Ionic Structure-Property Relationships in NCM622 Cells by Multiscale
Characterization,” ACS Appl. Energy Mater., vol. 5, no. 2, pp. 1731–1742, 2022.

[248] C.-H. Chen, F. Brosa Planella, K. O’Regan, D. Gastol, W. D. Widanage, and E. Kendrick,
“Development of Experimental Techniques for Parameterization of Multi-scale
Lithium-ion Battery Models,” J. Electrochem. Soc., vol. 167, no. 8, p. 080534, 2020.

[249] T. N. Kröger, M. J. Wölke, P. Harte, T. Beuse, M. Winter, S. Nowak, and
S. Wiemers-Meyer, “State-of-Charge Distribution of Single-Crystalline NMC532
Cathodes in Lithium-Ion Batteries: A Critical Look at the Mesoscale,” ChemSusChem,
vol. 15, no. 21, pp. 36–39, 2022.

[250] S. Frisco, A. Kumar, J. F. Whitacre, and S. Litster, “Understanding Li-Ion Battery Anode
Degradation and Pore Morphological Changes through Nano-Resolution X-ray
Computed Tomography,” J. Electrochem. Soc., vol. 163, no. 13, pp. A2636–A2640, 2016.

130



Bibliography

[251] A. L. Michan, G. Divitini, A. J. Pell, M. Leskes, C. Ducati, and C. P. Grey, “Solid
Electrolyte Interphase Growth and Capacity Loss in Silicon Electrodes,” J. Am. Chem.
Soc., vol. 138, no. 25, pp. 7918–7931, 2016.

[252] S. Müller, M. Lippuner, M. Verezhak, V. De Andrade, F. De Carlo, and V. Wood,
“Multimodal Nanoscale Tomographic Imaging for Battery Electrodes,” Adv. Energy
Mater., vol. 10, no. 28, p. 1904119, 2020.

[253] O. Schmidt and F. Röder, “Conductive Networks and Their Impact on Uncertainty,
Degradation, and Failure of Lithium-Ion Battery Electrodes,” ACS Appl. Energy Mater.,
vol. 4, no. 5, pp. 4845–4860, 2021.

[254] T. Liu, L. Lin, X. Bi, L. Tian, K. Yang, J. Liu, M. Li, Z. Chen, J. Lu, K. Amine, K. Xu,
and F. Pan, “In situ quantification of interphasial chemistry in Li-ion battery,” Nat.
Nanotechnol., vol. 14, no. 1, pp. 50–56, 2019.

[255] Z. Liu, P. Lu, Q. Zhang, X. Xiao, Y. Qi, and L. Q. Chen, “A Bottom-Up Formation
Mechanism of Solid Electrolyte Interphase Revealed by Isotope-Assisted Time-of-Flight
Secondary Ion Mass Spectrometry,” J. Phys. Chem. Lett., vol. 9, no. 18, pp. 5508–5514,
2018.

[256] X. He, H. Sun, X. Ding, and K. Zhao, “Grain Boundaries and Their Impact on Li
Kinetics in Layered-Oxide Cathodes for Li-Ion Batteries,” J. Phys. Chem. C, vol. 125,
no. 19, pp. 10 284–10 294, 2021.

[257] D. Goldbach, J. Gluch, T. Graf, M. Gaus, S. Käbitz, M. Zillmer, and U. Krewer, “An
Efficient Approach for Quantifying the Mechanical Degradation of Ni-Rich NMC-based
Cathodes for Lithium-Ion Batteries using Nano-XCT Analysis,” ChemElectroChem, vol.
202300353, 2023.

[258] Y. Xie, H. Gao, J. Gim, A. T. Ngo, Z. F. Ma, and Z. Chen, “Identifying Active Sites for
Parasitic Reactions at the Cathode-Electrolyte Interface,” J. Phys. Chem. Lett., vol. 10,
no. 3, pp. 589–594, 2019.

[259] S. P. Kühn, K. Edström, M. Winter, and I. Cekic-Laskovic, “Face to Face at the Cathode
Electrolyte Interphase: From Interface Features to Interphase Formation and Dynamics,”
Adv. Mater. Interfaces, vol. 9, no. 8, p. 2102078, 2022.

[260] J.-N. Zhang, Q. Li, Y. Wang, J. Zheng, X. Yu, and H. Li, “Dynamic evolution of cathode
electrolyte interphase (CEI) on high voltage LiCoO2 cathode and its interaction with Li
anode,” Energy Storage Mater., vol. 14, no. 36, pp. 1–7, 2018.

131



Bibliography

[261] H. Seng Chan, L. Bläubaum, D. Vijayshankar, F. Röder, C. Nowak, A. Weber, A. Kwade,
and U. Krewer, “Revealing the Impact of Particle Size Distribution on Ageing of
Lithium-Ion Batteries with Frequency Response Analysis,” Batteries Supercaps, vol. 6,
no. 10, p. e202300203, 2023.

[262] S. F. Schuster, T. Bach, E. Fleder, J. Müller, M. Brand, G. Sextl, and A. Jossen,
“Nonlinear aging characteristics of lithium-ion cells under different operational
conditions,” J. Energy Storage, vol. 1, pp. 44–53, 2015.

[263] B. L. Rinkel, D. S. Hall, I. Temprano, and C. P. Grey, “Electrolyte oxidation pathways in
lithium-ion batteries,” J. Am. Chem. Soc., vol. 142, no. 15058–15074, pp. 15 058–15 074,
2020.

[264] R. Stockhausen, L. Gehrlein, M. Müller, T. Bergfeldt, A. Hofmann, F. J. Müller,
J. Maibach, H. Ehrenberg, and A. Smith, “Investigating the dominant decomposition
mechanisms in lithium-ion battery cells responsible for capacity loss in different stages
of electrochemical aging,” J. Power Sources, vol. 543, p. 231842, 2022.

[265] J. C. Burns, N. N. Sinha, D. J. Coyle, G. Jain, C. M. VanElzen, W. M. Lamanna, A. Xiao,
E. Scott, J. P. Gardner, and J. R. Dahn, “The Impact of Varying the Concentration of
Vinylene Carbonate Electrolyte Additive in Wound Li-Ion Cells,” J. Electrochem. Soc.,
vol. 159, no. 2, pp. A85–A90, 2011.

[266] “Investigating electrode calendering and its impact on electrochemical performance by
means of a new discrete element method model: Towards a digital twin of Li-Ion battery
manufacturing,” J. Power Sources, vol. 485, p. 229320, 2021.

[267] E. W. C. Spotte-Smith, R. L. Kam, D. Barter, X. Xie, T. Hou, S. Dwaraknath, S. M. Blau,
and K. A. Persson, “Toward a Mechanistic Model of Solid–Electrolyte Interphase
Formation and Evolution in Lithium-Ion Batteries,” ACS Energy Lett., vol. 7, no. 4, pp.
1446–1453, 2022.

[268] T. L. Kulova, A. M. Skundin, E. A. Nizhnikovskii, and A. V. Fesenko, “Temperature
effect on the lithium diffusion rate in graphite,” Russ. J. Electrochem., vol. 42, no. 3, pp.
259–262, 2006.

[269] P. Yu, B. N. Popov, J. A. Ritter, and R. E. White, “Determination of the Lithium Ion
Diffusion Coefficient in Graphite,” J. Electrochem. Soc., vol. 146, no. 1, pp. 8–14, 1999.

[270] S. Marelli and B. Sudret, “UQLab: A Framework for Uncertainty Quantification in
Matlab,” in Vulnerability, Uncertainty, Risk. Reston, VA: American Society of Civil
Engineers, 2014, pp. 2554–2563.

132



Bibliography

[271] S. Marelli, C. Lamas, K. Konakli, C. Mylonas, P. Wiederkehr, and B. Sudret, “UQLab
user manual – Sensitivity analysis,” Chair of Risk, Safety and Uncertainty Quantification,
ETH Zurich, Switzerland, Tech. Rep., 2022, report UQLab-V2.0-106.

[272] M. Nie, J. Demeaux, B. T. Young, D. R. Heskett, Y. Chen, A. Bose, J. C. Woicik, and
B. L. Lucht, “Effect of Vinylene Carbonate and Fluoroethylene Carbonate on SEI
Formation on Graphitic Anodes in Li-Ion Batteries,” J. Electrochem. Soc., vol. 162,
no. 13, pp. A7008–A7014, 2015.

133





List of Figures

2.1 Schematic illustration of a three-electrode setup. . . . . . . . . . . . . . . . . . . . 8
2.2 Workflow of cell design optimization with exemplary options. . . . . . . . . . . . 13
2.3 Flowchart of lithium-ion cell production. . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Schematic representation of the basic P2D cell model. . . . . . . . . . . . . . . . . 20
2.5 Prediction of effective electrical and ionic conductivity as a

function of electrode porosity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Schematic of cell with two-layer electrodes for design study. . . . . . . . . . . . . 34
3.2 Comparison of volumetric discharge and charge capacities at

C/10 and 1C for all investigated full-cell designs. . . . . . . . . . . . . . . . . . . 40
3.3 Comparison of areal and volumetric discharge and charge

capacities at C/10 and 1C for the best full-cell designs. . . . . . . . . . . . . . . . 41
3.4 Sankey diagram of structure properties for application-optimal

volumetric capacity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5 Comparison of performance characteristics of best-in-class

electrode configurations with and without lithium plating. . . . . . . . . . . . . . . 45
3.6 Fine-grained parameter study for a two-layer cathode. . . . . . . . . . . . . . . . . 47
4.1 Graphical summary of the SEI model for the anode. . . . . . . . . . . . . . . . . . 54
4.2 Schematic representation of the SEI-extended P2D cell model. . . . . . . . . . . . 56
4.3 Schematic illustration of the multi-step parameterization strategy

for the SEI-extended P2D cell model. . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Comparison of experimental discharge and impedance data with

corresponding simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5 Sensitivity of discharge behavior to individual SEI parameters. . . . . . . . . . . . 71
4.6 Sensitivity of impedance behavior to individual SEI parameters. . . . . . . . . . . 72
4.7 Comparison of experimental discharge and impedance data with

corresponding simulations along aging. . . . . . . . . . . . . . . . . . . . . . . . . 75
4.8 Parameter estimates from the model-based cell diagnosis along

the first 100 cycles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.1 Cell performance as a function of formation procedure and

temperature (cycle 0). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Cell performance as a function of formation procedure and

temperature (cycle 100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

135



List of Figures

5.3 Cathode and anode half-cell data from the C-rate test directly
after formation for all three formation procedures at 20°C. . . . . . . . . . . . . . 91

5.4 Detailed insights into formation procedures at 20°C. . . . . . . . . . . . . . . . . 93
5.5 Parameter estimates from the model-based cell diagnosis for

formation at 20°C along the first 100 cycles. . . . . . . . . . . . . . . . . . . . . . 95
C.1 Deconvolution of the initial capacity loss from formation into a

reversible SOC shift and irreversible side reactions. . . . . . . . . . . . . . . . . . 151
C.2 Sensitivity analysis for initial parameter estimation based on

discharge curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
D.1 Full-cell impedance spectra directly after formation for all three

formation variations at 20°C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
D.2 Differential voltage analysis of C/10 half-cell discharge data

directly after formation for all three formation procedures at 20°C. . . . . . . . . 162
D.3 Comparison of experimental cell-to-cell variations in EIS data

directly after formation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
D.4 Comparison of experimental cell-to-cell variations in EIS data

after 100 cycles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
D.5 Anode half-cell potentials during formation at 35 °C and 50 °C. . . . . . . . . . . . 165
D.6 Comparison of full-cell impedance spectra directly after

formation for all formation procedures and temperatures. . . . . . . . . . . . . . . 167
D.7 Comparison of full-cell impedance spectra after 100 cycles for all

formation procedures and temperatures. . . . . . . . . . . . . . . . . . . . . . . . 168
D.8 3C discharge and charge capacities after formation and after 100

cycles for all formation procedures and temperatures. . . . . . . . . . . . . . . . . 169
D.9 Sensitivity of discharge behavior to maximum lithium

concentrations in anode and cathode. . . . . . . . . . . . . . . . . . . . . . . . . . 170
D.10 Sensitivity of discharge behavior to transport-related parameters. . . . . . . . . . . 171
D.11 Sensitivity of discharge behavior to SEI-related parameters and

cathode reaction kinetics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
D.12 Comparison of experimental data and simulations for F@C/10 at

20°C after the initial cell state estimation. . . . . . . . . . . . . . . . . . . . . . . 175
D.13 Comparison of experimental data and simulations for F@C/2 at

20°C after the initial cell state estimation. . . . . . . . . . . . . . . . . . . . . . . 176
D.14 Comparison of experimental data and simulations for F@C/23.7V

at 20°C after the initial cell state estimation. . . . . . . . . . . . . . . . . . . . . . 177

136



List of Tables

2.1 Basic equations of the utilized P2D model. . . . . . . . . . . . . . . . . . . . . . . 21
3.1 Definition of parameter variations for the full-cell electrode design screening. . . . . 37
3.2 Identified design parameters from the full-cell design screening for

highest areal capacity with two-layer electrodes. . . . . . . . . . . . . . . . . . . . 42
3.3 Identified design parameters from the full-cell design screening for

highest areal capacity with single-layer electrodes. . . . . . . . . . . . . . . . . . . 42
4.1 Overview of sequential parameterization steps including extracted

model parameters and utilized data sources. . . . . . . . . . . . . . . . . . . . . . . 63
5.1 Variations of cell formation regarding C-rate and temperature. . . . . . . . . . . . . 84
5.2 Parameterization strategy for the cell formation study. . . . . . . . . . . . . . . . . 86
B.1 Complementary equations of the P2D model for the cell design study. . . . . . . . . 148
B.2 Parameter set used for the cell design study. . . . . . . . . . . . . . . . . . . . . . . 149
B.3 Identified design parameters from the full-cell design screening

without lithium plating for highest volumetric capacity with
two-layer electrodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

B.4 Identified design parameters from the full-cell design screening
without lithium plating for highest volumetric capacity with
single-layer electrodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

C.1 Complementary equations for the SEI-extended P2D model. . . . . . . . . . . . . . 157
C.2 Chemical potentials used in the SEI-extended P2D model. . . . . . . . . . . . . . . 158
C.3 Estimated Redlich-Kister coefficients for graphite and NMC622. . . . . . . . . . . . 158
C.4 Initial parameter set for the SEI-extended P2D model. . . . . . . . . . . . . . . . . 159
C.5 Measurement parameters for cell formation, characterization, and

cycling in Chapter 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
C.6 Measurement parameters for EIS. . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
D.1 Measurement parameters for cell formation, characterization, and

cycling in Chapter 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
D.2 Parameter estimates for all three formation procedures at 20°C

along aging. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

137





List of Equations

2.1: Half-cell reaction for graphite-based anode. . . . . . . . . . . . . . . . . . . . . . . 6
2.2: Half-cell reaction for NMC-based cathode. . . . . . . . . . . . . . . . . . . . . . . 6
2.3: Combined full-cell reaction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
4.1: Electrical charge transport in the electrode. . . . . . . . . . . . . . . . . . . . . . . 57
4.2: Ionic charge transport in the electrolyte phase. . . . . . . . . . . . . . . . . . . . . 57
4.3: Potential difference between solid and electrolyte phase without SEI. . . . . . . . . 57
4.4: Potential difference between solid and electrolyte phase with SEI. . . . . . . . . . . 58
4.5: Volumetric lithium-ion current density through the SEI. . . . . . . . . . . . . . . . . 58
4.6: De-/intercalation of lithium ions from/into the active material. . . . . . . . . . . . . 58
4.7: Reaction rate for deintercalation at active material-SEI interface. . . . . . . . . . . . 58
4.8: Reaction rate for intercalation at active material-SEI interface. . . . . . . . . . . . . 58
4.9: Standard Gibbs free energy for deintercalation. . . . . . . . . . . . . . . . . . . . . 59
4.10: Total volumetric reaction rate for deintercalation/intercalation. . . . . . . . . . . . . 59
4.11: Conversion of volumetric reaction rate into lithium-ion current density. . . . . . . . 59
4.12: Volumetric lithium-ion flux through the SEI. . . . . . . . . . . . . . . . . . . . . . 59
4.13: De-/adsorption of a lithium ion at the SEI-electrolyte interface. . . . . . . . . . . . . 60
4.14: Reaction rate for desorption at the SEI-electrolyte interface. . . . . . . . . . . . . . 60
4.15: Reaction rate for adsorption at the SEI-electrolyte interface. . . . . . . . . . . . . . 60
4.16: Standard Gibbs free energy for desorption. . . . . . . . . . . . . . . . . . . . . . . 60
4.17: Total volumetric rate for de-/adsorption. . . . . . . . . . . . . . . . . . . . . . . . . 60
4.18: Surface coverage at interface between active material and SEI. . . . . . . . . . . . . 60
4.19: Surface coverage at interface between SEI and electrolyte phase. . . . . . . . . . . . 60
4.20: Charge conservation at interface between active material and SEI. . . . . . . . . . . 61
4.21: Charge conservation at interface between SEI and electrolyte phase. . . . . . . . . . 61
4.22: Charge conservation at the anode-side current collector. . . . . . . . . . . . . . . . 61
4.23: Charge conservation at the cathode-side current collector. . . . . . . . . . . . . . . . 61
4.24: Cell voltage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.25: Reduction of ethylene carbonate to lithium carbonate. . . . . . . . . . . . . . . . . 64
4.26: SEI thickness as a function of initial capacity loss. . . . . . . . . . . . . . . . . . . 64
4.27: Change of electrode porosity due to SEI growth. . . . . . . . . . . . . . . . . . . . 65
C.1: Formulation of generic optimization problem. . . . . . . . . . . . . . . . . . . . . . 152
C.2: Objective function for parameterization with discharge data. . . . . . . . . . . . . . 152
C.3: Objective function for parameterization with impedance data. . . . . . . . . . . . . 153

139





List of Symbols and Abbreviations

Symbols

Am Redlich-Kister coefficients -

a activity -

as specific surface area m−1

C̃ ratio between electrode layer and total electrode capacity -

Ctheo theoretical areal electrode capacity Ahm−2

CDL double-layer capacitance Cm−2

c0 initial lithium-ion concentration molm−3

ce lithium-ion concentration in electrolyte phase molm−3

cs lithium-ion concentration in solid phase molm−3

De lithium-ion diffusion coefficient in electrolyte phase m2 s−1

Ds lithium-ion diffusion coefficient in solid phase m2 s−1

d thickness m

Ea activation energy Jmol−1

G0 standard Gibbs free energy Jmol−1

I electric current A

Je flux of lithium ions in electrolyte phase Am−2

Js flux of lithium ions in solid phase Am−2

jDL volumetric double-layer lithium-ion current density Am−3

jtot total volumetric lithium-ion current density Am−3

jLi volumetric lithium-ion reaction current density Am−3

j0 exchange current density Am−2

k0,a reaction rate constant anode s−1

k0,c reaction rate constant cathode ms−1
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Table B.1: Complementary equations for the employed model. Variables with a tilde are dimensionless.

Equations References

jLi(x) = asi0
(

exp
(

α
ηF
RT

)
− exp

(
(1−α) ηF

RT

))
[122]

η = Φs(x)−Φe(x)−UOCP [122]

εCBD = rCBD · ε [75]

εe = 1− ε − εCBD [75]

ε∗e =
1−ε−εCBD−εcrit,liq

1−εcrit,liq
, ∀εe : εe > εcrit,liq [75]

ε∗ =
ε−εcrit,s
1−εcrit,s

, ∀ε : ε > εcrit,s [75]

ε∗CBD = εCBD
εCBD+ε−εcrit,s

1−εcrit,s
, ∀εCBD : εCBD + ε > εcrit,s [75]

dcc = Ctheo
Fcmaxε

·C̃cc

as =

(
1−ν4 ·

ε
ν5
CBD
ε

)
·ν6 · 1−4(0.75−ε)2·εe

R [75]

β2 = ε
ν1
CBD [75]

τa = ε
−β
e [39]

τc = (ε∗e )
β1+β2 · εe [75]

c̃s = cs
cs,max

c̃e = ce
ce,0

σs,eff,a = ε ·σAM [75]

σs,eff,c = ε ·σCBD ·
(
ε∗CBD

)β3 · 1
2

(
1+ tanh

(
1

ν2
ε∗CBD −ν3

))
+

(
1

σCBD ·(ε∗CBD)
2
+2σc ·(ε∗)1.5 +

1
2σc ·(ε∗)1.5

)−1

[75]

σe = 0.0521 · (1+( T
K −228)) · c̃e ·

(1−1.06·
√

c̃e+0.353·(1−3.59−3 ·exp( 1000 K
T ))·c̃e)

1+c̃e4 ·(1.48−3 ·exp( 1000 K
T ))

[50]

σe,eff = εe
τ
·σe [75]

De = 1.01 ·103 exp(1.01 · c̃e) · exp
(
−1.563 K

T

)
· exp

(−487 K
T · c̃e

)
·10−10 [50]

De,eff = εe
τ
·De [50]

UOCP,a = 8.03914+5.08225 · c̃s −12.56166 ·
√

c̃s +0.44842 ·10−5 ·
√

c̃3
s

−0.09620 · exp(15.0006 · (0.1684− c̃s))−0.4599 · exp(2.3166 · (0.5856− c̃s))

−0.9575 · exp(2.4033 · (0.5124− c̃s))−0.0114 · (0.0317+ c̃s)
−1 [75]

UOCP,c = −2.46444 · c̃6
s +2.20077 · c̃5

s +3.32765 · c̃4
s −5.71320 · c̃3

s +3.91673 · c̃2
s

−2.09035 · c̃s +4.19975 · exp
(
−0.03988 · c̃414.66769

s
)
+0.18614 [75]
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Table B.2: The parameter set utilized in the employed model is adopted from Laue et al. [75]. Derived variables can be
calculated with equations in Table B.1 and corresponding parameter variations that are defined in Table 3.1.
Fitting parameters relate to the equations in Table B.1.

Parameter Symbol Anode Separator Cathode

Ratio between CBD and AM volume fraction / - rCBD 0.1 - 0.2273
CBD volume fraction / - εCBD Table B.1→3.1 - Table B.1→3.1
Electrolyte volume fraction / - εe Table B.1→3.1 0.5 Table B.1→3.1
Active material volume fraction / - ε Table 3.1 - Table 3.1
Specific surface area / m−1 as Table B.1→3.1 - Table B.1→3.1
Particle radius / µm R Table 3.1 - Table 3.1
Discretization elements in particle / - nP 4 - 4
Discretization elements in cell / - ncell 5 & 5 5 5 & 5
Layer thickness / µm d Table B.1→3.1 20 Table B.1→3.1
Diffusion coefficient in AM / m2 s−1 Ds 1.18 ·10−14 - 4.98 ·10−12

Diffusion coefficient in electrolyte / m2 s−1 De Table B.1→3.1 - Table B.1→3.1
Bruggeman coefficient / - β 1.5 - -
Tortuosity / - τ Table B.1→3.1 1 Table B.1→3.1
Electrolyte conductivity / Sm−1 σe Table B.1→3.1 Table B.1→3.1 Table B.1→3.1
Active material conductivity / Sm−1 σAM 10 - 0.0161
Carbon-binder domain conductivity / Sm−1 σCBD - - 760
Charge transfer coefficient / - α 0.5 - 0.5
Exchange current density / Am−2 i0 0.4935 - 1.2298 ·103

Double-layer capacitance / Fm−2 CDL 0.2 - 0.2
Transference number / - tp 0.24 0.24 0.24
Reference electrolyte concentration / molL−1 ce,ref 1 1 1
Initial electrolyte concentration / molL−1 ce,0 1 1 1
Theoretical electrode capacity / mAhcm−2 Ctheo 5.5d - 5d

Maximum active material concentration / molm−3 cs,max 24591 - 25429
Initial concentration for charge / molm−3 cs,0,charge 3331 - 25427
Initial concentration for discharge / molm−3 cs,0,discharge 24564 - 1273.3
Temperature / K T 298.15 298.15 298.15
Fitting parameter for σs,eff,c / - εcrit,liq - - 0.075a

Fitting parameter for σs,eff,c / - εcrit,s - - 0.2a

Fitting parameter for τc / - β1 - - 2.4049a

Fitting parameter for τc / - β2 - - Table B.1→3.1
Fitting parameter for σs,eff,c / - β3 - - 2a

Fitting parameter for σs,eff,c / - β4 - - 1.5a

Fitting parameter for σe,eff / - ν1 - - 0.9499a

Fitting parameter for σs,eff,c / - ν2 - - 0.0228a

Fitting parameter for σs,eff,c / - ν3 - - 0.1a

Fitting parameter for as / - ν4 0.9037 - 0.9037
Fitting parameter for as / - ν5 1.1270 - 1.1270
Fitting parameter for as / - ν6 4.9118 - 4.9118

a adjusted
d defined
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Table B.3: Identified parameter values in the full-cell parameter study for highest volumetric capacity for the four differ-
ent operating modes with two-layer electrodes. The best cell configurations are the same for both the initial
parameter screening, which did not control for lithium plating, and the subsequent parameter screening, which
terminated charging below 0 V vs. Li/Li+ to prevent lithium plating.

Parameters Discharge @ C/10 Charge @ C/10 Discharge @ 1C Charge @ 1C

εcc
a / - 0.65 0.65 0.65 0.45

ε
sep
a / - 0.65 0.65 0.55 0.45

ε
sep
c / - 0.55 0.65 0.45 0.45

εcc
c / - 0.65 0.65 0.55 0.55

Rcc
a / µm 3 3 3 3

Rsep
a / µm 9 9 9 9

Rsep
c / µm 3 3 3 9

Rcc
c / µm 3 3 3 9

C̃cc
a / % 75 25 75 75

C̃cc
c / % 75 25 25 75

Table B.4: Identified parameter values in the full-cell parameter study for highest volumetric capacity for the four dif-
ferent operating modes with single-layer electrodes. The best cell configurations are the same for both the
initial parameter screening, which did not control for lithium plating, and the subsequent parameter screening,
which terminated charging below 0 V vs. Li/Li+ to prevent lithium plating.

Parameters Discharge @ C/10 Charge @ C/10 Discharge @ 1C Charge @ 1C

εa / - 0.65 0.65 0.55 0.45
εc / - 0.65 0.65 0.45 0.55
Ra / µm 3 3 9 3
Rc / µm 3 9 3 9
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C.1 Loss of Lithium Inventory due to SEI Growth

The unlithiated graphite active material starts with a relatively high potential vs. Li/Li+. The
required amount of lithium to reduce the anode potential to practical values requires a shift in
the state of charge (SOC) of the anode. During normal operation, this reversible shift in SOC
may seem indistinguishable from an irreversible lithium loss due to SEI growth. However, for a
sound estimation of the SEI thickness, only the irreversible loss of lithium inventory should be
considered.

Figure C.1: Comparison of the anode potential during the first formation cycle in a three-electrode setup with an open
circuit potential measurement that fully delithiates the anode. The inset shows the deconvolution of the
initial capacity loss into a reversible SOC shift and an irreversible capacity loss due to SEI growth.

1 Parts of this chapter have been published in Witt, Röder, Krewer, Batteries Supercaps, 5(7):e202200067, 2022 (doi:
10.1002/batt.202200067, CC BY 4.0 [16]).
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Figure C.1 illustrates the difference between a reversible shift in SOC and irreversible SEI
growth. It compares the first formation cycle, including charge and discharge at a C-rate of
C/10, with a C/50 discharge after formation. The latter measurement is performed until full
delithiation of the anode, which allows to identify irreversible loss of lithium inventory. The blue
curve clearly shows that the initially charged capacity during formation cannot be fully recovered
during discharge. However, the difference between the charged capacity during formation (blue
line) and the discharge capacity during full delithiation (dashed orange line) is much smaller
than the observed initial capacity loss. In fact, it is strikingly similar to the highlighted capacity
difference in the inset, which is observed for the first formation cycle at the anode potential at
the end of discharge. From this, it is concluded that the initial capacity loss originates from a
combination of irreversible SEI growth and a theoretically reversible but practically not usable
SOC shift within the anode active material. To differentiate between these two aspects, the an-
ode potential at the end of the first discharge is used as a reference point for the estimation of the
lithium loss due to SEI growth.

C.2 Objective Functions for Parameterization

In the following, the objective functions are described, which are necessary for the parameter-
ization strategy depicted in Figure 4.3. Parameterization steps I to III employ a mathematical
optimization routine based on the MATLAB-function lsqnonlin. It is used to identify those pa-
rameter values, which minimize the difference between experiment and simulation. The follow-
ing equation describes the general optimization problem of the parameter vector X based on a
given measurement type

X∗ : F(X∗) = min
X∈RN

(|F(X)|) (C.1)

with the identified parameter vector X∗ and the objective function F . In step I, the initial and
maximum lithium concentrations in the anode and cathode active material are identified from the
discharge curve at C/10. The objective function contains the squared relative difference between
experiment and simulation regarding the total discharge time and the experimentally observed as
well as simulated anode and cathode potential at the end of discharge:

Fdischarge(X) = ∑
j∈{a,c}

((
texp,j(end)− tsim,j(end)

)2

texp,j(end)2 +

(
Vexp,j(end)−Vsim,j(end)

)2

max
(
Vexp,j

)2

)
. (C.2)
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Parameterization step II employs the same objective function. It is used to identify mass
transport-related parameters, i.e., anode and cathode tortuosities, as well as solid diffusion co-
efficients, using discharge curves at C-rates of 1C and 2C. The objective function for this joint
parameterization of both C-rates is the sum of the objective functions for each individual C-rate.

Parameterization step III uses a different objective function. Here, the squared relative differ-
ences between experimental and simulated real Z

′
(k) and imaginary part Z

′′
(k) of the impedance

response at excitation frequency k are calculated for n frequencies. Anode and cathode differ-
ences are added:

FEIS(X) = ∑
j∈{a,c}

 n

∑
k=1


(

Z
′
exp,j(k)−Z

′
sim,j(k)

)2

max
(

Z ′
exp,j

)2 +

(
Z

′′
exp,j(k)−Z

′′
sim,j(k)

)2

max
(

Z ′′
exp,j

)2


 . (C.3)

Importantly, the chosen frequency range was tailored to the available experimental data to avoid
the analysis of artifacts, which are inherent to the utilized three-electrode setup. Future studies
may need to adjust this frequency range to enable a meaningful parameter identification.

C.3 Identifiability of Initial Parameter Set

The assessment of the parameter identifiability was done primarily via physical considerations
and individual parameter studies, as shown in Chapter 4 for four SEI parameters (see Figure 4.5
and 4.6). In the following, the reasoning behind the employed three-step parameterization strat-
egy from Table 4.1 for the initial model parameterization is explained.

Before any mathematical optimization of model parameters is performed, all available parameter
values from manufacturer specifications and literature are fixed (see Table C.4). Here, the initial
SEI thickness is calculated directly from the initial capacity loss during cell formation. Due to
the low C-rate of C/10, the estimation of the SEI thickness is not substantially affected by any
overpotentials.

In the first parameterization step, a starting point for the initial and maximum lithium concen-
trations in the active materials is calculated based on cycle 0, using the initial and final half-cell
potentials at a C-rate of C/10. With these estimates, the mathematical optimization must com-
pensate only for the neglected kinetic and transport losses at this fairly low C-rate. Considering
the close link between the four concentrations and the two half-cell potentials at the beginning
and at the end of C/10 discharge, the identifiability of these parameters is deemed sufficient.

At C-rates of 1C and 2C, substantial overpotentials can be observed in the experimental data.
For both anode and cathode, the electrode tortuosity, i.e., the effective transport properties in the
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electrolyte phase, and the solid diffusion in the active material are parameterized. At first sight,
these two parameters for each electrode may have the same effect: they both increase voltage
losses by inducing concentration gradients in the electrolyte and solid phase, respectively. The
sensitivity analysis in Figure C.2 illustrates the effect of these four parameters on the discharge
behavior at 1C and 2C. From the total Sobol indices, it can be seen that the anode tortuosity
is the most sensitive parameter, followed by the cathode solid diffusion coefficient, the cathode
tortuosity, and finally the anode solid diffusion coefficient. Here, the first-order Sobol index of the
anode solid diffusion coefficient is practically zero, indicating strong multivariate dependence.
In the end, the estimated parameter value for the anode solid diffusion coefficient remains within
the range of reported values from other studies [268, 269].

Figure C.2: Polynomial-Chaos-Expansion-based Sobol sensitivity analysis for the initial parameter estimation described
in Table 4.1 based on discharge curves at C-rates of 1C and 2C. Both the total and the first-order Sobol
indices are shown for the anode and cathode solid diffusion coefficients and tortuosities. The sensitivity
analysis was performed with the UQLab framework, using gaussian distributions for the investigated model
parameters [270, 271].

Finally, thirteen parameters are optimized based on EIS. To achieve reasonable parameter iden-
tifiability, the number of unknown model parameters must be matched by an equal number of
features in the experimental data. For impedance data, the amplitude and the phase shift of the
impedance response contain various features as a function of frequency. As typically two arcs
are seen in the anode half-cell impedance spectrum and a single arc for the cathode, this allows
for the identification of six model parameters, i.e., one rate constant and one double-layer capaci-
tance for each arc. As discussed in the main manuscript, the sensitivity of the contact resistances
and the corresponding double-layer capacitances at the current collectors is not as high as for
the earlier mentioned interfacial processes. The data does not show a clear semicircle at high
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frequencies, which could be clearly attributed to the current collectors. For this reason, the in-
terpretation of the current collector-related parameters should be done with caution. This leaves
three model parameters: the ionic conductivity of the SEI and the electrical conductivity of anode
and cathode. Since the electrolyte properties were adopted from measurements by Landesfeind
et al., the electrical conductivities of anode and cathode define the ohmic contribution at high
frequencies [50]. These conductivities are directly related to a shift of the real part of the an-
ode and cathode half-cell impedance responses. Here, the ionic conductivity of the SEI can also
cause a shift of the impedance response to higher or lower ohmic values. However, this parame-
ter additionally changes the shape of the impedance response as shown in Figure 4.6b, enabling
a differentiation between these two parameters. Moreover, the anode impedance could only be
reproduced with a high electrical conductivity, which is likely for a graphite-based anode. At
the same time, this reduces the parameter sensitivity as a result of the diminishing impedance
changes upon a further parameter improvement. This highlights that the estimated ionic conduc-
tivity of the SEI is at least as high as reported. It further supports the conclusion that the SEI
ionic conductivity could not limit the performance in the examined cell.

C.4 Identifiability of Aging-Related Parameter
Changes

Along aging, most of the initially optimized model parameters were fixed to their initial values.
The initial and maximum lithium concentrations in the anode and cathode are fixed as inherent
properties of the active material. The SEI thickness is adjusted to account for changes in the
cyclable lithium inventory in the cell. However, it was observed that the sole adjustment of
the SEI thickness along aging could not capture the half-cell potentials and the capacity at the
end of discharge accurately. Loss of cathode active material could be ruled out as this would
also change the cathode potential along discharge rather than exclusively altering the electrode’s
behavior at the end of discharge. Due to the fast diffusion in the electrolyte phase compared to
the cathode active material, the cathode tortuosity could not change the cathode potential profile.
With a slight improvement of the cathode solid diffusion coefficient, both anode and cathode
potential profiles could be described accurately. For this reason, both the SEI thickness and the
solid diffusion coefficient in the cathode active material were optimized based on C/10 discharge.

For discharge at C-rates of 1C and 2C, the anode solid diffusion coefficient and the cathode
tortuosity are fixed to their initial values due to their comparably low sensitivity as evident from
the sensitivity analysis in Figure C.2.

Based on impedance data, six model parameters are updated. The electrical electrode conductiv-
ities are assumed to remain unchanged during the first 100 cycles. However, substantial changes
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may be expected for long-term aging due to the degradation of the conductive network [253]. As
the experimental data did not show distinctive features at high frequencies, the two contact resis-
tances and double-layer capacitances for the dynamics at the anode and cathode current collectors
are fixed. Any change to the ohmic part of the anode half-cell impedance at high frequencies is
attributed to the ionic conductivity of the SEI. The rate constants for the two interfacial processes
at the SEI are kept constant and the surface site density is adjusted. However, the cell behavior
could also be described with changes in the two rate constants. Without knowledge of the interfa-
cial structure and composition of the SEI along aging, a change in the available surface sites and
a change in the reactivity of the available sites are both possible. In addition to the surface site
density, the two interfacial double-layer capacitances of the SEI are adjusted. The SEI diffusion
coefficient is kept constant along aging since the feature from the parameter study in Figure 4.6c
could not be observed in the experiment. Finally, changes in the cathode half-cell impedance are
attributed to changes in its reaction rate constant and double-layer capacitance.
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C.5 Tables

Table C.1: Complementary equations for the SEI-extended P2D model.

Description Equation

Reaction current density (cathode) jLi = 2 j0as sinh
(

αF
RT

η

)
Overpotential (cathode) η = φs −φe −Eeq

Exchange current dens. (cathode)[194, adj.] j0 = k0Fcs,max
(
1−XLi(s)

)α (aLi(e)
)α (XLi(s)

)1−α

Degree of lithiation XLi(s) =
cs

cs,max

Activity in electrolyte phase aLi(e) =
ce

ce,0

Equilibrium potential[194] Eeq =
∆G0

Li(s)⇌V(s)+Li0+e−

F
+

RT
F

ln

(
aV(s)

aLi(s)

)
Activity intercalated lithium[194] aLi(s) = γLi(s)XLi(s)

ln
(
γLi(s)

)
=

1−XLi(s)
2

RT

N

∑
m=0

Am
(
2XLi(s)−1

)m

(
1+

2mXLi(s)

2XLi(s)−1

)
Activity lithium vacancy[194] aV(s) = γV(s)

(
1−XLi(s)

)
ln
(
γV(s)

)
=

XLi(s)
2

RT

N

∑
m=0

Am
(
2XLi(s)−1

)m

(
1−

2m
(
1−XLi(s)

)
2XLi(s)−1

)
Active surface area as =

3εs

Rs
Effective electrical conductivity σs,eff = εsσs

Effective diffusion coefficient De,eff =
εe

τ
De

Diffusion coefficient electrolyte[50] De = 1.01 ·10−7 exp(1.01c̃e)exp
(
−1.56·103 K

T

)
exp
(−487 K

T c̃e
)

Effective ionic conductivity σe,eff =
εe

τ
σe

Effective diffusive ionic conductivity σDe,eff = 2
RT
F
(
tp −0.5

)
σe,eff

Ionic conductivity electrolyte[50] σe = 0.0521(1+( T
K −228))c̃e

1−1.06
√

c̃e+0.353(1−3.59·10−3 exp( 1000 K
T ))c̃e

1+c̃e41.48·10−3 exp( 1000 K
T )
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Table C.2: Chemical potentials with unit of J mol−1 used in the employed model.

Parameter Value Source

µ0
a,Li(s) −1.77 ·104 fit

µ0
a,V(s) 0 [124]

µ0
a,Li(sSEI) 0 defined

µ0
a,V(sSEI) 0 defined

µ0
a,Li(SEIe) 0 [124]

µ0
a,V(SEIe) 0 defined

µ0
c,Li(s) −3.70 ·105 fit

µ0
Li+(e) 0 [194]

µ0
electron,s 0 [194]

Table C.3: Redlich-Kister coefficients with unit of Jmol−1 obtained from parameterization for the graphite anode and
the NMC622 cathode.

Coefficient Anode Cathode

A0 -11037 -26675
A1 10893 10521
A2 -12560 -8374
A3 39184 -10336
A4 37543 12414
A5 -131057 14013
A6 -317290 -18154
A7 517539 -27294
A8 820354 -11514
A9 -1107077 35838
A10 -946972 50617
A11 1210798 -27031
A12 333686 -40315
A13 -443283 0
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Table C.4: Initial parameter set utilized in the employed model. The parameter values are obtained from three different
sources: adjusted by model parameterization, given by manufacturer specifications, or adopted from litera-
ture. For parameters that relate to two SEI interfaces, the value for the interface sSEI is shown first, followed
by the value for the SEIe interface.

Parameter Symbol Anode Sep. Cathode

Electrolyte volume fractions / - εe 0.37 0.74 0.24
Active material volume fractions / - εs 0.59 - 0.71
Particle radiuss / µm Rs 9.5 - 5.1
Layer thicknesss / µm d 84 220 68
Tortuositya / - τ 14.5 1.4 3.6
Transference number[123] / - tp 0.24 0.24 0.24
Diffusion coefficient active materiala / m2 s−1 Ds 1.80 ·10−14 - 2.85 ·10−15

Active material conductivitya / Sm−1 σs 1346 - 0.08
Reaction rate constant anodea / s−1 k0,a 40.59,

2.83 ·106
- -

Reaction rate constant cathodea / ms−1 k0,c - - 1.56 ·10−9

Activation energya,[124] / kJ mol−1 Ea 2.89, 28.95 - -
Double-layer capacitancea / Fm−2 CDL 1.28, 1.67 - 0.30
Double-layer capacitance current collectora / Fm−2 CDL,cc 1.01 - 8.07
Contact resistancea / Ωm2 Rcc 1.56 ·10−4 - 8.12 ·10−5

Initial electrolyte concentrations / molL−1 ce,0 1 1 1
Maximum active material concentrationa / molm−3 cs,max 22930 - 21836
Initial active material concentrationa / molm−3 cs,0 21183 - 914
SEI diffusion coefficienta,[189] / m2 s−1 DSEI 1 ·10−11 - -
SEI ionic conductivitya / Sm−1 κSEI 8.35 ·10−4 - -
SEI surface site densitya,[124] / molm−2 Γ 1 ·10−5 - -
SEI thicknessa / nm dSEI 85.8 - -
SEI transference number[148] / - tp,SEI 0.97 - -
Molar SEI volume[237] / m3 mol−1 ṼLi2CO3 3.50 ·10−5 - -
Temperature / K T 293.15 293.15 293.15

a adjusted

s specified by manufacturer
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Table C.5: Measurement parameters for cell formation, characterization, and cycling. The capacity test is used to set the
currents for the respective C-rates after formation. The cell characterization and cycling procedure alternate
up to a total of 100 cycles, ending with a final cell characterization. For simplicity, this cycle count omits all
cycles from the cell characterization procedure.

Procedure Parameter Value

General Temperature 20 °C
CV-step current-cutoff C/20
Cutoff voltages 2.9 V, 4.2 V
Rest times 1 min / 10 min after charge/discharge

Initial rest time 12 h
Cell formation 2 cycles C/10 (charge with CV step)
Capacity test C/10 (charge/discharge with CV step)
Cell characterization Voltage adjustment 3.7 V, 1C charge with CV step

Rest time 2 h
Current pulse 1C charge for 1 s
Rest time 2 h
Current pulse 1C discharge for 1 s
Rest time 2 h
EIS see Table C.6
Voltage adjustment 2.9 V, 1C CC-CV discharge
Symmetric C-rate test 1× C/10 CC-CV charge/discharge
Symmetric C-rate test 2× [1C, 2C, 3C, 4C, 5C] CC-CV

charge/discharge
Cell cycling 50 cycles 2C (charge with CV step)

Table C.6: Parameters for electrochemical impedance spectroscopy measurements. Each frequency range has a different
number of measurement points per decade.

Parameter Value

Temperature 20°C
Mode galvanostatic
Current amplitude C/10
Frequency ranges 106 Hz to 1 Hz, 1 Hz to 0.1 Hz, 0.1 Hz to 0.01 Hz
Data points/decade 20, 10, 5
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D.1 Analysis of Experimental Data

D.1.1 Further Analysis of Formation Procedures at 20 °C

Figure D.1 shows the full-cell impedance spectra for all three formation procedures at 20°C.
It can be seen that the reference formation F@C/10 features the highest impedance response.
Considering similar anode half-cell impedance spectra for all these cells, the formation procedure
must affect the cathode reaction kinetics. However, reaction kinetics alone cannot explain the
observed differences in the cathode half-cell potentials during discharge (see Section D.2.1).

Figure D.1: Full-cell impedance spectra directly after formation for all three formation variations at 20°C and a cell
voltage of 3.7V. Five frequencies are highlighted with red markers: 1 kHz (□), 100 Hz (∆), 10 Hz (◦), 1 Hz
(∇), and 0.1 Hz (×).

Figure D.2 displays the differential voltage analysis of the C/10 discharge data directly after
formation. Herein, F@C/23.7V consistently demonstrates a higher capacity across both anode

1 Parts of this chapter have been published in Witt, Bläubaum, Baakes, Krewer, Batteries Supercaps, e202400023,
2024 (doi: 10.1002/batt.202400023, CC BY 4.0 [17]).
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and cathode compared to the reference formation F@C/10. Given that the characteristic features
still occur, but at shifted positions, a change in the accessible active material of anode and cathode
is expected [29, 139].

Figure D.2: Differential voltage analysis of C/10 half-cell discharge data directly after formation for all three formation
procedures at 20°C.

Figure D.3 depicts the reproducibility of the full-cell and anode half-cell impedance spectra after
formation for all three formation procedures at 20°C. The data show small cell-to-cell variations
with one exception: the full-cell impedance F@C/23.7V has a notable ohmic offset. Nonetheless,
the anode half-cell impedance is very similar between the cells, which indicates a poor electrical
contact of the three-electrode cell during the EIS measurement. After reconnecting this cell for
further cycling and characterization, this offset is no longer observable. Figure D.4 shows the
full-cell and anode half-cell impedance spectra after 100 cycles for all three formation procedures
at 20°C. In this instance, an artifact is observable in the anode half-cell impedance of F@C/2
(cell 2), characterized by a loop preceding the transition into the diffusion tail. For meaningful
model-based cell diagnostics, it is crucial to select data without such clear distortions.
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(a)

(b)

Figure D.3: Comparison of experimental cell-to-cell variations of (a) full-cell and (b) anode half-cell impedance spectra
directly after formation for all three formation variations at 20°C and a cell voltage of 3.7V. For the model-
based analysis of the formation procedures, always the first cell was considered.
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(a)

(b)

Figure D.4: Comparison of experimental cell-to-cell variations of (a) full-cell and (b) anode half-cell impedance spectra
after 100 cycles for all three formation variations at 20°C and a cell voltage of 3.7V. For the model-based
analysis of the formation procedures, always the first cell was considered.

D.1.2 Anode Half-Cell Potentials during Formation at 35 °C
and 50 °C

In Chapter 5, it was observed that cells had a reduced fast charge capability, when the forma-
tion was done at 35 °C or 50 °C. Although they could match or even outperform the benchmark
F@C/10 at 20 °C in terms of 2C discharge capacity, they still lagged behind the best-performing
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cell F@C/23.7V at 20 °C. Analyzing existing research already offered insights into possible rea-
sons for the underperformance of cells undergoing formation at elevated temperatures. The fol-
lowing examination of the anode potentials during formation adds weight to the suggested major
causes, i.e., faster kinetics for parasitic side reactions and thermally-induced decomposition of
SEI components.

Figure D.5a shows the anode potentials during cell formation at 35 °C. The curves resemble
the ones for 20 °C (see Figure 5.4a). This suggests similar electrochemical conditions for SEI
formation. Yet, it is essential to bear in mind that also chemical reactions take place. These are
affected by both the increased diffusivity and reactivity of reaction products at elevated temper-
atures. For instance, the electrochemical reduction of the additive vinylene carbonate can form
radicals, triggering a purely chemical chain polymerization [272]. This goes hand-in-hand with
reactions between SEI components and electrolyte, which become increasingly relevant at ele-
vated temperatures [241]. Overall, this could lead to a different surface film structure despite a
comparable initial capacity loss.

(a)

(b)

Figure D.5: Anode half-cell potentials during formation at (a) 35 °C and (b) 50 °C. The end of the formation procedures
F@C/2 and F@C/23.7V is highlighted with red markers.
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Figure D.5b shows the anode potentials during cell formation at 50 °C. Here, the shape of the
potential curves changes. This is especially evident from the anode potentials for F@C/2 and
F@C/23.7V at the end of discharge, which are elevated by about 0.2 V compared to the forma-
tion procedures at both 20 °C and 35 °C. This is most likely related to the cathode. Here, the
faster solid diffusion at elevated temperatures reduces concentration gradients within the active
material, slightly delaying the cathode voltage drop at the end of discharge and shifting it to the
anode. Eventually, this leads to a higher anode potential due to the extended delithiation. This
effect of the cathode solid diffusion coefficient on the voltage drop toward the end of discharge
is also discussed in Section D.2.1 in the context of model parameter identifiability.

Nonetheless, an effect of the formation temperature on the initial capacity loss is still very much
relevant for the shallow formation cycling F@C/23.7V. In this case, the extended duration at low
anode and high cathode potentials seems overall detrimental. The combination of thermally-
induced SEI decomposition and its rapid new formation could form a vicious cycle, especially
due to the higher reactivity of the nascent SEI [254]. The negative impact is evident from both
the higher initial capacity loss and the poor fast charge and fast discharge performance.

D.1.3 EIS Data for all Formation Variations

As discussed before, the overall performance disadvantage of elevated formation temperatures
may be related to the thermally-induced decomposition of SEI components like LEDC and in-
organic lithium carbonate [241]. If the initial SEI could decompose already during formation, a
well-protective surface film may not be formed. The result could be ongoing SEI growth after
formation, potentially creating unfavorable SEI structures. The poor performance at elevated
C-rates already suggested an adverse effect on transport processes and reaction kinetics in the
cell. The EIS data in Figure D.6 support this. They show a straightforward trend, independent
of the formation procedure: the higher the temperature, the larger the impedance response. This
indicates changes in reaction kinetics, which may be related to a different surface structure or
composition on both anode and cathode active material.

Figure D.7 shows the EIS data after 100 cycles. Here, the initial trend almost inverts. The highest
formation temperature features the smallest impedance response for all formation procedures.
This may originate from a restructuring of the SEI. The shift to higher ohmic values could arise
from a lower ionic conductivity of the SEI, whereas the shrinkage of the semicircle may be
attributed to a larger electrochemically active surface area, e.g., due to particle cracking, or a
different surface composition, which may improve reaction kinetics. However, these changes are
not expected to result in substantial performance differences. For instance, the shallow formation
cycling F@C/23.7V features fairly similar impedance spectra for formation at 20°C and 50°C.
Yet, their fast charge and fast discharge behavior differs substantially. Hence, additional changes

166



D.1 Analysis of Experimental Data

at the electrode or particle level must exist that EIS cannot precisely identify. These changes may
include deteriorated transport within the pore volume due to surface film formation and pore
blocking [250]. Additionally, the effective solid diffusion within the active material particles
could be altered, e.g., by their surface composition and structure [48, 226].

(a)

(b)

(c)

Figure D.6: Comparison of full-cell impedance spectra directly after formation for formation procedures (a) F@C/10,
(b) F@C/2, and (c) F@C/23.7V at a cell voltage of 3.7V. Each plot compares the impedance response for
formation temperatures of 20°C, 35°C, and 50°C. Five frequencies are highlighted with red markers: 1 kHz
(□), 100 Hz (∆), 10 Hz (◦), 1 Hz (∇), and 0.1 Hz (×).
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(a)

(b)

(c)

Figure D.7: Comparison of full-cell impedance spectra after 100 cycles for formation procedures (a) F@C/10, (b)
F@C/2, and (c) F@C/23.7V at a cell voltage of 3.7V. Each plot compares the impedance response for for-
mation temperatures of 20°C, 35°C, and 50°C. Five frequencies are highlighted with red markers: 1 kHz
(□), 100 Hz (∆), 10 Hz (◦), 1 Hz (∇), and 0.1 Hz (×).
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D.1.4 Effect of Formation on Cell Performance at 3C

(a) (b)

Figure D.8: Comparison of 3C discharge and charge capacities (a) directly after formation and (b) after 100 cycles as a
function of formation procedure and formation temperature. The indicated standard deviations are based on
two cells for each formation variation. The dashed-dotted line indicates the performance of the formation
F@C/10 at 20°C, which is used as the reference (marked by *).

D.2 Model-Based Cell Diagnosis

D.2.1 Performance-Sensitive Model Parameters

To accurately interpret parameter estimates and their evolution with aging, it is essential to grasp
how these parameters affect cell performance. Furthermore, it helps to develop a meaningful pa-
rameterization strategy in the first place. For instance, concurrently estimating model parameters
that affect the same feature in the experimental data is problematic. If parameters are closely
intertwined, both the absolute parameter estimates and their trend along aging may be distorted,
potentially leading to false narratives in their interpretation. To truly add value to the analysis
of experimental data through model-based cell diagnostics, this kind of uncontrolled interdepen-
dence between the model parameters should be avoided during parameterization. A thorough
understanding of the effects of individual model parameters on the cell behavior helps with this.

The following analysis showcases two active material-related parameters, four transport-related
parameters, and four kinetics-related parameters, including the effect of the SEI. The parameters
are varied individually, i.e., all other model parameters are kept constant, and the actual parameter
variations are defined individually for each parameter to reflect realistic parameter ranges. The
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medium values correspond to the estimated parameter values for the reference formation F@C/10
at 20°C directly after formation, i.e., cycle 0 in Table D.2. The discharge simulations comprise
C-rates of C/10, 1C, and 2C.

A variation of the maximum lithium concentration scales the lithium storage capability of the
active material, effectively scaling the capacity of the whole electrode. In a real cell, changes
in this parameter may result from variations in the actual active material volume fraction com-
pared to the intended electrode formulation. Another significant factor is loss of active material,
which affects the amount of material that remains electrically connected and in contact with the
electrolyte phase.

(a) (b)

Figure D.9: Simulated discharge curves at C/10, 1C, and 2C for a ±10% variation of the maximum lithium concentration
in (a) anode and (b) cathode active material. To maintain the same cell voltage at the beginning of discharge,
the initial lithiation degree of the active materials is kept constant. The solid line represents the simulation
of the parameterized reference cell F@C/10 at cycle 0.

Figure D.9a and Figure D.9b depict the effect of the maximum lithium concentration in the anode
and cathode active material particles, respectively. For the sake of better comparability, the initial
lithiation degree at the beginning of discharge, and thus the initial cell voltage, are kept constant.
It can be seen that an increase in this parameter for either the anode or the cathode has only a
small effect on the C/10 discharge capacity. This is related to the rapid change of both half-cell
potentials toward the end of discharge, which shifts the limitation from one electrode to the other
with a minimal impact on the discharge capacity. However, the effect on the cell voltage is more
pronounced for a variation of the maximum lithium concentration of the cathode active material.
A decrease of either of the two parameters results in an almost proportional decrease of the C/10
discharge capacity. In contrast, the 1C and 2C discharge capacity are primarily affected by the
cathode. An improvement on the anode side has almost no effect on the discharge capacity and
cell voltage. For 2C discharge, a 10% deterioration has no substantial effect on the discharge
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capacity, though a decrease of the cell voltage can be observed. In contrast, both a deterioration
and an improvement on the cathode side have a notable effect on the end of discharge and the
cell voltage. Overall, an unambiguous determination of these parameters is possible due to their
unique effect on the C/10 discharge capacity and the corresponding half-cell potentials.

(a) (b)

(c) (d)

Figure D.10: Simulated discharge curves at C/10, 1C, and 2C for a ±20% variation of (a) anode tortuosity, (b) cathode
tortuosity, (c) anode solid diffusion coefficient, and (d) cathode solid diffusion coefficient. The solid line
represents the simulation of the parameterized reference cell F@C/10 at cycle 0.

Figure D.10a and Figure D.10b show the effect of the anode and cathode tortuosity, respectively.
It can be seen that the ±20% variations of these parameters have no notable effect on the C/10
discharge behavior, but they have a notable effect on 2C discharge. This can be explained with
increasing concentration gradients in the electrolyte phase at high C-rates. A higher tortuosity
effectively elongates transport pathways in the electrolyte phase. This intensifies concentration
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gradients and causes a less uniform electrode utilization. The parameter variation further shows
that the effect of the cathode tortuosity on the 2C discharge behavior is more pronounced than
the effect of the anode tortuosity. This can be attributed to the lithium-ion depletion in the
cathode electrolyte phase during fast discharge. Low lithium-ion concentrations in the cathode
electrolyte phase are more critical in terms of overpotentials than high concentrations in the
anode electrolyte phase. Furthermore, the positive effect of an improved anode tortuosity on the
discharge capacity is limited by the sharp drop of the cathode half-cell potential toward the end
of discharge. Nonetheless, a higher cell voltage during 1C and 2C discharge still illustrates the
effect of this parameter.

Figure D.10c and Figure D.10d show the effect of the ±20% variations of the anode and cathode
solid diffusion coefficients, respectively. The anode solid diffusion has a small influence on the
1C and 2C discharge behavior. Compared to the anode tortuosity, the effect is smaller in terms of
the overpotential during discharge and the final discharge capacity. Nonetheless, the qualitative
effect on the discharge curves seems similar, which prevents the estimation of both parameters.
Overall, a change in the anode tortuosity due to cell formation and cycling is deemed more likely
due to the expected effect of the SEI on the microstructure of the anode.

While the effect of the cathode solid diffusion may initially appear similar to that of cathode
tortuosity, closer examination reveals distinct differences. The cathode solid diffusion has a sig-
nificant effect on 1C and 2C discharge, with a subtle effect also on C/10 discharge. Expanding on
this, the cathode tortuosity does not markedly influence the 1C discharge capacity, but it signif-
icantly affects the 2C discharge capacity. This highlights the unique role of each parameter and
underscores the intricate interplay between transport in the electrolyte and solid phase. During
the discussion of the half-cell data in Figure 5.3 for the shallow formation F@C/23.7V versus
the reference formation F@C/10, changes in transport processes in the anode and cathode were
expected. When combined with this sensitivity analysis, it is evident that merely enhancing the
cathode tortuosity could not capture the observed changes in the experimental data as not only
2C discharge but also 1C discharge show an improvement. Similarly, the sole improvement of
the cathode solid diffusion is unlikely as the absolute improvement of the 2C discharge capacity
exceeds the improvement at 1C. For this reason, the joint optimization of cathode solid diffu-
sion and cathode tortuosity seems necessary. Given the different effects of these parameters on
the 1C and 2C discharge curves, a joint parameter identification without substantial parameter
correlation appears feasible.

Importantly, an estimate of the cathode solid diffusion coefficient derived from a C/10 discharge
curve can only serve as an initial reference for subsequent optimization based on 1C and 2C
discharge data. Considering the dependence of the solid diffusion coefficient on the lithiation
degree and its substantial deterioration at high lithiation degrees, extracting this parameter from
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the end of a C/10 discharge can introduce a significant bias [247]. This is especially relevant
when using it as an effective parameter for the entire range of operation, as done in this work.

Besides parameter identifiability, the question arises if changes in anode tortuosity, cathode tor-
tuosity, and cathode solid diffusion are physically sound and backed by observations in literature.
As discussed in Chapter 5, changes in the anode tortuosity are expected due to cell formation, i.e.,
initial SEI growth, and due to changes in SEI structure and composition during aging. The sur-
face film on the cathode side is generally assumed to be much thinner. Thus, only small changes
in this parameter due to formation would be anticipated. Changes in tortuosity or electrode mi-
crostructure due to mechanical degradation would be expected on longer timescales [46, 47].
However, cross-talk between the anode and cathode is possible, such as the diffusion of side-
reaction products from the anode to the cathode and vice versa [240]. The apparent cathode solid
diffusion coefficient depends on the species at the particle surface and at the highly reactive grain
boundaries [48], which are crucial for fast diffusion into the depth of a polycrystalline active
material particle before changing to the comparably slow bulk diffusion [256].

Figure D.11a depicts the effect of the SEI thickness on the discharge behavior, comparing 50 nm
and 150 nm to the initial parameter estimate of 80 nm. Importantly, the SEI thickness decreases
the electrolyte volume fraction. For simplicity, the tortuosity is kept constant, considering that
porosity changes usually correlate non-linearly with tortuosity [37]. It can be seen that the SEI
thickness has a notable effect on C/10 discharge, but only a small effect at higher C-rates. Due
to the assumed SEI growth reaction, the SEI thickness is directly linked to the loss of lithium
inventory and does not cause a notable change in the anode porosity. Even for an SEI thickness
of 150 nm, the SEI-free pore volume is only reduced by about 8%. As such, this parameter has
more resemblance to cmax,a than to the anode tortuosity τa and can be best identified from the
capacity loss during formation or, for its update along aging, from C/10 discharge. Nonetheless,
the assumed SEI growth reaction of ethylene carbonate to lithium carbonate is a strong simplifi-
cation of the multi-component nature of both the electrolyte and the SEI. If more information on
the electrode porosity after SEI formation or detailed information on the SEI composition were
available, the SEI thickness could have a stronger effect on electrolyte-level transport.

Figure D.11b shows a variation of the ionic conductivity of the SEI by a factor of 0.2 and 5, re-
spectively. This parameter clearly does not affect the discharge behavior. In impedance data, this
parameter also has a comparably small effect. This highlights again that the ionic conductivity
of the SEI does not seem to be performance-limiting for the investigated cell design and chem-
istry, as already discussed in Chapter 4. In contrast, the surface site density of the SEI, which
captures anode reaction kinetics, influences the cell voltage at elevated C-rates, as illustrated in
Figure D.11c. However, a substantial 5-fold decrease is required to reveal this effect. Given the
prominent effect of this parameter on the anode half-cell impedance, it can be estimated from
EIS data, thereby preventing a direct correlation with the anode tortuosity.
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Figure D.11d displays a variation of the cathode reaction rate constant by ±50%. Similar to
anode reaction kinetics, this parameter demonstrates a small effect on the cell voltage at elevated
C-rates. It can be estimated from the cathode half-cell impedance data.

(a) (b)

(c) (d)

Figure D.11: Simulated discharge curves at C/10, 1C, and 2C for a variation of (a) SEI thickness to 50 nm and 150 nm,
(b) SEI ionic conductivity by a factor of 0.2 and 5, (c) surface site density of the SEI, which captures anode
reaction kinetics, by a factor of 0.2 and 5, and (d) cathode reaction rate constant by ±50%. The solid line
represents the simulation of the parameterized reference cell F@C/10 at cycle 0.
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D.2.2 Parameterization Quality

(a) (b)

(c) (d)

Figure D.12: Comparison of experimental data (solid lines) and simulations (dashed lines) of F@C/10 at 20°C after the
initial cell state estimation. (a) Full-cell and (c) half-cell discharge curves at C-rates of C/10, 1C, and 2C.
(b) Full-cell and (d) half-cell impedance spectra at 3.7 V. Five frequencies are highlighted with red markers:
1 kHz (□), 100 Hz (∆), 10 Hz (◦), 1 Hz (∇), and 0.1 Hz (×).
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(a) (b)

(c) (d)

Figure D.13: Comparison of experimental data (solid lines) and simulations (dashed lines) of F@C/2 at 20°C after the
initial cell state estimation. (a) Full-cell and (c) half-cell discharge curves at C-rates of C/10, 1C, and 2C.
(b) Full-cell and (d) half-cell impedance spectra at 3.7 V. Five frequencies are highlighted with red markers:
1 kHz (□), 100 Hz (∆), 10 Hz (◦), 1 Hz (∇), and 0.1 Hz (×).
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(a) (b)

(c) (d)

Figure D.14: Comparison of experimental data (solid lines) and simulations (dashed lines) of F@C/23.7V at 20°C after
the initial cell state estimation. (a) Full-cell and (c) half-cell discharge curves at C-rates of C/10, 1C, and
2C. (b) Full-cell and (d) half-cell impedance spectra at 3.7 V. Five frequencies are highlighted with red
markers: 1 kHz (□), 100 Hz (∆), 10 Hz (◦), 1 Hz (∇), and 0.1 Hz (×).

Figure D.14 compares the experimental data of F@C/23.7V at 20°C with the simulation results
after the model parameterization. The anode and cathode half-cell discharge curves and the anode
impedance response can be accurately described. The shape of the cathode half-cell impedance
spectrum is also reproduced successfully, but there is a discrepancy in the magnitude of the
impedance values. This could be due to the simplified modeling of the cathode side. As shown
in Chapter 4, the ionic conductivity of the SEI has almost no effect on the discharge performance,
even for a five-fold reduction compared to the parameterized value. Nonetheless, it can change
the onset of the impedance response. For this reason, an extension of the employed model by
a cathode surface film could potentially solve the poor representation of the cathode half-cell,

177



D Supporting Information for Cell Formation Study

and thus, also the full-cell impedance. However, even without a model adjustment, this indi-
cates that the interfacial properties of the cathode active material particles may have changed for
F@C/23.7V at 20°C.

D.3 Tables

Table D.1: Measurement parameters for cell formation, characterization, and cycling. C-rates are defined based on the
theoretical capacity of the cathode. The cell characterization and aging procedure alternate up to a total of
100 cycles, ending with a final cell characterization. For simplicity, this cycle count omits all cycles from the
cell characterization procedure.

Procedure Parameter Value

General Temperature after formation 20 °C
CV step current cutoff C/20
Cutoff voltages 2.9 V, 4.2 V
Rest times 1 min / 10 min after charge/discharge

Initial rest time 12 h
Cell formation 2 cycles (charge with CV step)
Capacity test C/10 (charge/discharge with CV step)
Cell characterization Voltage adjustment 3.7 V, 1C charge with CV step

Rest time 2 h
Current pulse 1C charge for 1 s
Rest time 2 h
Current pulse 1C discharge for 1 s
Rest time 2 h
EIS see Table C.6
Voltage adjustment 2.9 V, 1C CC-CV discharge
Symmetric C-rate test 1× C/10 CC-CV charge/discharge
Symmetric C-rate test 2× [1C, 2C, 3C, 4C, 5C] CC-CV

charge/discharge
Cell aging 50 cycles 2C (charge with CV step)
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Table D.2: Parameter estimates for all three formation procedures at 20°C along aging. Parameter values that are given
for only one cycle are kept constant for all other cycles. The changes in the initial lithium concentration in
the anode active material along aging are directly related to the estimated SEI thicknesses.

Formation: F@C/10 F@C/2 F@C/23.7V
Parameters Cycle: 0 50 100 0 50 100 0 50 100

σs,a / Sm−1 136 - - - - - - - -
σs,c / Sm−1 0.07 - - - - - - - -
c0,a / molm−3 19,514 19,049 18,893 19,595 18,156 18,151 21,170 19,419 19,086
c0,c / molm−3 738 - - 741 - - 907 - -
cmax,a / molm−3 20,985 - - 21,292 - - 22,348 - -
cmax,c / molm−3 19,578 - - 19,849 - - 21,721 - -
dSEI / nm 80.4 106.15 114.8 92.9 172.6 172.9 64.0 161.1 179.5
Ds,c / 10−15 m2 s−1 2.67 3.30 3.33 2.58 2.63 2.75 3.02 2.63 2.50
τa / - 14.63 13.79 13.72 14.82 12.41 11.82 11.61 9.84 10.35
τc / - 4.70 4.09 4.03 4.87 4.37 4.10 3.86 3.40 3.16
κSEI / µSm−1 0.28 0.49 0.58 0.49 0.66 0.59 0.24 0.63 0.93
ΓSEI / µmolm−2 15.35 33.62 55.45 14.44 34.64 47.72 13.75 38.28 54.74
CDL,sSEI / Fm−2 0.66 2.28 4.04 0.88 1.82 3.47 0.72 2.33 6.47
CDL,SEIe / Fm−2 0.99 2.26 2.90 1.20 1.90 2.25 0.82 2.30 3.26
CDL,c / Fm−2 0.28 0.43 0.53 0.32 0.33 0.41 0.32 0.36 0.39
k0,c / 10−9 ms−1 1.17 0.93 0.87 1.49 0.93 0.85 1.55 1.08 0.96
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