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Disclaimer

Data analyses in high-energy physics such as the measurement presented in this doctoral
thesis are a collaborative effort. The SuperKEKB particle accelerator which provides the
particle beams essential for all studies at Belle II was built and is operated and maintained
by the SuperKEKB accelerator group. The Belle II detector was built and is maintained
and operated by the Belle II collaboration. The Belle II collaboration also creates the
simulated and recorded datasets and maintains the computing infrastructure necessary to
process them. The software environment necessary for studies with Belle II data plays an
important role and was created and is maintained by the collaboration. The author of this
thesis has been a part of the Belle II collaboration since 2018 and performed all studies
detailed in this thesis except for the following:

• The development of the MadGraph5_aMC@NLO model used for the generation of
the signal samples as described in Section 5.1

• The theoretical prediction of the cross sections and branching fractions of the signal
process used throughout the thesis

• The determination of correction factors and the associated systematic uncertainties
for:

– Particle identification as described in Section 9.1

– The efficiency correction for long-lived particles and prompt tracks as described
in Sections 9.2 and 9.3

– The derivation of the track monumentum scale factors in Section 9.4

– The luminosity measurement and the associated uncertainty as described in
Section 9.7

This thesis incorporates the use of Artificial Intelligence (AI) tools to help with gram-
matical or stylistic improvement of text, and program code creation.

Grammarly∗ is utilised throughout the thesis for spell and grammar checks, as well as
for paraphrasing individual, selected sentences to improve clarity and precision in academic
writing. I have approved all suggested changes.

ChatGPT† is used to aid the development of C++ and Python code, in particular code
restructuring and optimisation that do not constitute the core scientific work of this thesis.
I have approved and tested all suggestions to provide robust and reliable results.

∗Grammarly: An AI writing assistant. See https://app.grammarly.com/ (Access Date: 2024-09-13).
†ChatGPT: A virtual AI assistant based on large language models. See https://openai.com/chatgpt/

(Access Date: 2024-09-13).

https://app.grammarly.com/
https://openai.com/chatgpt/
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Chapter 1

Introduction

One of the biggest topics in modern particle physics is the hunt for unravelling the nature
of dark matter (DM). Already in 1933, Fritz Zwicky proposed the concept of DM in
studies of the Coma Cluster of galaxies [1, 2]. About 50 years later, in 1980, Vera Rubin
and her collaborators found that the visible baryonic matter is not the only constituent of
the universe by looking at the rotation curves of multiple galaxies [3]. Both observations
showed that there has to be another contribution from invisible matter, so-called DM.
As we know today, this DM is not covered in the Standard Model of particle physics
(SM) [4–11], the commonly used theory to describe the interactions between fundamental
particles in nature.

While many further measurements verified the existence of DM and the Planck
collaboration observed that DM contributes with approximately 84% to the total matter
density in the universe [12], up to today, about 90 years after Zwicky introduced the idea of
DM, it is still unknown what it is made of. This includes the lack of knowledge if and how
DM interacts with the constituents of the SM. Theorists developed a variety of models
describing potential DM candidates, like weakly interactive massive particles (WIMPs),
axions, and sterile neutrinos, just to name a few of them. None of them could yet be verified
or fully ruled out by experimental collaborations. In addition, many models do not only
predict DM alone, but additional mediator particles, forming a whole new dark sector.

If the DM interacts in some way non-gravitationally with the SM it can be produced
directly at collider experiments like Belle II. Here the strength of the interaction has to
be large enough to produce DM with a rate sufficient to be detected. In this thesis, I
describe the search for a dark Higgs boson produced in association with inelastic DM, a
model that contains two portals between the SM and the dark sector [13]. The interactions
with the SM are realised by the mixing of a dark photon and the dark Higgs boson with
their respective SM counterparts. While individual constraints on inelastic DM, the
dark photon, and dark Higgs bosons exist, I present the first search for the combination of
all three, making this search far more sensitive than the individual searches. The seven
independent parameters of the model are causing this to be the first search within Belle II
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covering such a highly dimensional model parameter space. The model is of interest as it is
consistent with both cosmological observations and with results from direct and indirect
DM detection. At Belle II, the described model can manifest itself in a signature of
up to two displaced vertices and additional missing energy. The very clean experimental
environment of Belle II is an ideal place to search for such signatures.

A detailed introduction to the model and the signature within Belle II will be given in
Chapter 2. Chapter 3 describes the experimental setup used for collecting the data that I
analyse in this work. The analysis strategy is outlined in Chapter 4 and the datasets used
during the development of the analysis are described in Chapter 5. In Chapter 6 I describe
the reconstruction and the selection requirements used to distinguish the signal process
of interest from SM background processes, together with the optimisation of the latter.
Chapter 7 deals with the signal efficiency and in Chapter 8 I explain how the signal and
SM background are paremetrized. The systematic uncertainties that are considered in this
analysis are presented in Chapter 9. Possible discrepancies between the measured data and
simulations are studied and discussed in Chapter 10. I explain the signal extraction and
the statistical treatment of the results in Chapter 11. The results obtained with the data
collected by the Belle II experiment between 2019 and 2022 are shown in Chapter 12. A
conclusive summary and an outlook on future prospects are given in Chapter 13.



Chapter 2

Theoretical Foundations

In this chapter, I briefly explain the theoretical foundations behind dark Higgs bosons
and inelastic DM, as well as the involved dark photon. This includes a discussion about
constraints arising from observations of the DM relic density and the cosmic microwave
background (CMB). Furthermore, I give an overview of existing limits in the model parameter
region that is of interest in this thesis. Finally, I introduce the signature observable in
Belle II that is used in this work for the search for dark Higgs bosons produced in association
with inelastic DM.

2.1 The Dark Photon

To be able to produce DM in a collider experiment, the dark sector has to interact in some
way non-gravitationally with the "visible" particles of the SM. There are many possibilities,
so-called portals, how such an interaction could be realised in nature. One portal from the
SM to the dark sector could be given by a new gauge boson that kinetically mixes with the
SM photon. This new gauge boson is called dark photon A′ and can be either massless or
massive. A detailed description of the two cases is given in [14]. The new gauge boson can,
as done in [13, 15], be introduced via extending the SM with an additional U(1)X gauge
group. The most general Lagrangian describing both the new U(1)X and the SM U(1)Y

gauge group can be written as

L = LSM − 1

4
X̂µνX̂

µν − ϵ

2 cos θW
X̂µνB̂

µν , (2.1)

where X̂µν and B̂µν are the (non-diagonalised) field strength tensors of the U(1)X and
U(1)Y gauge group, respectively, and ϵ being the coupling strength normalised by the cosine
of the Weinberg angle θW. The SM Lagrangian contains

LSM ⊂ −1

4

(
BµνB

µν +W a
µνW

aµν) , (2.2)

with the additional field strength tensor of the SU(2)L gauge group Wµν .

3



4 2.2. The Dark Higgs Boson

As I am looking into the case where the dark photon is massive, an additional mechanism
is needed to give mass to the dark photon. This can be realised either via the Stueckelberg
mechanism [16], or similar to the SM via a dark Higgs mechanism with an additional scalar
field, that will be described in Section 2.2. In the latter case Eq. (2.1) is expanded by
additional terms from covariant derivatives of the scalar Lagrangian, which are up to linear
order in the Higgs fields given by

Lϕ ⊂ 1

2
m2
Ẑ

(
1 +

2ĥ

νH

)
ẐµẐ

µ +
1

2
m2
X̂

(
1 +

2ĥ′

νϕ

)
X̂µX̂

µ, (2.3)

with Ẑµ = Ŵ 3
µ , the flavour eigenstates of the Higgs and dark Higgs field, ĥ and ĥ′, and

their corresponding vacuum expectation values acquired by symmetry breaking, νH and νϕ,
respectively. The diagonalisation is given byẐµB̂µ

X̂µ

 =

 cos θW sin θW −ϵ sin θW
− sin θW cos θW −ϵ cos θW
ϵ tan θW 0 1


ZµAµ
A′
µ

 , (2.4)

with the mass eigenstates Zµ being the Z boson, Aµ the SM photon, and A′
µ the dark

photon.

2.2 The Dark Higgs Boson

As already introduced in Section 2.1 to give mass to the dark photon, and explained in
detail in [17], a dark Higgs field ϕ, that is a complex scalar field that is a singlet under the
SM gauge group and carries charge under a new U(1)X gauge group, is introduced as an
additional extension to the SM. The Lagrangian describing this field is in leading order of
ϵ given by

Lϕ =
[(
∂µ + igXqϕA

′µ
)
ϕ
]† [(

∂µ + igXqϕA
′
µ

)
ϕ
]
− V (ϕ,H), (2.5)

where A′ describes the dark photon, gX the U(1)X gauge coupling, qϕ the charge of the
dark Higgs field, and H the SM Higgs field. Similar to the SM Higgs field, the dark Higgs
field acquires a vacuum expectation value νϕ due to spontaneous symmetry breaking, giving
mass to the gauge boson A′. The mass of the gauge boson is then given by

m(A′) = gXqϕνϕ. (2.6)

The resulting physical dark Higgs boson is denoted as h′.

The h′ can decay either in SM or DM particles depending on the masses of the involved
particles. One can realise the decay into SM particles via Higgs mixing. The potential
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before symmetry breaking contains the term

V (ϕ,H) ⊂ λϕH |H|2|ϕ|2. (2.7)

After symmetry breaking the fields can be expressed via

ϕ =
νϕ + ĥ′
√
2

, (2.8)

H =

(
0

νh+ĥ√
2

)
, (2.9)

with ĥ and ĥ′ being the SM and dark Higgs flavour eigenstate (denoted by hats), respectively,
and νh being the vacuum expectation value of the SM Higgs field. The mixing between
the mass eigenstates is described by(

ĥ

ĥ′

)
=

(
cos θ sin θ

− sin θ cos θ

)(
h

h′

)
, (2.10)

with the mixing angle θ which is under the assumption θ ≪ 1 given by

θ ≈
λϕHνϕνh

m(h′)2 +m(h)2
. (2.11)

This mixing implies that the h′ has the same decay modes as the SM Higgs boson, but the
partial decay widths are suppressed by a factor of sin2 θ. Together with the mixing angle θ,
the mass m(h′) is needed to fully describe the dark Higgs boson.

The partial decay widths and the resulting branching fractions of the dark Higgs decays
considered in this thesis are calculated and extensively discussed in [18]. The h′ widths and
branching fractions relevant in this thesis are shown in Fig. 2.1.

2.3 Inelastic Dark Matter

As of today, it is still unknown what DM consists of. One candidate is a stable Majorana
fermion χ1, as it is described in [13, 15]. The stable χ1 can be excited to a state χ2 via the
absorption of a massive dark photon, that is described in Section 2.1. This is then called
inelastic DM.

One can realise the inelastic DM by introducing, in addition to the additional spon-
taneously broken U(1)X symmetry and the scalar ϕ from Section 2.2, a Dirac fermion ψ.
The corresponding Lagrangian of the Dirac fermion is then given by

Lψ = iψ̄ /Dψ −mDψ̄ψ − fϕψ̄cψ + h.c., (2.12)

where mD is the mass of the Dirac fermion, Dµ = ∂µ − igXX̂µ the covariant derivative of
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)(

Ge
V/

c2 ) h′ +

h′
h′ +

h′ KK
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(h
′
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h′
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Figure 2.1: Partial decay widths of the dark Higgs boson (left) and branching fractions
(right), taken from [18]. The solid lines show the theory predictions for the h′ → µ+µ−

(cyan), h′ → π+π− (orange), and h′ → K+K− (light green) final state. The dashed lines
show the corresponding widths/branching fractions including also the neutral hadrons.
Above m(h′) > 2GeV/c2 no predictions for the h′ → π+π− and h′ → K+K− final state
are available. While the branching fractions are independent of θ, for the calculation of the
widths sin2 θ is set to unity.

the U(1)X symmetry with the coupling constant gX, and f being the coupling between
DM and the scalar. To write this Lagrangian, the charges under the U(1)X symmetry of
the Dirac fermion ψ and the scalar ϕ are chosen as 1 and 2, respectively. Note that in
principle the charges can be chosen arbitrarily, as only the ratio between the charges is
important. As described above, symmetry breaking causes the scalar field to acquire a
vacuum expectation value νϕ (see Eq. (2.8)), additionally ψ splits into two Majorana mass
eigenstates:

χ1 =
ψ − ψc√

2
, (2.13)

χ2 =
ψ + ψc√

2
. (2.14)

This leads to the Lagrangian being written as

L =
1

2

(
iχ1/∂χ1 + iχ2/∂χ2 −m(χ1)χ1χ1 −m(χ2)χ2χ2

)
+
i

2
gXX̂µ (χ2γ

µχ1 − χ1γ
µχ2) +

f

2
ĥ′ (χ1χ1 − χ2χ2)

, (2.15)

where the mass of the DM states is given by

m(χ1) = mD − fνϕ, (2.16)

m(χ2) = mD + fνϕ. (2.17)

From the Lagrangian in Eq. (2.15) one can directly see that only off-diagonal terms couple



Chapter 2. Theoretical Foundations 7

to the dark photon, resulting in the fact that besides the decay into SM only A′ → χ1χ2

is allowed by the model. Furthermore, the χ2 is always heavier than the χ1. As already
stated earlier, the transition between the DM states happens via a massive dark photon.

2.4 The Model

Combining the ingredients described in Sections 2.1 to 2.3, leads to a model that contains
two independent portals between the dark and the visible sector. This is usually called a
two-mediator model. The transition between the dark and visible part can either happen
via the kinetic mixing of the dark photon with the SM photon, or via the mixing of the
dark and the SM Higgs boson. Such a model has a rather rich phenomenology.

Seven independent model parameters are needed to fully describe the model. The dark
photon is described by the massm(A′) and the kinetic mixing parameter ϵ. Hereby, ϵ controls
both the production rate of the A′ and its decay rate into SM particles. Consequently, ϵ
controls additionally the lifetime of dark sector particles that decay into SM products via
a dark photon. Similar to the dark photon, the dark Higgs boson is characterised by its
mass m(h′) and the mixing angle θ. Again the mixing controls both the production rate in
SM interactions and the lifetime of the h′, as the decay width scales with sin2 θ. Lastly, the
dark matter fermions are described by the mass m(χ1) of the ground state χ1, the coupling
to the dark photon defined as αD = g2X/4π, and the mass splitting ∆m between the χ1 and
χ2. This mass splitting directly controls the coupling between the dark matter fermions
and the dark Higgs, as when using Eqs. (2.6), (2.16) and (2.17) the coupling f is given by

f =
∆mgX
m(A′)

(2.18)

There are several constraints on the model parameters from both the DM relic abundance
and observations of the CMB, that are discussed in detail in [13]. In order to be able to
observe dark matter at collider experiments, the mixing parameters θ or ϵ have to be large
enough to allow for a sizeable production. Such values cause a very large DM abundance
in the early universe. Consequently, there has to be a mechanism that reduces the DM
abundance at least to the size observed today. A possible scenario, that is discussed in [13],
is given by DM annihilation. All possible annihilation channels, could in principle decay
into SM particles and therefore alter the CMB. The precise observations from the CMB
constrain the dark matter mass to be greater than 10GeV/c2 when considering a thermal
dark matter annihilation cross section [19]. As this is a scenario, not realisable within
Belle II, the constraint has to be evaded, to make light DM possible. The annihilation
channel χ1χ1 → A′A′ will be kinematically closed at late times in the universe, where the
DM carries a negligible amount of kinetic energy, if one requires

m(χ1) < m(A′). (2.19)
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Additionally, the production of a DM bound state via the radiation of a h′, χ1χ1 → h′(χ1χ1),
is also kinematically closed at late times if the mass of the h′ is larger than the binding
energy, so

1

4
α2
fm(χ1) < m(h′) (2.20)

[20], with αf = f2/4π. The annihilation rate via χ1χ1 → SMSM scales with αfy
2
SMθ

2,
which is very small and can therefore be neglected. This leaves only the channels χ1χ2 →
A′ → SMSM and χ1χ1 → h′h′. In order to reconstruct the decay products of the χ2 decay
in Belle II the mass splitting ∆m, has to be sizeable. This causes the χ1χ2 → A′ → SMSM

channel to be suppressed, due to a suppressed abundance of χ2. The remaining channel
dominantly setting the annihilation cross section, χ1χ1 → h′h′, can only be realised at late
times if

m(h′) ≲ m(χ1) (2.21)

holds. Combining Eqs. (2.19) to (2.21) leads to a mass hierarchy that is crucial for the
choice of model parameter configurations made in this thesis.

While there are constraints from direct detection experiments, they are not overly
relevant for the inelastic DM model. The interaction of the DM (χ1) with the target
material can only be realised via the dark Higgs or dark photon mixing. The former is
considered to be negligible due to the size of the involved couplings. As on tree-level,
Eq. (2.15) allows the χ1 only to interact with an A′ via the production of a χ2. At late
times, the kinetic energy of the χ1 is insufficient to overcome the mass splitting for mass
splittings ∆m ≥ 10−6m(χ1) and therefore the inelastic scattering is forbidden. As discussed
in [21], contributions from loop-induced elastic scattering are suppressed.

2.5 Existing Limits

As done extensively in [13, 15, 17], in this section, I will briefly discuss existing limits on
the model parameters of the inelastic DM with a dark Higgs boson model.

In the scenario I cover in this thesis, the dark Higgs is the lightest dark sector state
and therefore decays fully visible. Consequently, all searches for a scalar that mixes with
the SM Higgs provide limits on the dark Higgs parameters I am looking for. Searching for
the process K± → π±h′(→ inv), NA62 [22, 23] and E949 [24] excluded in the mass range
m(h′) < 250MeV/c2 mixing angles down to θ ≈ 10−4. The MicroBooNE experiment [25]
used a similar process but with the h′ decaying visibly into electrons and muons and
excluded mixings down to 4× 10−4 in the mass range below m(h′) < 275MeV/c2. Looking
for a dark Higgs boson in the process B → K(∗)h′, with the h′ decaying into multiple final
states, Belle II was able to exclude mixings down to about 10−3 for the mass range relevant
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Figure 2.2: Existing constraints on the existence of a dark scalar in the plane of the dark
Higgs mass m(h′) and the sine of the mixing angle θ. The existing limits from Belle II,
LHCb, CMS, CHARM, and MicroBooNE correspond to 95% CL, while KTeV, E949, PS191,
NA62, BABAR, and L3 correspond to 90% CL. Constraints coloured in grey with a dashed
outline are reinterpretations not performed by the experimental collaborations. Adapted
from [17].

in [26]. Similarly, LHCb [27, 28] and CMS [29] also looked into b → s transitions (only
covering the muon final state) and were able to exclude for most dark Higgs masses a slightly
larger parameter space compared to the search from Belle II. All of these limits are shown in
Fig. 2.2. Additionally, reinterpretations of results from CHARM [30], KTeV [31], PS191 [32],
BABAR [33], and L3 [34] are presented there. All these constraints apply without any
assumptions on the parameters constraining inelastic DM or the dark photon.

Constraints from generic dark photon searches do in general not apply for the presented
scenario, as the A′ neither decays fully visibly nor fully invisibly.

Parts of the inelastic DM parameter space are excluded by reinterpretations of results
from CHARM [35] and NuCal [36, 37] that have been performed in [38]. Furthermore, rein-
terpretations of BaBar results [39] performed in [15] exclude further parts of the parameter
space. These reinterpretations are shown in Fig. 2.3 for two example model parameter
configurations. Note that these reinterpretations have been done only for some model
parameter configurations covered in this thesis.

2.6 Signature in Belle II

The described model can manifest itself in many signatures within Belle II. As it gives
access to all properties of the model, the process of interest in this thesis is given by
e+e− → h′(→ x+x−)χ1χ2(→ χ1x

+x−). Fig. 2.4 shows the corresponding Feynman diagram
of the process. Here the dark photon is used as the mediator in the production of the DM
via its kinetic mixing.
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Figure 2.3: Existing constraints on inelastic DM in the plane of the DM mass m(χ1)
and the dimensionless variable y = ϵ2αD(m(χ1)/m(A′))4 based on reinterpretations. The
reinterpretations of the BaBar results [39] are taken from [15], while the ones reinterpreting
results from CHARM [35] and NuCal [36, 37] are taken from [38]. The mass splitting between
the χ1 and χ2 is set to ∆m = 0.4m(χ1) (left) and ∆m = 0.2m(χ1) (right). The two other
parameters affecting these reinterpretations are set to αD = 0.1 and m(A′) = 3m(χ1).
Reinterpretations for more model parameter configurations can be found in the references
above.

Figure 2.4: Left: Feynman graph of the dark Higgs produced in e+e− collisions in
association with inelastic DM process including all final states within the kinematic
threshold of Belle II. All particles in the final state that are not considered in this thesis are
shown in brackets. Right: Signature of the process in the Belle II detector (see Section 3.2).
The sketch shows the x− y-plane. Plots adapted from [13].
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The initial A′ that is created in the process e+e− → h′A′ can either be on- or off-
shell depending on the mass of both the A′ and h′. If the A′ is produced on-shell, the
e+e− → h′A′ resembles a two-body decay, where the four-momentum of the h′ and A′

can be calculated via the center-of-mass energy. The situation gets more complicated if
the dark photon cannot be produced on-shell. Then it is more convenient to express the
production as e+e− → h′χ1χ2 showing the three-body decay structure that results in way
more complicated kinematics.

The dark Higgs boson decays into a pair of SM particles via the mixing with the SM
Higgs boson. Within the center-of-mass energy constraint of Belle II, the allowed final
states in the decay h′ → x+x− are x = e, µ, π,K, τ . On the other side, the either on- or
off-shell dark photon decays into inelastic DM, A′ → χ1χ2. While the χ1 is stable, the χ2

decays into SM particles via the radiation of a dark photon. In this context, an additional
stable χ1 is produced. So the decay is given by χ2 → χ1x

+x− with x = e, µ, π,K, τ . The
kinematics of the additional pair of SM particles are mainly controlled by the mass splitting
between the χ1 and χ2, ∆m.

As Fig. 2.4 shows, the signature observable in the detector is given by two vertices, one
from the dark Higgs decay and the other from the decay of the χ2. Additionally, two stable
χ1 fermions, that do not interact with the detector, are produced, resulting in missing
energy during the event reconstruction. Depending on the size of the mixings θ and ϵ and
therefore the respective lifetime of the h′ and χ2, the two vertices can have a significant
displacement. While both vertices are reconstructed from a pair of charged particles, they
can be distinguished by their topology. The h′ is fully reconstructed when combining the
two particles, resulting in an alignment of the momentum and vertex vector. This is called a
pointing vertex. On the other hand, when reconstructing the χ2 out of two visible particles,
one obtains the correct vertex position, but the four-momentum of the χ2 can never be
correctly reconstructed due to the escaping χ1. This results in a misalignment between the
reconstructed momentum and vertex vector – a non-pointing vertex.





Chapter 3

The Belle II Experiment

In this chapter, I describe the experimental setup used to collect the data that is analysed
in this thesis. I give a brief overview of the SuperKEKB accelerator [40] and the Belle II
detector [41].

3.1 The SuperKEKB Accelerator

The SuperKEKB accelerator is located at the High Energy Accelerator Research Organi-
zation (KEK) in Tsukuba, Japan. It provides the electron and positron beams that are
collided within the Belle II experiment. Fig. 3.1 shows a schematic view of the accelerator
with its different components.

While the electrons are emitted from a photocathode, the positrons are obtained by
collisions of an electron beam with a tungsten target. The created bunches of electrons and
positrons are then accelerated in a linear accelerator up to their desired energy of 7GeV

for electrons and 4GeV for positrons. Afterwards, the electron bunches are injected into
the High-Energy Ring (HER) and the positrons into the Low-Energy Ring (LER). The
emittance of the positrons is damped in a damping ring beforehand. As all the acceleration
happens in the linear accelerator, electron and positron bunches can continuously be injected
into the storage rings. With one of the main physics focuses of the Belle II experiment
in mind, the study of B mesons, the energy of the beams is chosen to reach a center-of-
mass system (cms) energy of

√
s ≈ 10.58GeV in the collision. This energy allows for the

resonant production of Υ(4S) mesons, which decay predominantly into a pair of B mesons.
Nevertheless, the accelerator also runs on other beam energies to allow for studies of other
Υ resonances or even off-resonance for calibration purposes. The asymmetric beam energies
lead to a Lorentz boost of βγ = 0.28, boosting all produced particles in the direction of the
electron beam.

As at SuperKEKB, unlike for example at the Large Hadron Collider (LHC), elementary
particles collide, the knowledge about the exact energy in the collision is very powerful in
analysis looking at signatures with missing energies, like the one I present in this thesis.

13
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Figure 3.1: Schematic view on the SuperKEKB accelerator complex. Taken from [40].

To increase the amount of collected data, a large instantaneous luminosity is desirable.
SuperKEKB reaches this goal with the use of the nano-beam scheme, resulting in a planned
instantaneous luminosity of L = 6× 1035 cm−2s−1 [42]∗, which is about a factor 30 larger
than the instantaneous luminosity reached by its predecessor KEKB. While SuperKEKB
currently runs on a much smaller instantaneous luminosity, it was able to reach the world
record instantaneous luminosity of L = 4.71× 1034 cm−2s−1 in June 2022 [43].

3.2 The Belle II Detector

The Belle II detector is a general purpose 4π detector, arranged in a cylindrical way around
the Interaction Point (IP). It consists of several subdetectors, that are used to reconstruct
the particles produced in the e+e−-collisions. Each of these subdetectors serves a different
purpose targeting the reconstruction and identification of different particle types. Fig. 3.2
shows a schematic view of the detector with all the relevant subdetectors.

Due to the asymmetry in the beam energies, the particles created in the collision are
boosted in the forward direction, so in the direction of the electron beam. This asymmetry
is reflected in an asymmetric detector design, to reach a better angular acceptance in the
forward direction.

The Belle II coordinate system is defined with its origin at the nominal IP and the
z-axis pointing approximately in the direction of the electron beam. Furthermore, the
x-axis is defined horizontally pointing outward from the center of the storage ring and the
y-axis points vertically to the top. The polar angle θ is defined in the range from 0 to π,
where θ = 0 describes the forward direction. The azimuthal angle ϕ is defined from −π to
π in the transverse x-y plane and y = 0 being ϕ = 0.

∗The initial target luminosity of SuperKEKB was L = 8× 10
35

cm
−2

s
−1, which was updated to the

intermediate target of L = 6× 10
35

cm
−2

s
−1 after the start of the operation in 2019.
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Figure 3.2: Schematic view on the Belle II detector with all subdetectors marked. Taken
from [44].

In the following part, I give a short introduction to the several subdetectors. A detailed
description can be found in [41].

3.2.1 Tracking Detectors

The tracking system of Belle II consists of three subdetectors that aim to measure the
trajectory of charged particles and determine their momenta and vertex positions. This
is done via the ionisation of the detector material by the transversing charged particle.
The innermost part is covered by two vertex detectors, Pixel Detector (PXD) [45, 46] and
Silicon Vertex Detector (SVD) [47], which have a high spatial resolution to improve the
vertex resolution near the IP. This is followed by the Central Drift Chamber (CDC) [48,
49] which has less spatial resolution but due to its size provides a large lever arm for the
measurement of the particle momentum.

The energy depositions in the detector material, usually referred to as hits, are combined
by software algorithms to reconstruct the particle trajectories. These reconstructed charged
particle candidates are often called tracks as they are reconstructed by their trajectory
through the detector.

Pixel Detector Located directly outside of the beryllium beam pipe, which has a radius
of 10mm, the PXD is the detector closest to the IP. It is built from two pixelated silicon
layers located at radii of 1.4 cm and 2.2 cm. To reduce the material budget the pixels
are based on the Depleted Field Effect Transistor (DEPFET) technology, allowing for a
thickness of just 75µm. The pixel size ranges from 50µm× 55µm to 50µm× 85µm.

In the data-taking period where the data analysed in this thesis was taken, only a sixth
of the second PXD layer was installed.
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Silicon Vertex Detector The other vertex detector that consists of four additional
silicon layers is the SVD. The SVD is built from double-sided strip sensors, that are
arranged cylindrical around the beam pipe at radii of 3.9 cm, 8.0 cm, 10.4 cm, and 13.5 cm.
An angular acceptance of 17◦ < θ < 150◦ is covered by the SVD. This is possible without
increasing the number of layers, as the last three layers are slanted in the forward direction.

Central Drift Chamber The main tracking detector for measuring the particle mo-
mentum is the CDC, a gas-filled detector with a very low material budget to reduce the
impact of multiple scattering on the transversing particles. Wires arranged in 56 layers
around the beam axis in a radial range from 16.8 cm to 113 cm provide the long lever arm
necessary to precisely measure the momentum. Transversing charged particles ionise the
gas mixture, which is made up of 50% helium and 50% methane. The primary electrons
created by the ionisation are accelerated to the wires due to a strong electric field resulting
in an avalanche that is then detected at the wires. Three-dimensional information is gained
by axial layers that are arranged along the z-axis and stereo layers that are tilted. Like the
SVD, the CDC provides an angular acceptance of 17◦ < θ < 150◦.

3.2.2 Particle Identification Detectors

While all subdetectors in Belle II besides the PXD contribute to the identification of
the particle flavour, there are two that only serve this specific purpose: the Time-Of-
Propagation counter (TOP) and Aerogel Ring-Imaging Cherenkov detector (ARICH) [50].
These focus mainly on the separation of charged pions and kaons as the other subdetectors
are not well-suited to distinguish them.

Time-Of-Propagation Counter The TOP provides particle identification (PID)
information in the barrel part of the detector using the Cherenkov effect. 16 quartz
bars are arranged parallel to the z-axis around the IP. If a charged particle traverses
one of the bars it emits Cherenkov photons under an angle that depends on its velocity.
The Cherenkov photons are reflected within the quartz bar and collected at one side
of the bar with photomultiplier tubes (on the other side a mirror reflects the photons).
Measuring the time and position of the emitted photons allows for the reconstruction of
the characteristic Cherenkov angle, which can then be used with momentum information
provided by the tracking detectors to identify the particles. The TOP covers an angular
region of 31◦ < θ < 128◦.

Aerogel Ring-Imaging Cherenkov Detector Similar to the TOP, the ARICH uses
the Cherenkov effect for the identification of particles in the forward direction. It is a
proximity-focusing Ring-Imaging detector, consisting of two layers of aerogel that serve as a
radiator. The emitted Cherenkov photons create characteristic rings whose radii depend on
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the velocity of the transversing particle. These are detected using hybrid avalanche photon
detectors. The ARICH has an angular acceptance of 14◦ < θ < 30◦.

3.2.3 Electromagnetic Calorimeter

The measurement of the energy of the particles is done with the Electromagnetic Calorimeter
(ECL) [51]. This is especially relevant for neutral particles, explicitly photons and neutral
hadrons, that are not measured by the tracking and PID detectors.. While the reconstruction
of these particles is the main focus of the ECL, it also provides PID information for
separating electrons from muons or charged hadrons. Electrons and photons nearly deposit
their whole energy in the ECL, while for the other particle types often only a fraction is
deposited.

The ECL can be divided into three parts, the barrel and two endcaps in forward and
backward directions. In total it covers an angular acceptance of 12.4◦ < θ < 155.1◦ with
two small gaps between 31.4◦ < θ < 32.2◦ and 128.7◦ < θ < 130.7◦. The ECL consists
of 8736 thallium-doped caesium iodide crystals, which provide, with their length of 30 cm,
16.1 radiation lengths. Particles are measured via the electromagnetic shower they create
when hitting the ECL. The photons created in these showers are collected by photodiodes
at the back of each crystal. The measured energy depositions are clustered by a software
algorithm, creating so-called ECL clusters, that are later used in analyses to create particle
candidates.

3.2.4 K0
L and Muon Detector

The outermost sub-detector is the K0
L and muon detector (KLM). As the name suggests,

it serves to measure muons and long-lived neutral K0
L that passed all previous subdetectors.

The KLM consists of alternating layers of iron absorbers, that also serve as the magnetic
flux return for the solenoid, and active material. The active material consists of either
resistive plate chambers (RPCs) or scintillator strips coupled to silicon photomultipliers.
The latter are used in the two innermost layers of the barrel and the two endcaps, as the
dead time of the RPCs is too long to withstand the background rates in these detector
regions.

The total angular acceptance of the KLM is 18◦ < θ < 155◦. Due to its geometry, the
KLM can be divided into five regions: A barrel, forward, and backward region and two
overlap regions between the barrel and the endcaps.

3.2.5 Trigger System

SuperKEKB provides a bunch crossing rate of 250MHz, but not all of these bunch crossings
result in an actual collision of an e+e− pair. At the design luminosity of L = 6×1035 cm−2s−1

the e+e−cross section is dominated by Bhabha scattering (e+e− → e+e−(γ)), resulting
in a collision rate greater than 40 kHz. Due to bandwidth restrictions, the storable rate
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must not exceed 10 kHz. Therefore, the rate has to be reduced, which is done in two steps.
In the first step, a hardware-based trigger system, which is often referred to as Level 1
trigger (L1 trigger) is utilised. The L1 trigger reduces the rate to 30 kHz, the maximum
input rate of the software-based trigger named High Level Trigger (HLT). Both trigger
systems are designed with the aim of reducing the rate, e.g. rejecting most of the Bhabha
scattering, while keeping all events that might be interesting for physics analyses, mainly
focusing on e+e− → BB and low multiplicity events like e+e− → τ+τ−(γ). As the physics
program of Belle II is constantly extended, including for example dark sector analyses with
extraordinary signatures, like the one I present in this thesis, and as the requirements for
the trigger system might change during data taking, the trigger system is under constant
development. Consequently, changes in the trigger system during data-taking have to be
considered in the analysis.

Level 1 Trigger The L1 trigger is the first trigger step. Build from field-programmable
gate arrays (FPGAs) the L1 trigger combines signals from several subdetectors (mainly
from the CDC and ECL). The input signal passes the logic implemented on the FPGAs
resulting in multiple bit-wise decisions per event. Several of these bits are combined in
so-called trigger lines, that are evaluated by a global decision logic (GDL) to take the final
decision for an event to pass or be rejected.

High Level Trigger The HLT is a software trigger operated on CPUs. It is running the
Belle II reconstruction software to further reduce the event rate to the storable maximum.
Thereby it takes information from all subdetectors besides the PXD into account. Similar
to the L1 trigger, several trigger lines, that focus on different signatures of interest, are
defined, and an event is rejected if none of these lines delivers positive feedback. To avoid
biases from the PID, the HLT only uses information from two of the tracking detectors (
SVD and CDC) and the ECL.
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Analysis Strategy

In this thesis, I search for a signature of inelastic DM produced in association with a dark
Higgs boson in multiple final states of the dark Higgs decay.

The seven-dimensional model parameter space described in Section 2.4 is challenging in
the sense that, to model the signal efficiency and shape of the reconstructed dark Higgs mass
correctly, simulated samples have to be produced for each model parameter configuration.
As this is computationally expensive, a seven-dimensional scan with an order of 100 points
per model parameter is not possible, due to limitations in computing resources. With this
in mind, I will discuss in the following part the choices to reduce the parameter space that
is considered in this thesis.

When reconstructing the dark Higgs candidate, more explicitly its mass, due to its
resonant structure with a very small nominal width∗, a very narrow peak in the reconstructed
mass spectrum can be observed. Therefore, the analysis described in this thesis is designed
as a bump-hunt in the reconstructed mass of the h′. This means I use the reconstructed
h′ mass to search for a signal-like excess over the SM background expectation. Besides
the mass of the A′ and the DM, which can alter the kinematics of the h′ vertex for some
model parameter configurations, the h′ vertex is additionally described by its lifetime that
is controlled by the mixing angle θ. Consequently, a natural plane to perform the scan is
the m(h′)-θ-plane. Doing so I am also able to compare the results to existing constraints
that have been placed on dark scalars (see Section 2.5). Note that all of these constraints
do not make assumptions about a dark photon or even inelastic DM existing in nature.
As already mentioned, these assumptions can, however, have an impact on the kinematics
of the dark Higgs, and more importantly, they affect the efficiency with which I am able
to reconstruct the signature of interest in this thesis. To see the effect these assumptions
about the structure of the A′ and the inelastic DM present in the model have on the limits
I place on the h′, the scan is done for variations of the five remaining model parameters.

Another interesting model parameter plane is given by the plane of the DM mass m(χ1)

∗The assumed h
′ width is way smaller than the resolution of the Belle II detector, which then dominates

the width of the reconstructed dark Higgs mass.
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and the dimensionless variable

y = ϵ2αD

(
m(χ1)

m(A′)

)4

. (4.1)

This choice is made as the DM annihilation cross section only depends on m(χ1) and
y [52]. When varying the χ1 mass and the kinetic mixing parameter ϵ for the scan described
above, I can also access this plane and place limits on the dark photon properties for several
assumptions of the remaining model parameters, this time including the mass and lifetime
(mixing) of the h′.

In both planes, I choose the variations of the parameters considering the sensitivity
of Belle II and to allow for comparison with existing constraints that are available in the
literature. I vary m(A′) = {3, 4}m(χ1), ∆m = {0.2, 0.4, 1.0}m(χ1) and αD = {0.1, 0.5}.
For combinations of these, I generate events for h′ masses between 0.22GeV/c2 and
3.0GeV/c2 in 45 steps of varying size and various lifetimes 0.1 < cτ(h′) < 10000 cm in
variable steps. Additionally, I generate events form(χ1) between 0.2GeV/c2 and 3.0GeV/c2

in 30 steps of 0.1GeV/c2, and various lifetimes 0.01 < cτ(χ2) < 1000 cm in variable steps.
A full list of all model parameter configurations for the scans can be found in Tables A.1
and A.2 in the appendix.

To make the reinterpretation of the results easier, I produce them initially in terms of
the h′ lifetime cτ(h′) and χ2 lifetime cτ(χ2) instead of the two mixing parameters θ and
ϵ, respectively. This is possible as for the signature I am considering the mixing angle θ
only controls the lifetime of the h′, scaling with cτ(h′) ∝ 1/ sin2 θ. For the kinetic mixing
parameter the situation is similar, as ϵ controls the lifetime of the χ2 (via cτ(χ2) ∝ 1/ϵ2),
but in addition, also defines the production rate of DM via ϵ2. Nevertheless, as the latter
is only an additional factor in the calculation of the cross section, I can consider it only as
a last step in the transition to fully model-dependent results. A detailed explanation on
how to calculate θ and ϵ for fixed lifetimes will be given in Section 5.1.

Belle II collects data not only on the Υ(4S) resonance, but also accumulates smaller
datasets on other center-of-mass energies. As the analysis presented here, does not involve B
mesons, there is in principle no restriction on a specific center-of-mass energy. Nevertheless,
to model the kinematics at the other center-of-mass energies correctly, I would need to
perform simulations also at these energies. As already mentioned, the available computing
resources are already limiting the model parameter space that can be accessed. I therefore
concentrate the search to the Υ(4S) center-of-mass energy in this analysis to expand
the reach to more model parameter variations. This comes with the price of a slightly
smaller dataset with an integrated luminosity of

∫
Ldt = 364 fb−1 to analyse compared

to the full dataset that has been collected by Belle II until June 2022 and has a size of∫
Ldt = 427 fb−1 [53].

I perform the search in three different final states: e+e− → h′χ1χ2(→ χ1e
+e−) with

the h′ decaying into either a pair of muons, pions, or kaons. I do not consider the possible
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Figure 4.1: Branching fractions of the χ2 → χ1x
+x− decay, with x being e (red), µ (cyan),

or inclusive hadrons (green), as a function of the χ2 mass for αD = 0.1. The left plot shows
a mass splitting ∆m = 0.2m(χ1), while the right side shows ∆m = 0.4m(χ1). The vertical
lines represent the m(χ1) values used in the m(h′)-θ scans in this analysis. The mass of
the dark photon is chosen to be three times larger than the mass of the χ1.

decay h′ → τ+τ− for this analysis as the τ ’s would leave a more complicated signature in
the detector due to them immediately decaying with several neutrinos in the final state.
In general, the decay of the dark Higgs into a pair of electrons is possible but it is heavily
suppressed above the di-muon threshold and therefore not considered in this analysis.
Additionally, as can be seen in Fig. 2.2, the existing limits in the region below the di-muon
threshold are quite strong so I do not expect to cover additional parameter space with the
presented analysis in this region of parameter space. The limitation of considering only the
electron final state in the χ2 decay is motivated by studies of the trigger performance for
the signal process that will be explained in more detail in Section 7.2.

For a rough estimation of how much of the phase space is lost by this restriction, Fig. 4.1
shows the branching fractions of the χ2 decaying into electrons, muons, and hadrons with
an additional χ1. As can be seen there, even in the worst case (large mass splitting and
large χ1 mass), the electron final state covers more than 25% of the total phase space.
The χ2 → χ1e

+e− branching fraction gets larger the smaller the mass splitting and the
smaller the mass of the χ1 is chosen. Certainly, including the other final states would
possibly improve the sensitivity of the analysis, but as worse efficiency due to the trigger
performance is expected for these final states, I only consider the χ2 → χ1e

+e− final state
in this work.

As described in detail in Chapter 6, after reconstructing two vertices according to the
considered final states and performing a vertex fit on each of the vertices, I discriminate the
signal from SM background processes in a cut-based selection approach. One key concept
of this selection is requiring one of the two vertices to be significantly displaced, as this
already suppresses large amounts of the SM background processes. In total the described
selection delivers a nearly background-free scenario.
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Because of the extremely low background level, when searching for a signal-like excess in
the reconstructed h′ mass spectrum, a counting experiment is conducted, and the outcomes
are analysed using Bayesian techniques. I base the decision of whether a significant signal
is found or not on the p-value of the background-only hypothesis. In the case that I observe
no significant excess, I place upper limits on the product of the production cross section
and the dark Higgs and χ2 branching fractions for each of the three considered final states:

σ(e+e− → h′χ1χ2)× B(χ2 → χ1e
+e−)× B(h′ → x+x−). (4.2)

Additionally, when combining the three final states, I set a combined upper limit on the
product of the production cross section σ(e+e− → h′χ1χ2) and the branching fraction
B(χ2 → χ1e

+e−). In the combination, the dark Higgs branching fractions B(h′ → x+x−)

are fixed to the theoretical predictions from [18].
Possible discrepancies between data and simulation are studied and corrected (see

Chapter 9). The corresponding systematic uncertainties are, together with the statistical
ones, incorporated as nuisance parameters in the Bayesian analysis.

The whole analysis is developed with the signal region blinded. This means that, to not
bias the results in any direction by the analyst, the whole analysis pipeline is developed on
simulated samples and additional checks are performed in specific signal-depleted control
regions, described in Chapter 10. Only after the whole pipeline is set the measured data is
analysed in the signal region.
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Datasets

In this analysis, simulated samples are used for three purposes: Both signal and background
samples are used for the optimisation of the selection procedure whereas the signal samples
are additionally used to derive the shape of the reconstructed dark Higgs mass as well as
the signal efficiency. The generators used for the production of the signal and background
processes are described below. For both signal and background the particle movement
and the interaction with the detector material is simulated using GEANT4 [54] and the
detector response is simulated with the Belle II Analysis Software Framework (basf2) [55,
56].

5.1 Signal Samples

The signal samples for the process e+e− → h′(→ x+x−)χ1χ2(→ χ1e
+e−), which are used

to optimise the selection procedure, and derive the signal shape and efficiency, are generated
with MadGraph5_aMC@NLO (MadGraph5) [57]. For the event generation of the purely
leptonic final state (h′ → µ+µ−) MadGraph5 is used exclusively, while for the final states
where the dark Higgs decays hadronically, a combination of MadGraph5 and EvtGen [58]
(used for decaying the h′) is utilised.

Before generating the events with MadGraph5 the widths of the decaying dark sector
particles, namely the widths of the A′, h′, and χ2 have to be determined. While the partial
decay width of the A′ into dark matter scales with αD, the partial width into SM particles
scales with αemϵ

2 [59]. As in the model parameter space studied in this thesis αD ≫ αemϵ
2

holds, the width of the A′ is dominated by the process A′ → χ1χ2 and is calculated with
MadGraph5. Fig. 5.1 shows the width and corresponding lifetime of the A′ as a function
of its mass for a typical model parameter configuration considered in this work. As can
be seen there, the A′ has a rather broad width and consequently a lifetime of the order of
cτ(A′) ≈ 10−12 cm for masses considered in this thesis. Therefore, the dark photons always
decay promptly in the scenario described here. The decay of the A′ into a pair of SM particles
is still possible but heavily suppressed compared to the decay into dark matter. To give
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Figure 5.1: Decay width (blue) and corresponding lifetime (purple) of the dark photon as
a function of the mass. The width is calculated via the process A′ → χ1χ2 which for small
ϵ is the by far dominant contributor to the total width.

the reader a feeling on the size of the suppression, for a typical choice of model parameters
considered in this analysis (αD = 0.1, ϵ = 10−3,m(χ1) = 2.5GeV/c2,m(A′) = 3m(χ1)) the
decay into SM particles is suppressed by a factor of 6× 10−7 compared to the decay into
DM. In this example, the choice of ϵ is motivated by the fact that much larger values for ϵ
are already ruled out by other experiments [15]. Additionally, the widths of the h′ and χ2

are calculated via the chosen lifetime cτ with the formula

Γ =
c · ℏ
cτ

. (5.1)

These widths are then used to calculate the corresponding mixing parameters θ and ϵ,
respectively.

The partial decay rate of the χ2 decaying into a χ1 and an additional lepton pair can,
following the derivation in [13], be written as

Γ(χ2 → χ1ℓ
+ℓ−) = −ϵ2αemαD

∫ ∆m
2

4m
2
ℓ

dsf(s), (5.2)

with f(s) being defined as

f(s) =
|pχ1 |

(
s−∆m2

)(
2s+ (2m(χ1) + ∆m)2

)(
s+ 2m2

ℓ

)√
s− 4m2

ℓ

6πm(χ2)
2
√
s3
(
s−m(A′)2

)2 , (5.3)
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where |pχ1 | is the momentum of the χ1 in the rest frame of the χ2 and is calculated via

|pχ1 | =

√√√√(s−m(χ1)
2 −m(χ2)

2

2m(χ2)

)2

−m(χ1)
2. (5.4)

Eq. (5.2) can directly be used to numerically calculate the partial decay width into the
electron and muon final state. Furthermore, one can obtain the inclusive decay width into
hadrons by setting mℓ = mµ and adding the experimentally obtained R(s) ratio [4], defined
as R(s) = σ(e+e− → hadrons)/σ(e+e− → µ+µ−), to the integrand. After summing all
partial decay widths obtained with Eq. (5.2) to get the total width, I calculate ϵ for a given
χ2 lifetime using Eq. (5.1).

The partial and total decay widths of the h′ → x+x− decay are taken from [18]. As they
scale with sin2 θ, for a given dark Higgs lifetime I derive the mixing angle θ with Eq. (5.1)
and the known total decay width for the case sin θ = 1.

For the muon final states, the events are then generated with MadGraph5 using the
decay chain e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−). Since it is challenging to take care of
the hadronization with MadGraph5, for the pion and kaon final state the h′ is not decayed
within MadGraph5, so the decay chain e+e− → h′χ1χ2(→ χ1e

+e−) is used. The h′ is then
decayed via EvtGen before running the detector simulation. Note that I assume the h′ to
be always on-shell because otherwise, one could not reconstruct a very narrow mass peak
and consequently could not search for a narrow peak over the SM expectation.

After the event generation, the material interactions and the detector response are
simulated using GEANT4 and basf2. The signal events are overlaid with beam background
taken directly from data. A detailed description of the beam background sources in Belle II
is given in [60, 61]. The beam background overlays are created from data by reading out the
detector signals five revolutions after a Bhabha event was triggered by the L1 trigger. It
can be seen later in Section 7.1 that the signal efficiency depends on the beam background
conditions that vary within the whole data-taking period. To model this effect for each
model parameter configuration, six different simulated samples are produced and overlaid
with beam background from different data-taking periods with different conditions.

The event generation does not take Initial State Radiation (ISR) effects into account.
A discussion on the possible impact of the ISR effects on the candidate selection based on
missing energy is given in Section 6.5. The effect of the changing kinematics that would be
caused by ISR effects is assumed to be negligible.

5.2 Background Samples

To study the background suppression and estimate the background level after the event
selection, several SM background processes that occur in e+e− collisions must be considered.
As I am searching for a process with four tracks in the final state, all SM processes that
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can mimic a four-track signature have to be considered. The most natural SM processes
here are the ones with four tracks in the final state, like for example e+e− → e+e−e+e−

or e+e− → e+e−µ+µ−. While at first glance the processes e+e− → e+e−(γ), e+e− →
µ+µ−(γ), and e+e− → τ+τ−(γ) seem to be no relevant background for this analysis, they
are due to several reasons. First of all, the decay products of the τ decays can leave multiple
tracks in the detector. Additional photons created either by ISR or bremsstrahlung can
leave additional tracks in the detector by doing pair conversion. These pair conversions are
crucial as they leave a displaced vertex just like the signal I am searching for. Furthermore,
there is always the possibility to get additional tracks from the different beam background
sources that can be combined with the two tracks arising from these kinds of background
processes. With the same reasoning e+e− → hhγ has to be included as well. This includes
the process e+e− → K0

SK
0
Lγ which should be highlighted, as in the case the ISR photon

does pair conversion it can mimic exactly the signal signature of up to two displaced vertices
(K0

S and γ → e+e−) plus additional missing energy in case the K0
L is not reconstructed.

Being at a B factory the processes e+e− → BB and e+e− → qq (γ) play a role as well,
as they contain decay channels with four tracks in the final state. Finally, the process
e+e− → γγ(γ), which has a rather large cross section, contributes as a potential background
due to pair conversions, as described above.

A full list of the considered SM background processes and the integrated luminosity
that is produced for these final states on the Υ(4S) resonance, can be found in Table 5.1.
Depending on the final state a combination of the following generators is used: EvtGen,
AAFH [62], Tauola [63], TREPS [64], KoralW [65], BabaYaga@NLO [66, 67], KKMC [68],
PYTHIA8 [69], and PHOKHARA [70]. These samples are then scaled to the target
integrated luminosity of this analysis of

∫
Ldt = 364 fb−1.

Note that, while present in the measured data, not for all of these simulated processes
ISR effects are considered in the generator. As can be seen later on in Chapter 10 this can
lead to differences when comparing the simulations to the measured data.
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Table 5.1: Considered SM background processes and the generator used for the production
together with available integrated luminosity. For processes where an additional γ is written,
ISR effects are taken into account by the generator.

Process Generator Available Int. Luminosity

e+e− → e+e−e+e− AAFH 361.0 fb−1

e+e− → e+e−µ+µ− AAFH 361.0 fb−1

e+e− → ℓ+ℓ−XX 361.0 fb−1

e+e− → e+e−τ+τ− AAFH + Tauola

e+e− → e+e−π+π− TREPS

e+e− → e+e−K+K− TREPS

e+e− → e+e−pp TREPS

e+e− → µ+µ−µ+µ− AAFH

e+e− → µ+µ−τ+τ− AAFH + Tauola

e+e− → τ+τ−τ+τ− KoralW + Tauola

e+e− → e+e−(γ) BabaYaga@NLO 36.1 fb−1

e+e− → µ+µ−(γ) KKMC 361.0 fb−1

e+e− → τ+τ−(γ) KKMC + Tauola 1444.0 fb−1

e+e− → BB EvtGen + PYTHIA8 1444.0 fb−1

e+e− → qq (γ) KKMC + PYTHIA8 1444.0 fb−1

e+e− → hhγ 361.0 fb−1

e+e− → π+π−γ PHOKHARA

e+e− → π+π−π0γ PHOKHARA

e+e− → K+K−γ PHOKHARA

e+e− → K0
SK

0
Lγ PHOKHARA

e+e− → γγ(γ) BabaYaga@NLO 722.0 fb−1





Chapter 6

Reconstruction and Event Selection

In this section, I describe the reconstruction steps and the selections applied to the events to
distinguish signal from SM background processes. Starting with the reconstruction of final
state particles in Section 6.1, the chosen requirements on electrons, muons, pions, and kaons
are described and I study the PID performance. Afterwards, the reconstruction of the two
vertices (h′ and χ2) is explained in Section 6.2. To suppress pair conversion, in Section 6.3
selection requirements on the daughter opening angle between the tracks forming the h′ and
χ2 candidates are described. Furthermore, Section 6.4 describes how the pointiness of the h′

decay is exploited to further distinguish signal from background processes. Section 6.5 deals
with the missing energy of the events and the reconstructed mass of the e+e− pair. The
rest-of-event (ROE) is studied in Section 6.6 and I use this to further separate signal from
SM background processes. The contributions from background processes including K0

S and
Λ decays are studied in Section 6.7 and the mass veto to suppress these contributions is
described there. Finally, a best candidate selection (BCS) is described in Section 6.8.

Table 6.1 provides a summary of the above-mentioned selection requirements that will
be described throughout this chapter. All these criteria are developed by studies on the
simulated samples described in Chapter 5. I derive additional requirements later on by
studies of the control regions in recorded data. These are explained in detail in Chapter 10
and summarised in Table 6.2.

If not stated otherwise, the requirements derived in this section are optimised using the
Punzi figure of merit (Punzi FOM) [71], which is defined as

ϵsig

a/2 +
√
Nbkg

, (6.1)

with the signal efficiency ϵsig and the number of background events Nbkg. The parameter a
is chosen to be 5 for this analysis as a corresponds to the number of standard deviations in
a one-sided Gaussian test. The Punzi FOM is a powerful tool to estimate the sensitivity
whenever the total number of signal events to expect is unknown and only the signal
efficiency is available, as it is the case in the presented analysis. This optimisation is

29
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Table 6.1: Summary of all selection requirements that are derived from studies on
simulated signal and SM background samples. The requirements are split according to the
reconstruction channel to which they are applied. The variables and the optimisation of
the requirements are explained in detail throughout Chapter 6.

Reconstruction Channel

h′ → µ+µ− h′ → K+K− h′ → π+π−

NPXD
hits +NSVD

hits +NCDC
hits > 20

PID
e
BDT > 0.5

PID
µ
BDT > 0.5 PID

K
LH > 0.5 PID

π
LH > 0.5

ρ
h
′ > 0.2 cm or ρχ2 > 0.2 cm

ρ
h
′ < 110 cm or ρχ2 < 110 cm

Ph
′

vertex > 0.001 and Pχ2
vertex > 0.001

37 ◦ < θextKLM < 122 ◦ or 37 ◦ < θextKLM < 122 ◦

18 ◦ < θextKLM < 155 ◦

for all tracks

αh
′

xx > 0.1 and αχ2ee > 0.1

−log(1− cos(∆αh
′

x,p)) > 7.5

Eextra(neutral) < 1GeV

NROE
tracks = 0

Emiss > 0.4GeV

M
χ2
ee < 2.5GeV/c2

not 467.2MeV/c2 ≤M
h
′

ππ ≤ 528.8MeV/c2

not 1.06GeV/c2 < Mh
′

pπ <

1.15GeV/c2
not 0.977GeV/c2 <

M
h
′

KK < 1.061GeV/c2
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Table 6.2: Summary of all selection requirements that are derived from studies on the
data control regions described in Chapter 10. The requirements are split according to the
reconstruction channel to which they are applied.

Reconstruction Channel

h′ → µ+µ− h′ → K+K− h′ → π+π−

Ehie > 1.5GeV

∆αKLM > 0.5

αh
′

xx < 3.0

E/p > 0.6 for the electron tracks

0.4 < θlabmiss < 2.6

done using an iterative approach. All selections are optimised with and without all other
requirements from Tables 6.1 and 6.2 applied, using the at a given point during the
optimisation current best value for all individual requirements. This procedure is repeated
until the optimal values converge. In the presented work, I only show the result of the last
iteration of this optimisation process. For some of the selection requirements, the optimal
selection requirement depends on the choice of the model parameters. In that case, to
avoid unnecessary complexity, some model parameter configurations are favored taking
for example already existing limits on the signature of interest into account. Ultimately,
this allows me to choose the requirements for the event selection independent of the model
parameters.

6.1 Final State Particles

Every particle that typically does not decay within the Belle II detector is considered to be
a Final State Particle (FSP). This list of particles can be separated into charged particles
that are mainly reconstructed with the tracking detectors and neutral particles that are
reconstructed via depositions in the ECL or KLM.

As the signature I am looking for consists of four charged particles in the final state the
main focus is on tracks. Getting from depositions in the tracking detectors to reconstructed
charged particles takes two steps: finding the tracks and then fitting the curvature to
derive the particle momentum. In Belle II the track-finding is done using a Legendre
transformation as described in detail in [72]. One of the main features of this algorithm is
the assumption that the tracks originate from the IP. As I search for displaced vertices
and therefore tracks that do not originate from the IP, this assumption does not hold
and a significant efficiency drop can be observed for farther displaced decays of the h′

and χ2. Fig. 6.1 shows the effect for the h′ decay products. In case a track is found
the momentum of the particle is derived via fitting the curvature using a deterministic
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Figure 6.1: Track reconstruction efficiency of pion tracks as a function of the true
transverse distance to the IP. The pions originate from a h′ decay with a mass hypothesis
of m(h′) = 0.42GeV/c2 (cyan) and m(h′) = 3.0GeV/c2 (light green). No selection has
been applied on the tracks, to get an unbiased reconstruction efficiency.

annealing filter (DAF) within GenFit [73]. Not all tracks that are found and fitted by the
tracking algorithms correspond to tracks that have been created by the primary interactions,
but can also originate from secondary interactions with the detector material or beam
background depositions. To reduce the amount of these contributions I select only tracks
that have at least 20 associated tracking hits, i.e. the sum of PXD, SVD, and CDC hits.

The flavour of the FSP is not determined during the track reconstruction but by
taking information of all subdetectors into account. Following the motivation about the
included final states in Chapter 4, the FSPs considered in this analysis are e±, µ±, π±, and
K±. For the identification of electrons and muons, a Boosted Decision Tree (BDT)-based
classifier is used. The respective classifier output score has to be greater than 0.5 for a
track to be considered an electron or muon. Hadrons (pions and kaons) are selected with a
likelihood-based PID. For a given particle flavour f the PID score is defined by taking the
likelihood L of all particle hypotheses into account

PIDLH(f) =
Lf

Le + Lµ + Lπ + LK + Lp + Ld
, (6.2)

where the indices denote electron, muon, pion, kaon, proton, or deuteron, respectively.
I select pions with PIDLH(π) > 0.5 and kaons with PIDLH(K) > 0.5. Additionally, I
investigated the performance of classifying pions and kaons using a neural network (NN).
While in both the h′ → π+π− and h′ → K+K− reconstruction channel the NN based PID
classifier shows a very good performance separating pions from kaons, a large contribution
from e → π and e → K misidentification is observed (see Fig. 6.2). This means that
when using the NN-based PID classifier, a lot of true electrons get the pion or kaon
flavour (instead of the electron flavour) assigned by the reconstruction and are therefore
misidentified. Additionally, the π → K misidentification rate is also significantly larger for
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Figure 6.2: Number of candidates per truth-matched particle type as a function of the
cut value on the pion PID (left) or kaon PID (right) applied to both daughters of the h′.
The left side shows the pion reconstruction channel, while the right side shows the kaon
reconstruction channel. The different line styles represent the three different PID classifiers:
Likelihood (LH), neural network (NN), and boosted decision tree (BDT). Besides the PID
requirement all other cuts have been applied beforehand. For a perfect identification in the
left plot, all lines but the one for pions (orange) should be zero. Similar in the right plot,
all lines but the one for kaons (green) should be zero if PID would work perfectly.

the NN-based PID classifier compared to the likelihood-based approach. This results in
a higher background level that is visible when optimising the Punzi FOM in Figs. C.9
and C.10 where in the h′ → K+K− reconstruction channel the likelihood-based PID
outperforms both the NN and BDT-based PID algorithms for the identification of
kaons. Furthermore, in the h′ → π+π− reconstruction channel the likelihood-based PID
outperforms the NN-based algorithm and shows similar performance as the BDT-based
algorithm for the identification of pions.

6.1.1 PID Performance per Detector Region

After applying the respective PID requirements on the FSPs, one can observe a high
e → π and e → K misidentification rate. As the PID takes information of nearly all
subdetectors into account, to understand this misidentification rate it is of interest in
which region of the detector the particles are located. I distinguish them by the position
where the particles hit the KLM. As illustrated in Fig. 6.3, these positions are derived by
extrapolating the track helices to the KLM boundary, which I assume to be cylindrical for
this purpose. Afterwards, the extrapolated polar angle θextKLM describes the vector from the
IP to this extrapolated position and can be compared with the KLM acceptance regions.
This procedure is necessary as the usual polar angle θ is calculated with respect to the
vertex position and therefore does depend on the latter, while θextKLM is not, which makes a
comparison between different candidates possible.

Looking into where these misidentified electrons hit the KLM, it is observed that most
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KLM

KLM
Track

KLM Acceptance

IP

Vertex

Figure 6.3: Illustration of the procedure to calculate the polar angle of the track extrapo-
lated to the KLM. Using the helix parameters of the track the trajectory is extrapolated
from the decay vertex (black circle) to the KLM boundary. The vector between the
IP (black star) and this extrapolated position on the inner KLM surface (red circle) is
illustrated with a red line. θextKLM describes the angle between this vector and the z-axis.
The total angular acceptance of the KLM is shown with dashed lines in cyan.

of them either hit the endcaps of the KLM or do not hit the KLM at all (see Fig. 6.4).
This leads to misidentification using the likelihood-based pion and kaon PID. While in the
h′ → µ+µ− reconstruction channel the misidentification in these regions is not as big of
a problem as for the other two reconstruction channels, one can still observe quite some
π → µ misidentification there.

The misidentification rate is lowered by requiring at least one of the two dark Higgs
daughters to fulfil θextKLM > 37 ◦, which describes the edge of the forward KLM endcap, and
θextKLM < 122 ◦, which is the edge of the backward KLM endcap. So at least one of the
daughters is required to hit either the barrel or the overlap regions of the KLM.

Similar to the daughters of the h′, the performance of the PID on the daughter electrons
of the χ2 is checked in Fig. 6.5. It can be seen that the selection on the BDT-based electron
PID results in a very pure sample mainly reconstructing only true electrons. Nevertheless,
in the case where the h′ is reconstructed from two pions, there is a small contribution where
true pions are reconstructed as electron candidates (π → e misidentification).

6.1.2 PID Performance per Lifetime

Checking the PID performance as a function of the displacement of the dark Higgs decay
shows that the performance of correctly identifying the particles gets worse the further
displaced the dark Higgs decays are. As can be seen in Fig. 6.6, for larger lifetimes a
larger fraction of events end up being reconstructed in the wrong reconstruction channel.
This is caused by the impact of the TOP detector on the PID, which tends to assume
heavier masses for the tracks depending on the lifetime of the mother particle. The issue
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Figure 6.4: θextKLM for different truth-matched particles in the three different reconstruction
channels h′ → µ+µ−, h′ → π+π−, and h′ → K+K−. The left side shows the polar
angle of the track helix extrapolated the KLM of the positively charged daughter of the
reconstructed h′, while the right side shows the negatively charged daughter. The black
dashed vertical lines represent the borders of the klm regions. In these plots selections are
only applied on the vertex position, number of tracking hits and the respective PID.
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Figure 6.5: θextKLM for different truth-matched particles in the three different reconstruction
channels (h′ → µ+µ−, h′ → π+π−, and h′ → K+K−) with the χ2 always being recon-
structed from electrons. The left side shows the polar angle of the track helix extrapolated
the KLM of the reconstructed positron, while the right side shows the reconstructed
electron. The black dashed vertical lines represent the borders of the KLM regions. In
these plots selections are only applied on the vertex position, number of tracking hits and
the respective PID.
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Figure 6.6: Fraction of e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−) signal events reconstructed

in the different reconstruction channels: h′ → µ+µ− (cyan), h′ → π+π− (orange), and
h′ → K+K− (light green). The fraction is shown as a function of the h′ lifetime cτ(h′). The
left plot assumes a h′ mass of m(h′) = 0.8GeV/c2, while in the right plot, the dark Higgs
is simulated with a mass of m(h′) = 2.8GeV/c2. All other model parameters are fixed to
the values given in the plots. The figures show the cross-feed of h′ → π+π− signal events
into the h′ → K+K− reconstruction channel due to π → K misidentification for large dark
Higgs boson masses and lifetimes.

is especially present for the e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−) signal process. In the

heavily displaced case, a significant fraction of these events are falsely reconstructed in
the h′ → K+K− reconstruction channel. The effect does not only depend on the lifetime
of the dark Higgs boson but also on the mass. It can clearly be seen in Fig. 6.7 that for
larger h′ mass hypotheses the fraction of events that end up in the wrong reconstruction
channel becomes larger. Nevertheless, besides lowering the reconstruction efficiency, this
cross-feed from π → K misidentification is not a problem as long as the contributions
from the different reconstruction channels do not overlap in the signal windows of the
reconstructed mass. This requirement is fulfilled as can be seen in Fig. 6.7.

As the information from the TOP detector is causing this misidentification problem, in
Fig. 6.8 I compare the performance of the likelihood-based PID when excluding the TOP
to the other PID classifiers. It is observed that while the lifetime effect vanishes the overall
performance is greatly diminished and therefore this variable is not used for the described
analysis.

6.2 Vertex Reconstruction

The signature I am studying in this thesis contains two vertices, h′ and χ2, where the h′

vertex is pointing back to the IP and the χ2 vertex is non-pointing due to the χ1 in the decay
which cannot be reconstructed. As already mentioned in Chapter 4, for the h′ I consider
decays into an oppositely charged pair of muons, pions, or kaons in the reconstruction.
To allow for the usage of ECL L1 trigger lines (see Section 7.2 for more details) the
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Figure 6.7: Reconstructed dark Higgs mass distributions for the reconstruction of e+e− →
h′(→ π+π−)χ1χ2(→ χ1e

+e−) signal divided into the three reconstruction channels: h′ →
µ+µ− (cyan), h′ → π+π− (orange), and h′ → K+K− (light green). The plots show
different mass hypotheses of the h′, while the lifetime of the dark Higgs boson is fixed to
cτ(h′) = 100 cm.
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Figure 6.8: Efficiency of the PID requirement PID > 0.5 applied on both h′ daughter tracks
of the h′ → π+π− signal process in the h′ → π+π− reconstruction channel for different
PID definitions. The left plot shows a dark Higgs mass hypothesis of m(h′) = 1.5GeV/c2,
while in the right plot m(h′) = 3.0GeV/c2 is assumed. All other cuts described in Table 6.1
are applied.

second vertex (χ2) is reconstructed from an electron-positron pair. I make this choice as
electrons, contrary to the other FSPs, deposit nearly always their whole energy in the
ECL which drastically increases the chances of an event being selected by the L1 trigger.
After reconstructing the vertices, I perform a vertex fit [74] on both vertices to improve the
vertex resolution. To suppress background contributions from randomly combined tracks
both the fit on the h′ and the χ2 candidate are required to yield a probability score Pvertex

of above 0.001, otherwise the candidate is discarded. This requirement is motivated by
looking at the signal distributions shown in Fig. 6.9 where one can see that this selection is
located in the tail of the distribution and therefore does not reject a significant amount of
signal.

Additionally, there is a selection performed on the position of the two reconstructed
vertices. Since the region close to the IP is expected to be dominated by SM backgrounds,
which can be seen in Fig. 6.10, at least one of the two vertices is required to decay with
a sufficient displacement of ρ > 0.2 cm. Here ρ describes the transverse distance to the

IP calculated via ρ =

√
x2 + y2, with x and y being the x and y-coordinates of the

reconstructed vertex. This requirement is motivated by looking into the ρ distributions of a
reconstructed pair of tracks from different SM background samples (see Fig. 6.10). As the
aim is to suppress SM contributions, where nearly all tracks originate from the IP, for this
specific study a requirement on the impact parameters ρtrack < 2 cm and |ztrack| < 5 cm,
that are measured with respect to the tracks point of closest approach (POCA), is applied
on the tracks∗. It can be seen that the requirement of ρ > 0.2 cm is above the peak of
the contribution to ensure that a large amount of the SM contributions are removed

∗These selections on the impact parameters of the track, ρtrack < and |ztrack|, are only applied to study
the ρ distributions on simulated SM background samples. The requirements are not applied to tracks
during the reconstruction process of the analysis described here.
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Figure 6.9: Signal distributions of the vertex fit probability Pvertex of the h′ vertex for the
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) signal process. For better visualisation, the vertex
fit probability is shown on a logarithmic scale. The selection is placed at log(Pvertex) > −3.
The distributions are shown for different variations of the model parameters, h′ mass (upper
left), h′ lifetime (upper right), mass splitting (lower left), and χ2 lifetime (lower right). The
corresponding distributions for the reconstructed χ2 vertex can be found in Fig. B.1 in the
appendix.
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Figure 6.10: Transverse distance of the reconstructed vertex from the IP for different
simulated SM background samples. The plots only show a subset of the samples in
arbitrary units. In the left plot, the vertices are reconstructed from a pair of tracks with
the requirement of ρtrack < 2 cm and |ztrack| < 5 cm applied for both tracks, while these
requirements are removed in the right plot. Additionally, a vertex fit is applied and the
vertex fit probability Pvertex has to be above 0.001 (in both cases).

by this selection. As this requirement is chosen rather conservatively, the impact on the
sensitivity of loosening the requirement to ρ > 0.1 cm is studied in Fig. 6.11. It can be
seen that the loose requirement nearly has no impact on the sensitivity. Chosing a loose
requirement here would increase the sensitivity to more prompt dark Higgs decays (larger
mixing angles θ). As with the selection of ρ > 0.2 cm the full range up to the excluded
region is already covered, there is no need to further loosen this requirement. Therefore,
the loose selection is not considered in this analysis. Additionally, to suppress contributions
from misreconstruction both vertices must be located within the CDC, so ρ < 110 cm for
both vertices in addition to at least one of them being displaced with more than ρ > 0.2 cm.

The required number of tracking hits from Section 6.1 implies an indirect selection on
the maximal displacement that can be achieved in the vertex reconstruction. In the worst
case, where the track is straight and in θ = 90◦ direction, 20 CDC hits in the outer part
correspond to a ρ of about 35 cm. So in that case the maximal displacement that could be
achieved would be around 75 cm. This number increases for more shallow tracks and tracks
with less momentum and therefore a larger curvature.

6.3 Suppressing Pair Conversions

One of the SM background processes that can mimic the signal signature is the conversion
of a photon into an e+e− pair, as this process has the same signature as a particle that is
invisible to tracking detectors and decays into a pair of charged tracks within the tracking
geometry. This is especially relevant for the reconstructed χ2 vertex, as I reconstruct the χ2

candidate from an e+e− pair, where, unlike from the h′ vertex that is not reconstructed from
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Figure 6.11: Expected sensitivity for an example model parameter configuration for the
displacement selection used in this analysis, ρ > 0.2 cm (cyan), and the looser requirement
ρ > 0.1 cm (purple). The already excluded parameter space (see Section 2.5) is shown in
grey.

electrons, PID can not help to suppress the pair conversions. As the photon is massless,
the e+e− pair created in the conversion mostly has a small opening angle αee between the
electrons. Therefore, I use this opening angle to distinguish the pair conversions from signal
vertices. Fig. 6.12 shows the opening angle distributions of the e+e− pair used to reconstruct
the χ2 candidate for both the signal process and SM background. These plots show that
for signal the opening angle between the electrons only depends on the mass splitting ∆m,
as this controls the phase space available to the e+e− pair. The opening angle between the
electrons indirectly depends on the mass of the χ1, as in this thesis, the mass splitting
is always chosen as multiples of the χ1 mass. It can be seen that applying a minimal
requirement on αee can suppress nearly all contributions of pair conversion backgrounds
while preserving a very large fraction of the signal process over the whole model parameter
space.

The selection is optimised using the Punzi FOM. As can be seen in Fig. C.1 in the
appendix, the optimal selection depends on the mass splitting ∆m between the χ1 and χ2,
as this is the only model parameter the variable is sensitive to. Nevertheless, all the scans
yield quite similar results. To simplify the analysis by not having different requirements for
different model parameter configurations and as the Punzi FOM is not overly sensitive
around this value, I choose a requirement of αχ2ee > 0.1, independent of the model parameters.
This value still yields the best discrimination even after applying all other selection criteria,
as can be seen in Fig. C.2 in the appendix.

As pair conversions only happen in the presence of material, another option to suppress
these contributions would be via the radial position of the vertex. The radial vertex position
of the pair conversions is shown in Fig. B.4 in the appendix. One can clearly observe the
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Figure 6.12: Background (top) and signal (center and bottom) distributions of the opening
angle between the two reconstructed electrons of the χ2 candidate. For the signal, the
plots show only the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) final state in the corresponding
h′ → µ+µ− reconstruction channel. The background distributions are also only shown in
this reconstruction channel. Contributions from truth-matched pair conversions are shown
in purple, while the other contributions are shown in grey. The upper left plot shows the
background composition with a minimal set of selections applied, while in the right, plot
all selections from Tables 6.1 and 6.2 besides the opening angle requirement are applied.
For signal the plots show different variations of the model parameters: h′ mass (center left),
χ1mass (center right), mass splitting (lower left), and χ2 lifetime (lower right). The lifetime
of the h′ has no influence on αee and is therefore not shown. The other two final states are
shown in Figs. B.2 and B.3 in the appendix.
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different detector layers from the PXD, SVD, and the beam pipe, but the distribution
is smeared between the layers due to imprecisions in the vertex reconstruction and the
material not being perfectly aligned in a cylindrical manner around the IP [47]. To catch
all contributions of pair conversions, caused by this smearing, one would have to veto nearly
the whole PXD and SVD region. As this would cause a non negligible efficiency drop, and
the selection on the opening angle already shows an excellent performance in suppressing
pair conversions, the radial vertex position is not considered as a selection variable in this
analysis.

While the h′ candidates are not reconstructed from electrons, backgrounds originating
from pair conversions can still be observed if the electrons from the pair conversions are
misidentified as one of the FSP flavours considered in the h′ reconstruction. As seen in
Fig. 6.13, this is especially a problem in the h′ → K+K− reconstruction channel, due to a
significant amount of e → K misidentification. The contribution from pair conversion is
suppressed similarly to the χ2 case by applying a selection on the opening angle between the
kaon candidates. In this case, as can be seen in Fig. 6.13, the model parameter sensitive to
the h′ daughter opening angle is the h′ mass. Additionally, while the h′ opening angle does
not depend directly on the χ1 mass, it does indirectly as the A′ mass is chosen with respect
to m(χ1). The mass of the A′ has an impact on the angle between the h′ daughters, as in
the production process e+e− → h′A′ the mass of the A′ alters the momentum distribution
of the h′ in the lab frame. The results of the Punzi FOM optimisation in all three final
states are shown in the appendix as Fig. C.3 without other selection criteria and as Fig. C.4
with the other selections applied. The optimal requirement depends on the choice of the
model parameters which affect the event kinematics, but with the same motivation as for
αee the most conservative requirement of αh

′
xx > 0.1 is chosen. This selection only shows a

bad performance for parameter configurations where the h′ mass is close to the kinematic
threshold.

6.4 Pointing Angle Selection

I exploit the fact that the h′ vertex is pointing back to the IP by having a requirement
on the pointing angle ∆αh

′
x,p. As illustrated in Fig. 6.14, the pointing angle describes the

angular distance between the momentum and position vector of a reconstructed vertex.
For better visualisation, the pointiness is defined in terms of −log(1− cos(∆αh

′
x,p)), where

high values correspond to a very pointing vertex. Selecting on this pointing angle is very
powerful to reject candidates that are made up of random combinations of tracks, which
also include vertices that have been reconstructed with at least one beam background track,
as random combinations should not point back to the IP. Fig. 6.15 shows the pointing
angle distributions of the h′ candidates for signal and background in the h′ → π+π−

reconstruction channel. One can see there that the pointiness of the dark Higgs depends on
both its mass and lifetime. The lifetime dependence can be explained by the fact that the
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Figure 6.13: Background (top) and signal (center and bottom) distributions of the opening
angle between the two reconstructed kaons of the h′ candidate. For the signal, the plots
show only the e+e− → h′(→ K+K−)χ1χ2(→ χ1e

+e−) final state in the corresponding
h′ → K+K− reconstruction channel. The background distributions are also only shown in
this reconstruction channel. Contributions from truth-matched pair conversions are shown
in purple, while the other contributions are shown in grey. The upper left plot shows the
background composition with a minimal set of selections applied, while in the right, plot
all selections from Tables 6.1 and 6.2 besides the opening angle requirement are applied.
For signal the plots show different variations of the model parameters: h′ mass (center left),
h′ lifetime (center right), mass splitting (lower left), and χ1 mass (lower right). The other
two final states are shown in Figs. B.5 and B.6 in the appendix.



46 6.4. Pointing Angle Selection

Figure 6.14: Sketch of the definition of the pointing angle. The pointing angle ∆α
(shown in cyan) describes the difference between the position vector of a vertex x and the
momentum vector of this vertex p (shown in red). This momentum vector is calculated by
the sum of the momenta of the daughter particles (both shown in orange): p = p1 + p2.
For simplicity, this example shows only two daughter particles, but there could be more.

more displaced a particle decays the longer the lever arm to determine the position vector
is. This results in a better resolution of the position vector which directly propagates to
the pointing angle. The observed mass dependence is related to this. Given a fixed lifetime,
lighter h′ decay more displaced than heavier ones as they are more boosted. So in that case
again the vertex position resolution is better for the lighter mass hypothesis.

Besides the expected behaviour of a pointing vertex for correctly reconstructed h′

candidates, one can observe for low h′ masses a peak at the lower end of the spectrum.
This peak corresponds to candidates with ∆αh

′
x,p = 180 ◦, where the momentum and vertex

vector point in opposite directions. In these cases, the vertex position determined from the
vertex fit is set to the detector region opposite to the actual vertex position, where the
track extrapolations meet again by chance. The effect is only present for rather low dark
Higgs masses due to the kinematics in this case.

The requirement on the pointing angle is optimised using the Punzi FOM. Figs. C.5
and C.6 in the appendix show the results of this optimisation for all three final states with and
without the other selection requirements applied. Based on the results of the optimisation
with the other selections applied, I choose a requirement of −log(1 − cos(∆αh

′
x,p)) > 7.5.

As can be seen in Fig. 6.15, this selection has a bigger impact on short-lived h′ decays, as
short-lived dark Higgs decays occur more non-pointing with the reason discussed above.
Nevertheless, these short dark Higgs lifetimes correspond to larger mixing angles θ. As these
large mixing angles are already excluded by previously performed analyses (see Section 2.5),
in this work I focus on the long-lived case, where the selection is not problematic.

Contrary to the h′ vertex, the reconstructed χ2 vertex is not pointing back to the IP
as the decay involves additional missing energy in the form of the χ1. Selecting on the
non-pointiness of this vertex could be used as an alternative for suppressing contributions
from pair conversions that are described in Section 6.3, as they are pointing back to the IP.
In Fig. C.11 the Punzi FOM when selecting on the χ2 pointing angle is compared to the
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Figure 6.15: Background (top) and signal (center and bottom) distributions of the pointing

angle −log(1− cos(∆αh
′

x,p)) between momentum and vertex vector of the h′ candidate. For
the signal, the plots show only the e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) final state in the
corresponding h′ → π+π− reconstruction channel. The background distributions are also
only shown in this reconstruction channel. Contributions from random track combinations
are shown in purple, truth-matched pair conversions in light green and K0

S decays in yellow,
while the other contributions are shown in grey. The upper left plot shows the background
composition with a minimal set of selections applied, while in the right plot, all selections
from Tables 6.1 and 6.2 besides the pointing angle requirement are applied. For signal, the
plots show different variations of the model parameters: h′ mass (center left), h′ lifetime
(center right), mass splitting (lower left), and χ2 lifetime (lower right). The other two final
states are shown in Figs. B.7 and B.8 in the appendix.
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performance of the selection on the opening angle from Section 6.3. The selection on the
χ2 pointiness shows similar performance as the selection on the opening angle for all tested
model parameter configurations. As a result, I only use the opening angle to suppress pair
conversion and do not apply an additional requirement on the non-pointiness of the χ2

vertex.

6.5 Missing Energy and Reconstructed χ2 Mass

The decay signature I am studying includes two χ1 particles which cannot be reconstructed.
This results in additional missing energy in the reconstruction process. I calculate the
missing energy by subtracting the energies of the four reconstructed FSPs from the well-
known beam energy: Emiss =

√
s −

∑
Efsp, where

√
s is the cms energy and Efsp the

energy of the tracks in the cms frame.
Fig. 6.16 shows the missing energy distributions for both SM background and signal.

The missing energy of the signal is heavily dependent on the mass of the χ1 which defines
the lower bound of the spectrum as Emin

miss = 2m(χ1) (see Fig. 6.16). As in the model
considered in this thesis, the χ1 always has to be heavier than the dark Higgs and for this
analysis, the minimal dark Higgs mass is given by the di-muon threshold, a requirement of
Emiss > 0.4GeV is chosen using the formula above.

As ISR effects are not considered during the event generation of the simulated signal
samples, a potential impact of this on the selection using the missing energy needs to
be discussed. The presence of ISR would increase the reconstructed missing energy as
the available energy for the FSPs would be lowered. Given that the current selection of
Emiss > 0.4GeV retains all signal events the efficiency of this requirement would not be
changed by taking ISR effects into account. Therefore, the absence of ISR effects in the
event generation does not lead to a mismodelling of the selection efficiency.

Another variable that indirectly depends on the mass of the χ1 is the reconstructed χ2

mass Mχ2
ee , so the mass of the reconstructed e+e− pair. As the χ2 vertex is reconstructed

from a pair of electrons (and missing the χ1) its mass spectrum has an upper bound at
the mass splitting ∆m between the χ1 and χ2 that defines the available phase space. This
can be clearly seen in Fig. 6.17. As the maximal mass splitting that is considered in this
analysis is ∆m = 1.0m(χ1) and I consider χ1 masses up to 2.5GeV/c2, I apply the criterion
Mχ2

ee < 2.5GeV/c2. In Fig. 6.17 can be seen that this selection has an impact on further
reducing the background, especially in the h′ → π+π− reconstruction channel.

6.6 Rest-of-Event

Many final states in e+e− collisions contain more than four tracks or additional photons.
So when reconstructing the two vertices out of four tracks, for these kinds of events there
are unused tracks or ECL clusters present. These are summarised in the so-called ROE.
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Figure 6.16: Background (top) and signal (center and bottom) distributions of the
missing energy Emiss in the event. For the signal, the plots show only the e+e− → h′(→
µ+µ−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → µ+µ− reconstruction channel.
The background distributions are also only shown in this reconstruction channel. The upper
left plot shows the background composition with a minimal set of selections applied, while
in the right plot all selections from Tables 6.1 and 6.2 besides the Emiss requirement are
applied. For signal the plots show different variations of the model parameters: h′ mass
(center left), χ1 mass (center right), mass splitting (lower left), and χ2 lifetime (lower right).
The other two final states are shown in Figs. B.9 and B.10 in the appendix.
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Figure 6.17: Background (top) and signal (center and bottom) distributions of the re-
constructed mass that forms the χ2 candidate. For the signal the plots show only the
e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → π+π− recon-
struction channel. The background distributions are also only shown in this reconstruction
channel. The upper left plot shows the background composition with a minimal set of
selections applied, while in the right plot all selections from Tables 6.1 and 6.2 besides the
Mχ2

ee requirement are applied. For signal the plots show different variations of the model
parameters: h′ mass (center left), χ1 mass (center right), mass splitting (lower left), and χ2

lifetime (lower right). The other two final states are shown in Figs. B.11 and B.12 in the
appendix.
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As for the signal process of interest, the events are fully reconstructed, which means there
are no additional tracks or deposited ECL energy expected in the ROE. Consequently,
checking the ROE is a powerful tool to suppress the backgrounds mentioned above.

To reduce the number of tracks and ECL depositions in the ROE that are created
by beam background, I place a few selections on the tracks and ECL clusters. As the
selections on the ROE target SM processes which occur in most cases prompt, the ROE
tracks are required to originate from the IP (ρtrack < 0.5 cm and |ztrack| < 2.0 cm) and have
to be in the angular acceptance of the CDC. The ECL clusters that are considered in the
ROE have to be located within the acceptance region of the CDC, and the weighted sum
of assigned ECL crystals, which gives a rough estimate of the extent of a cluster, has to be
above 1.5. While the ECL has a slightly bigger angular acceptance than the CDC, for the
ROE I am only interested in neutral clusters where the energy deposition is not associated
with a track (to not double count particles that created both a track and a cluster). As
this requirement can only be checked in the area where tracks can be reconstructed the
ECL ROE is restricted to the angular acceptance of the CDC. Additionally, there is a
minimal energy requirement depending on the detector region (forward endcap: 80MeV,
barrel: 70MeV, backward endcap: 100MeV). To further suppress the amount of beam
background clusters that are used in the ROE the time where the cluster was measured
should be within 200 ns of the measured event t0. I optimised this ROE definition such
that the total extra energy deposited by neutral particles in the ECL Eextra(neutral) is
stable across different beam background conditions while keeping the region-dependent
energy thresholds as low as possible to ensure good separation power between signal events
and SM backgrounds. Fig. 6.18 shows that if the energy thresholds are chosen too low a
lot of beam background clusters are picked up which results in the Eextra(neutral) shape
significantly varying with the different beam background conditions experienced during
data-taking.

In Fig. 6.19 I show the signal and background distributions for the extra energy
Eextra(neutral). The dip in the distribution between 0GeV and 0.07GeV is caused by the
minimal energy thresholds in the ROE: If a cluster that fulfils the requirements is found,
the minimal extra energy is given by the energy threshold in the barrel region of 70MeV.
For signal events, as I fully reconstruct the event there should be no additional energy
being deposited in the ECL. The contributions that show up here are either from beam
background or secondary processes within the Belle II detector. In contrast to that, for
SM background processes one can expect significant amounts of extra energy due to, for
example, processes that include photons or π0 mesons that can be suppressed by looking
into Eextra(neutral). For finding the optimal cut value on Eextra(neutral), I maximise the
Punzi FOM and apply a requirement of Eextra(neutral) < 1.0GeV.

Similar to processes that have additional photons, there are many SM processes that
leave more than four tracks in the detector. This can be seen in Fig. 6.20 and in contrast
to signal events where more than four tracks are only visible in cases if there are additional
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Figure 6.18: Total extra energy deposited in the ECL evaluated on e+e− → h′(→
µ+µ−)χ1χ2(→ χ1e

+e−) signal with fixed model parameters for different beam background
conditions indicated with different colours: low (cyan), medium (light green), high (red).
Only the ECL clusters that are not associated with a track are considered here. In the left
plot, the detector region-dependent energy thresholds used in this analysis are shown while
the right plot shows a ROE definition with smaller energy thresholds.

contributions from beam background tracks. Looking at the distributions makes it obvious
that selecting on the absence of additional tracks in the ROE helps to suppress a large
fraction of the remaining SM backgrounds while keeping nearly all of the signal events.
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Figure 6.19: Background (top) and signal (center and bottom) distributions of the extra
energy in the ECL. For the signal, the plots show only the e+e− → h′(→ π+π−)χ1χ2(→
χ1e

+e−) final state in the corresponding h′ → π+π− reconstruction channel. The back-
ground distributions are also only shown in this reconstruction channel. The upper left plot
shows the background composition with a minimal set of selections applied, while in the
right plot, all selections from Tables 6.1 and 6.2 besides the Eextra(neutral) requirement
are applied. For signal the plots show different variations of the model parameters: h′ mass
(center left), h′ lifetime (center right), mass splitting (lower left), and χ2 lifetime (lower
right). The other two final states are shown in Figs. B.15 and B.16 in the appendix.
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Figure 6.20: Background (top) and signal (center and bottom) distributions of the
additional tracks in the ROE. For the signal, the plots show only the e+e− → h′(→
π+π−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → π+π− reconstruction channel.
The background distributions are also only shown in this reconstruction channel. The upper
left plot shows the background composition with a minimal set of selections applied, while
in the right plot all selections from Tables 6.1 and 6.2 besides the NROE

tracks requirement are
applied. For signal the plots show different variations of the model parameters: h′ mass
(center left), h′ lifetime (center right), mass splitting (lower left), and χ2 lifetime (lower
right). The other two final states are shown in Figs. B.13 and B.14 in the appendix.
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6.7 Vetos

The studied signature allows for background contributions originating from irreducible
backgrounds, namely K0

S and Λ. As the K0
S decays naturally into a pair of pions, it cannot

be suppressed in the h′ → π+π− reconstruction channel. Contrary to that, the Λ, when
decaying into a charged final state, decays mostly into a proton and pion. The contributions
from the Λ could be suppressed if the PID would be perfect, which is unfortunately not
the case. Another narrow resonance within the mass range covered by this analysis is the
ϕ. While the ϕ does not decay displaced itself, it still has to be considered as the vertex
selection from Section 6.2 allows for one prompt vertex.

In order to suppress the contributions from these sources, mass vetos are applied, which
are described in the following.

K0
S Veto

Due to the K0
S decaying displaced and into a pair of charged pions in more than 69% of the

cases [4], it mimics exactly the signature of the h′ decaying into a pair of pions. Therefore
there is no way of distinguishing the K0

S from the studied signal decay, so the K0
S mass

region has to be vetoed in this analysis. As the K0
S dominantly decays into a pair of pions,

the variable to look at is the reconstructed mass of the h′ assuming the pion hypothesis

for the daughter tracks, denoted as Mh
′

ππ . The corresponding distributions are shown in
Fig. 6.21 for all reconstruction channels. While the K0

S cannot decay into a pair of kaons and
the decay into a pair of muons is very rare, one can still observe contributions of K0

S mesons
in the corresponding reconstruction channels. This is caused by the misidentification of the
pions during the reconstruction.

I remove these contributions from K0
S decays by vetoing the reconstructed mass region

around the nominal K0
S mass. Thereby, to cover also the detector resolution, I define the

size of the veto region via fitting the Mh
′

ππ distributions of the simulated SM background
samples with a Double Sided Crystal Ball (DSCB) function, which will be described in more
detail in Section 8.1. The extracted width of the Gaussian core of the DSCB is then used
to define the veto range. As the results in the muon and kaon final state are not sufficient
to reach a conclusion due to the low statistics caused by the limited amount of simulated
samples that are available, the width extracted in the pion reconstruction channel is used for
the veto. Using the information of the fit, I exclude the region µ− 20σ ≤M

h
′

ππ ≤ µ+ 20σ,
where µ is the fitted mean and σ the fitted width of the Gaussian core of the DSCB. This
range corresponds to 467.2MeV/c2 ≤M

h
′

ππ ≤ 528.8MeV/c2. It can be seen later that the
overall background level in this search is quite low. Therefore, I choose this veto range very
conservatively as already picking up very few K0

S mesons from the tails of the distributions
can lead to the observation of a significant signal that is not caused by actual signal but
faked by contributions from K0

S decays.
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Figure 6.21: The reconstructed mass of the h′ candidate with assuming the pion mass
hypothesis for the two daughter tracks in the h′ → µ+µ− (top), h′ → π+π− (center), and
h′ → K+K− (bottom) reconstruction channel. The left plot shows the distributions on the
background samples with true K0

S mesons marked in yellow. On the right side the DSCB
fit used to extract the width for the veto is shown.
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Λ Veto

Similar to the K0
S, when misidentifying protons as pions leads to contributions from Λ

mesons being reconstructed as signal candidates. To get rid of these I use a similar approach
as for vetoing the K0

S mesons, with the only difference that the variable of interest is now

the reconstructed mass with the proton-pion hypothesis Mh
′

pπ . As this decay involves two
FSPs, I take both possible combinations into account and the combination closer to the
nominal Λ mass is used to apply the veto.

Due to the low number of these events that pass the selection, one cannot fit the Λ shape
to define a mass veto region, but still with the same argument as for the K0

S, that already
few reconstructed Λ candidates would lead to a falsely declared significant observation,

they have to be vetoed. Therefore, the veto is chosen as mΛ − 20σΛ ≤M
h
′

pπ ≤ mΛ + 20σΛ ,
with mΛ being the nominal Λ mass and σΛ = 2.5MeV/c2 being approximately the nominal

width. Using these values the veto range is given by 1.06GeV/c2 < Mh
′

pπ < 1.15GeV/c2.
This veto is only applied in the h′ → π+π− reconstruction channel, as contributions from
misidentification in other reconstruction channels are negligible.

ϕ Veto

Another resonance that can cause a peaking structure in the reconstructed dark Higgs
mass spectrum is the ϕ. The ϕ decays into a pair of kaons in approximately 83% of the
cases and into charged kaons in nearly 50% of occasions, which makes it relevant in the
h′ → K+K− reconstruction channel [4]. While, unlike the K0

S and the Λ, the ϕ does not
decay displaced itself, it can still enter the analysis as it can be produced in association
with ISR photons. If one of the ISR photons does pair conversion and the pair conversion
rejection described in Section 6.3 fails to reject the event, a peaking structure in the
reconstructed dark Higgs mass can be observed. I expect that this happens very rarely.
Nevertheless, as the expected background level is close to zero, a very low number of ϕ
events would create a significant signal peak. Therefore, the mass region around the ϕ is
vetoed ±10σ around to nominal mass, with σ being the nominal width of the ϕ taken from

[4], so 0.977GeV/c2 ≤M
h
′

KK ≤ 1.061GeV/c2. This veto is only applied in the h′ → K+K−

reconstruction channel, as similar to the Λ veto contributions from misidentification in
other reconstruction channels are negligible.

6.8 Best Candidate Selection

After applying all previously explained selection criteria there is the chance of having
more than one candidate reconstructed per event. Fig. 6.22 shows the average candidate
multiplicity per event for simulated signal events. One observes that this average multiplicity
is in general very low, reaching up to 4% for the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−)

final state in the mass range from 0.5 to 1.5GeV/c2 when the dark Higgs decays sufficiently
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Figure 6.22: Average candidate multiplicity as a function of the h′ mass for different
variations of the model parameters cτ(h′) (upper left), mass splitting (upper right), cτ(χ2)
(lower left), and m(A′) (lower right). The plots are based on e+e− → h′(→ µ+µ−)χ1χ2(→
χ1e

+e−) signal and show the fraction of correctly reconstructed h′ → µ+µ− signal candidates
in all three reconstruction channels with respect to the number of reconstructed events.
Plots for the other two final states can be found as Figs. B.17 and B.18 in the appendix.
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displaced. This is caused by the different PID methods that are used to identify muons and
pions (see Section 6.1) as in this specific model parameter region the PID criteria allow the
FSPs to be reconstructed in both the h′ → µ+µ− and h′ → π+π− reconstruction channels.

Given the low number of SM background events that survive the selection, the average
multiplicity is one in all reconstruction channels.

For events that still yield more than one candidate after applying all selection criteria
summarised in Tables 6.1 and 6.2, I apply a BCS. The remaining candidates are ranked
according to the dark Higgs pointing angle (see Section 6.4) and I choose the most pointing
candidate as the best candidate. It can happen very rarely that two candidates share the
same pointing angle. As different PID methods are used to identify the FSPs, there is
the chance of a pair of tracks being used in multiple reconstruction channels. The pointing
angle is only calculated from the track properties, without taking the mass of the FSPs
into account. Therefore, the two vertex candidates would share the same pointing angle, as
they are reconstructed from the same pair of tracks. In this case, the candidate is chosen
randomly.

Fig. 6.23 shows that the BCS keeps nearly all signal events that pass the selection
criteria listed in Tables 6.1 and 6.2.
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Figure 6.23: Performance of the BCS as a function of the h′ mass for different variations
of the model parameters cτ(h′) (upper left), mass splitting (upper right), cτ(χ2) (lower
left), and m(A′) (lower right). The plots show the fraction of correctly reconstructed
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) signal events that are present after applying the
BCS compared to the number of events that pass the selection criteria from Tables 6.1
and 6.2. Plots for the other two final states can be found in Figs. B.19 and B.20 in the
appendix.



Chapter 7

Signal Efficiency

In this chapter I describe two studies related to the signal efficiency. First I discuss the
impact of the beam background conditions on the efficiency for finding displaced vertices.
Additionally, I study the trigger efficiency for the signature of interest.

7.1 Impact of Beam Background Conditions

In Fig. 7.1 I show the signal efficiency as a function of the dark Higgs lifetime for samples
simulated with different beam background conditions. One can see there, that especially
for larger h′ lifetimes, the beam background conditions have a significant impact on the
signal efficiency. This can be explained as track-finding becomes more complicated as more
activity, which is not caused by the process of interest but by the different sources of beam
background, is present in the detector. The fact that the effect becomes larger for larger
lifetimes leads to the conclusion that the problem gets even more severe the more the
assumption that tracks originate from the IP, that is made during the track-finding, is
violated.

As the beam background conditions vary within the whole data-taking period, I need
to derive the signal efficiency that corresponds to the beam background conditions that
are present in the analysed data. The beam background conditions depend on various
factors, for example, the instantaneous luminosity, which makes it complicated to measure
the actual beam background conditions. Nevertheless, there are some observables that can
give a good estimate of the beam background conditions. One of them is the number of
hits in the CDC that are not associated with a track found by the track-finding algorithm.
As illustrated in Fig. 7.2, the worse the beam background conditions are, the more of these
extra CDC hits are present in an event. This can also be seen in Fig. 7.3, where the extra
CDC hits are shown for samples that have been simulated with different beam background
conditions according to the procedure described in Section 5.1. Another variable that
can be used to describe the beam background conditions is the number of ECL crystals
that have energy depositions that are out-of-time. These depositions are considered to be

61
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Figure 7.1: Signal efficiency as a function of the dark Higgs lifetime for events simulated
with different beam background conditions. The cyan curve shows low beam background,
while the green and red curves show medium and high beam background conditions,
respectively. The efficiency is evaluated on e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) events.

Figure 7.2: Simulated event displays for dark Higgs bosons produced in association with
inelastic DM. The plots show the CDC in the x-y-plane. The left plot shows low beam
background conditions, while the right plot was simulated with high beam background
conditions. CDC hits marked in cyan represent the hits associated with the tracks
originating from the h′ decay and the red hits mark the tracks from the χ2 decay. Grey
hits are not associated with any track, and are therefore considered extra CDC hits. Plots
adapted from L.Reuter.
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Figure 7.3: Upper left: Number of CDC hits that are not assigned to a reconstructed
track. Upper right: Number of ECL crystals that have energy deposited more than 110 ns
before or after the measured event t0 (out-of-time). Bottom: Correlation between the two
variables. The different colours represent e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) samples
that have been simulated with different beam background conditions.
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out-of-time if the deposition happens outside of a window of 110 ns around the measured
event t0. The distribution of the number of out-of-time crystals can be seen in Fig. 7.3.
Additionally, one can see there that the number of additional CDC hits and the number
of out-of-time crystals are highly correlated. As the two observables are measured by
uncorrelated subdetectors, this is a strong indication that these observables can be used to
describe the beam background conditions.

In principle, both of the described variables can be used as a proxy for the varying
beam background conditions. Nevertheless, for the analysis described here, as it mostly
relies on tracking, the number of extra CDC hits is the more natural observable. Fig. 7.4
shows the signal efficiency as a function of the average number of extra CDC hits, NCDC

extra ,
that have been observed in the data-taking period the beam background overlays used
for the simulation of the samples correspond to. One can see there that the worse the
beam background conditions are (on average more NCDC

extra ) the worse the signal efficiency is.
Furthermore, as one could already see in Fig. 7.1 the effect gets more pronounced for larger
h′ lifetimes where the h′ decays on average more displaced. These observations verify that
NCDC

extra serves as a good proxy to estimate the beam background conditions.
Fig. 7.4 shows that the efficiency loss depends linearly on NCDC

extra . Therefore, for each
simulated model parameter configuration I fit a linear function to extract the signal efficiency
as a function of the extra CDC hits, ϵsig

(
NCDC

extra

)
. I use this function to get the signal

efficiency for the full dataset, taking into account the average number of NCDC
extra of the data

considered for this analysis.
To ensure that this efficiency drop is not caused by the selection described in Chapter 6,

but by the track-finding efficiency for displaced vertices, I study the h′ reconstruction on
simulated samples without applying any selections. Fig. 7.5 shows the number of correctly
reconstructed h′ candidates with a lifetime of cτ(h′) = 300 cm. It can be clearly seen that
the number of h′ candidates drops in the same manner as the signal efficiency as the beam
background conditions get worse (more NCDC

extra ). This check ensures that the efficiency drop
is caused by the track-finding efficiency and is not induced by the selection.

7.2 Trigger Efficiency

In addition to the studies on the selection variables, I study the influence of the Belle II
trigger system on the signal efficiency based on simulated samples. I do this for both the
L1 trigger as well as for the HLT trigger level, which both are explained in Section 3.2.5.

On the L1 trigger several predefined trigger lines could be used to trigger a signature
which includes four tracks in the final state. One of them is the single track trigger (STT),
which triggers the presence of at least one track in the event. To reduce the amount of beam
background events that are triggered by the STT, the track has to carry at least 0.7GeV/c

of momentum and the extrapolation of the track has to be close to the IP (|ztrack| < 15 cm).
While a four-track final state should be effectively found by the STT the two additional
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Figure 7.4: Signal efficiency as a function of the average number of extra CDC hits
NCDC

extra for different lifetimes hypotheses of the h′. All other model parameters are fixed to
the values in the plots. The plots show the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) signal
process as an example. Every data point (red) corresponds to a signal sample simulated
with specific beam background conditions. The black dashed line represents a linear fit
through the data points. The ±1σ uncertainty on the fit is marked with a grey band.
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Figure 7.5: Number of correctly reconstructed h′ candidates as a function of the average
number of extra CDC hits NCDC

extra . The result is based on e+e− → h′(→ µ+µ−)χ1χ2(→
χ1e

+e−) signal with a fixed lifetime of cτ(h′) = 300.0 cm. The h′ is reconstructed from a
pair of muons. To show the pure reconstruction effect and not bias the result, no selections
are applied on either the muons or the h′ candidates.

requirements make the situation more complicated for the studied signal signature. The
performance drops for model parameter configurations where the tracks either do not carry
enough momentum or are significantly displaced. Fig. 7.6 shows the STT performance for
different choices of the model parameters. The results show exactly the expected behaviour
that is described above. While the plots show that the STT performance depends on the
lifetime of the dark Higgs candidates, it seems to be independent of the lifetime of the χ2.
This is only true for the model parameter configurations shown in these plots, as for the
choice of model parameters shown here, most of the events are triggered by the muons
from the h′ decay and therefore the displacement of the electron tracks has no impact on
the performance. In addition to the performance loss for some parameter configurations,
the STT was not active for the whole data-taking period where the dataset used in this
analysis was collected. The integrated luminosity taken with the STT enabled corresponds
only to 276 fb−1 (of 364 fb−1).

As long as the χ2 is decaying into a pair of electrons, another class of L1 trigger lines
that rely on the ECL can be considered. The most suitable line here is the HIE trigger
line, which sums up the energy depositions in the barrel and part of the forward ECL
(19.23◦ ≤ θ ≤ 127.55◦) and lets an event pass if the energy sum is above 1GeV. Especially
if the mass splitting between the m(χ1) and m(χ2) is large enough and the electrons
consequently carry a lot of momentum, this line is expected to show good performance. The
performance is shown in Fig. 7.6 and shows the expected behaviour of being independent of
the h′ properties (lifetime and mass) and only losing efficiency for smaller mass splittings.
Additionally, one can see that the performance of the HIE trigger line slightly improves for
larger lifetimes of the χ2. This effect is caused by the type of events that are selected and
are used in the denominator to calculate the performance. If the lifetime of the χ2 is larger
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Figure 7.6: Fraction of events that are selected and triggered by the high energy (HIE)
(left) and STT L1 trigger line (right) to all selected events. The selected events are
selected with the selections from Tables 6.1 and 6.2 (excluding the selection on Ehie).
The performance is shown as a function of the dark Higgs mass for several variations of
the other model parameters: cτ(h′) (top), ∆m (center), and cτ(χ2) (bottom). Only the
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) signal is shown as an example and the plots for
the other two final states can be found as Figs. D.1 and D.2 in the appendix. The linear
interpolation between the points is added for better visualisation.



68 7.2. Trigger Efficiency

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
pT(e + ) (GeV/c)

0.0

1.0

2.0

3.0

4.0

5.0

Ca
nd

id
at

es
 / 

(0
.0

4 
Ge

V/
c)

×102

Belle IISimulation
(own work)
e + e h′( + ) 1 2( 1e + e )

m(h′) = 0.8 GeV/c2

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm

c ( 2) = 0.01 cm
c ( 2) = 0.1 cm
c ( 2) = 1.0 cm
c ( 2) = 100.0 cm

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
pT(e ) (GeV/c)

0.0

1.0

2.0

3.0

4.0

5.0

Ca
nd

id
at

es
 / 

(0
.0

4 
Ge

V/
c)

×102

Belle IISimulation
(own work)
e + e h′( + ) 1 2( 1e + e )

m(h′) = 0.8 GeV/c2

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm

c ( 2) = 0.01 cm
c ( 2) = 0.1 cm
c ( 2) = 1.0 cm
c ( 2) = 100.0 cm

Figure 7.7: Transverse momentum of the reconstructed e+ (left) and e− (right) track for
several variations of the χ2 lifetime. The plots show the e+e− → h′(→ µ+µ−)χ1χ2(→
χ1e

+e−) final state.

the electrons are generated with more displacement. Tracks not originating from the IP
can be easier reconstructed if they carry more transverse momentum as this results in a
straighter track. While in general, the momentum distribution of the electrons from the χ2

decay is independent of the χ2 displacement, the reconstruction changes the momentum
distribution favouring higher momentum tracks. This can be seen in Fig. 7.7. Consequently,
as these tracks on average carry a higher momentum the energy deposited in the ECL is
larger, resulting in a better HIE performance.

Especially as it is independent of the lifetime of the dark Higgs, the HIE trigger line
shows overall better performance than the STT trigger line and as the former is available
for the whole dataset used, I use the HIE trigger line for the analysis presented here.

I perform an additional check to ensure that the HIE performance does not depend
significantly on the different beam background conditions observed during data taking. In
Fig. 7.8 the HIE efficiency is shown for samples simulated with different beam background
conditions and there are no significant differences observed in the HIE performance between
them. On the contrary, the STT shows significant differences in the performance for the
different beam background conditions. This is another reason why I do not use the STT
line in this analysis, as the instability for different beam background conditions would
introduce a systematic uncertainty on the signal efficiency that is complicated to estimate.

As the L1 trigger is only the first trigger step and is followed by the HLT I check the
performance of the latter, as well. One observes that all events that pass the L1 trigger
also pass the HLT, so there is no additional efficiency loss introduced by the HLT.
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Figure 7.8: Fraction of events that are selected and triggered by the HIE L1 trigger
(left) and STT L1 trigger line (right) to all selected events. The performance is shown
as a function of the dark Higgs mass for different beam background conditions to check
the stability of the trigger lines against these conditions. Only the process e+e− → h′(→
µ+µ−)χ1χ2(→ χ1e

+e−) is shown as an example, as the situation is similar in the other
two considered final states. The linear interpolation between the points is added for better
visualisation.





Chapter 8

Signal and Background
Parametrization

To search for a signal-like excess over the SM expectation, I use the reconstructed mass
of the h′, denoted as Mh

′
xx. This is done via counting events in a given signal window and

comparing the observed events with the expectation taken from the reconstructed mass
sidebands on data∗. The exact definition of the signal window and the sidebands will be
given in Section 11.2. As the definition of the signal window includes the width of the
reconstructed h′ mass, I obtain the signal width by fitting the signal shape using simulated
signal samples. As a fitting framework zfit [75] is used.

8.1 Signal Parametrization

I describe the reconstructed signal h′ invariant mass distribution with a Double Sided
Crystal Ball (DSCB) function [76, 77]. This function is defined as

f (x;Θ) = N ·


Al
(
Bl − x−µ

σ

)−nl for x−µ
σ < −αl

exp
(
− (x−µ)2

2σ
2

)
for − αl ≤ x−µ

σ ≤ αr

Ar
(
Br − x−µ

σ

)−nr for x−µ
σ > αr

, (8.1)

with

Θ = (µ, σ, αl, αr, nl, nr) , (8.2)

Al/r =

(
nl/r

|αl/r|

)nl/r

exp

(
−
|αl/r|

2

2

)
, (8.3)

Bl/r =
nl/r

|αl/r|
− |αl/r|, (8.4)

∗As the signal region is blinded during the development and optimisation of the analysis, for the initial
sensitivity studies the background expectation is derived from simulated SM background samples.
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and the normalisation N . The function has a Gaussian core which is described by two
parameters, the mean µ and the width σ and exponential tails on each side which are
characterised by the αl/r and nl/r parameters. Here, the parameters αl/r describe the
transition points from the Gaussian to the exponential functions and the exponential parts
themselves are described by the nl/r parameters. Therefore, the signal is modelled with a
probability density function (PDF) with six floating parameters.

The results of the signal shape fits are only used in a later step of the analysis to
define the signal windows and not for fitting a potential signal peak in the measured
data. Therefore, the normalisation N is only used for the visualisation of the shape fit
results and not used later on during the analysis. Furthermore, there are no significant
differences observed between the simulated signal samples produced with different beam
background conditions. Therefore, to increase the statistics in the signal shape fits, I merge
the signal samples produced with different beam background conditions. Fig. 8.1 shows six
example signal shape fits for the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) final state with
three different h′ masses and two lifetime hypotheses. Examples for the other two final
states can be found in Figs. E.1 and E.2 in the appendix. The plots show that the DSCB
describes the signal Mh

′
xx distribution very well for all tested masses and lifetimes. From

now on, when speaking of the signal width, I refer to the width σDSCB of the Gaussian core
of the DSCB PDF. Note that as the signal is described by a DSCB and not a simple
Gaussian, this σDSCB does not correspond to the usual probability coverage one would
obtain with a Gaussian PDF.

In Fig. 8.2 I show the extracted signal width of the DSCB for several variations of the
model parameters. The fitted signal width is dominated by the detector resolution and not
by the actual width of the dark Higgs which is, in the model parameter range covered in
this thesis, significantly smaller than the resolution of Belle II. This manifests itself in
the fact that the signal width mainly depends on both the mass and the lifetime of the
dark Higgs candidates. The dependence on the mass is linear and can be explained by the
fact that the relative uncertainty on the momentum measurement of the tracks directly
propagates to a relative uncertainty on the di-particle mass. Under the assumption that the
relative uncertainty does not depend on the mass itself, a constant relative uncertainty over
the whole mass range results in a larger absolute uncertainty and consequently a broader
signal peak for larger mass hypotheses. The dependence on the lifetime is caused by the
on average shorter track length of more displaced particles. Less tracking hits result in a
worse momentum resolution and therefore in a worse resolution of the reconstructed mass.

Another observable effect is the exponential decrease of the fitted signal width close to
the kinematic threshold, where the h′ mass is close to twice the mass of the FSPs it decays
into. In these cases, the reconstructed h′ mass is dominated by the mass of the FSPs,
which are known with far higher precision than the momentum resolution of Belle II.

As simulated signal samples cannot be produced for all scanned mass hypotheses, the
signal width has to be interpolated between the simulated mass hypotheses. This is done
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Figure 8.1: Signal shape fit examples for the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e
+e−) final

state. The plots show fits on the reconstructed dark Higgs mass using a DSCB function.
Plots on the left are produced with a dark Higgs lifetime set to cτ(h′) = 1.0 cm, while the
plots on the right show the corresponding fits for cτ(h′) = 300.0 cm. The dark Higgs mass is
choses as m(h′) = 0.8GeV/c2 (top), m(h′) = 1.8GeV/c2 (center), and m(h′) = 2.8GeV/c2

(bottom). The values of all other model parameters are fixed to the values reported in the
plots. The extracted fit parameters and their uncertainty are also shown for each fit in the
corresponding plot. All selection requirements from Tables 6.1 and 6.2 are applied.
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Figure 8.2: Extracted width σDSCB of the DSCB shape fit as a function of the dark Higgs
mass. The plots show the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) final state for several
variations of the model parameters cτ(h′) (upper left), mass splitting ∆m (upper right),
cτ(χ2) (lower left), and m(A′) (lower right).
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with a linear fit on the extracted signal width parameter over the h′ mass for each h′ lifetime
and the different variations of the remaining model parameters. As described above, close
to the kinematic threshold the signal width does not follow a linear function but shows an
exponential decrease. Therefore the mass points close to this threshold are excluded from
the fit. This results in a slight overestimation of the signal width close to the respective
threshold in the different final states. While this would be problematic if the signal width
determined in this manner would be used to fit a signal peak on measured data, it is
not problematic in the analysis described here as only the size of the signal window is
slightly increased. The respective linear fits are shown for an exemplary selection of model
parameter configurations in Figs. E.3 to E.5 in the appendix.

8.2 Background Parametrization

When looking into the reconstructed h′ mass Mh
′

xx distribution of the remaining SM
backgrounds after all selection criteria from Tables 6.1 and 6.2 are applied, no underlying
peaking structure is observed in the simulated samples. The corresponding distributions
for the different reconstruction channels are shown in Fig. 8.3. In the h′ → µ+µ− and
h′ → K+K− reconstruction channel the expected background is close to zero, so I assume
the background to be uniform across the whole Mh

′
xx range in these two channels. For

the h′ → π+π− reconstruction channel the situation is a little bit different. While the
general background level is very low as well, there are slightly more events visible there,
which originate mainly from the e+e− → τ+τ−(γ) process. Furthermore, due to meson
decays originating from this process, the low-mass region is more densely populated than
the high-mass region. With the help of additional studies shown in Fig. 8.4 where the
selection on the pointing angle is relaxed to increase the statistics, I set the point where the
background level changes at Mh

′
ππ = 1.0GeV/c2. I assume the background to be uniformly

distributed above and below this threshold with different normalisations.
I use the normalisations obtained from the simulated samples only to get an estimate

on the expected background level and the actual expected background level is derived from
data in the Mh

′
xx sidebands which will be defined in Section 11.2. On data the h′ → π+π−

reconstruction channel is split into two parts, as well, using the threshold derived from the
studies on the simulated SM background samples.

In case there is no additional signal observed, I expect to observe 0.252 events in the
h′ → µ+µ− reconstruction channel and 0.252 events in the h′ → K+K− reconstruction
channel, based on SM background simulations. In the h′ → π+π− reconstruction channel
there are in total 5.798 events expected, of which 4.537 events are expected below 1GeV/c2

and 1.260 events above the threshold.
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Figure 8.3: Reconstructed h′ mass in the three different reconstruction channels h′ → µ+µ−

(upper left), h′ → π+π− (upper right) and h′ → K+K− (bottom) after applying all
selections from Tables 6.1 and 6.2. All possible background sources described in Table 5.1
are considered, but only these that contribute after the selection are shown in the legend.
Each component is scaled according to the produced number of events in each of the
simulated samples to reach the target integrated luminosity of

∫
Ldt = 364 fb−1.
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Figure 8.4: Reconstructed h′ mass in the h′ → π+π− reconstruction channel after applying
all selections from Tables 6.1 and 6.2. The plots are created with different selections on the
pointing angle of the dark Higgs candidate. All possible background sources described in
Table 5.1 are considered, but only the ones that contribute after the selection are shown in
the legend. Each component is scaled according to the produced number of events in each
of the simulated samples to reach the target integrated luminosity.





Chapter 9

Corrections and Systematic
Uncertainties

As the simulations are not perfectly reproducing the underlying physical models nor the
detector response, differences between the observations on simulated samples and the data
measured by Belle II are expected. Consequently, one has to correct the parameters
(e.g. the signal efficiency and shape) derived from simulated samples to account for these
discrepancies. I achieve this via control studies, that look into well-known processes that
share similar kinematic properties as the signal process of interest. In this chapter, I describe
the derivation of the corrections arising from different sources, such as the PID or the
track-finding, and the associated systematic uncertainties introduced by these corrections.
Additionally, I evaluate the systematic uncertainty due to the limited statistics available in
the simulated samples. Furthermore, the uncertainty on the measurement of the integrated
luminosity of the dataset is briefly discussed.

9.1 Particle Identification Corrections

The PID shows a different performance when applied to data or simulated samples.
Therefore, a number of control channels are used to derive correction factors for both the
efficiency and the fake rate. As the PID performance depends on the detector region and
the momentum of the tracks, the corrections are given in bins of particle momentum p and
polar angle θ. Furthermore, the performance depends on the particle type and is therefore
studied for each particle type individually. I apply these correction factors on any track in
the reconstructed event depending on the particle flavour.

The corrections are derived together with a statistical and a systematic uncertainty.
Additionally, one has to take into account the correlation between the bins, in which the
corrections are provided. While the statistical uncertainties are completely uncorrelated
between the bins, the systematic part is fully correlated. To correctly propagate the
uncertainties to the signal efficiency I perform a toy study. In each bin, 200 variations are
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drawn following a Gaussian distribution centered around the nominal correction and the
width given by the uncertainty. These variations are then propagated to the correlation
matrix using the sample covariance. In the end, I derive the systematic uncertainty on the
signal efficiency via the width of the efficiency distribution obtained with these toys.

The PID corrections and their associated statistical and systematic uncertainty for
the likelihood-based pion identification are derived via the SM process K0

S → π+π−.
Similarly, the corrections for kaons are derived with the process D∗+ → D0(→ K−π+)π+.
For the lepton corrections J/ψ decays are used, more explicit J/ψ → e+e− for electrons and
J/ψ → µ+µ− for muons. For all of these, I calculate the corrections with the use of the
Systematic Corrections Framework∗.

Fig. 9.1 shows the impact of the PID corrections on the signal efficiency for two example
model parameter configurations in the h′ → µ+µ−, h′ → π+π−, and h′ → K+K− final
state. The associated systematic uncertainty on the correction is also shown there. The
correction arising from the electron identification of the χ2 daughter candidates is rather
small with around 1% over the whole mass range independent of the final state. With
around 2 − 4% the systematic uncertainty associated with this correction is also rather
small. While for the PID of the remaining FSPs the correction itself has a significant
impact on the signal efficiency, reaching up to 15% in the muon final state, 9% in the pion
final state, and around 5% in the kaon final state, the systematic uncertainty arising from
these sources is significantly smaller than the systematic uncertainty associated with the
electron PID.

I do not explicitly consider a potential lifetime effect on the PID in this analysis.
Nevertheless, corrections on the reconstruction efficiency for significantly displaced particles
will be considered in Section 9.2.

9.2 Long-lived Particle Efficiency Correction

The finding efficiency for displaced K0
S mesons shows significant discrepancies between data

and simulation. As the K0
S is a SM long-lived particle (LLP) which creates a pointing

vertex it mimics exactly the signature of the displaced h′ decay. Therefore, I can assume
that the observed discrepancy between data and simulation is also applicable to the h′.
While the χ2 candidate is non-pointing, it is still expected that the correction can be
applied to these candidates, as the driving factor for the discrepancy is the track-finding
efficiency that is independent of a vertex being pointing or not. The discrepancy between
data and simulation is studied in [78] and correction factors are derived in bins of the
3D-displacement r, momentum p, and polar angle θ of the K0

S. I apply these corrections to
both the h′ and the χ2 candidate. The effect of this correction on the signal efficiency is
shown in Fig. 9.2.

In addition to the correction itself, I derive the systematic uncertainty on the correction.
∗https://syscorrfw.readthedocs.io (Access Date: 2024-09-16)

https://syscorrfw.readthedocs.io


Chapter 9. Corrections and Systematic Uncertainties 81

Figure 9.1: Correction on the signal efficiency (left) and associated relative systematic
uncertainty (right) caused by the discrepancy in PID performance on data and simulated
samples. The results are shown for the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (top),
e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) (center), and e+e− → h′(→ K+K−)χ1χ2(→
χ1e

+e−) (bottom) final state as a function of the dark Higgs mass. The remaining model
parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), ∆m = 0.4m(χ1), cτ(h

′) =
4.64 cm, and cτ(χ2) = 1.0 cm. In the h′ → µ+µ− and h′ → π+π− final state the region
corresponding to the K0

S veto is shown as a grey band. Similarly, in the h′ → K+K− final
state the region corresponding to the ϕ veto is marked with a grey band.
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Figure 9.2: Impact of the LLP efficiency correction on the signal efficiency (left) and
associated systematic uncertainty (right) in the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−)
(top), e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) (center), and e+e− → h′(→ K+K−)χ1χ2(→
χ1e

+e−) final state as a function of the dark Higgs mass for different cτ(h′). The remaining
model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), ∆m = 0.4m(χ1),
and cτ(χ2) = 1.0 cm. In the h′ → µ+µ− and h′ → π+π− final state the region corresponding
to the K0

S veto is shown as a grey band. Similarly, in the h′ → K+K− final state the region
corresponding to the ϕ veto is marked with a grey band.
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This is done separately for the statistical and systematic components which are later added
in quadrature. The statistical part is calculated by drawing 200 variations of the weights
according to a Gaussian distribution with mean rki and width σki , where σki is the statistical
uncertainty on the respective weight rki . For these 200 variations the varied signal efficiency
ϵcorrsig is calculated according to the procedure described in Chapter 7 (taking into account
the effect of the different beam background conditions) and the statistical uncertainty σstat
is derived from the standard deviation of the resulting distribution of the 200 ϵcorrsig values.
As the correction on the h′ and χ2 candidates are correlated the same variation is applied
to both vertices at the same time. I estimate the systematic part by creating an up and
down variation of the corrected efficiency by varying all weights at once with rki ± ∆k

i ,
where ∆k

i is the systematic uncertainty on the weight rki . Using these ϵcorr,upsig and ϵcorr,down
sig

variations, the systematic uncertainty ∆sys can be estimated as the maximum deviation

from the nominal corrected efficiency, max
(
|ϵcorr,upsig − ϵcorrsig |, |ϵcorr,down

sig − ϵcorrsig |
)
. Combining

these two uncertainties one gets the total uncertainty on the LLP efficiency correction via

∆ϵ =

√
σ2stat +∆2

sys (9.1)

The resulting total uncertainty is shown in Fig. 9.2.

Both the correction and the associated relative uncertainty on the signal efficiency show
the expected behaviour. The discrepancy between data and simulation of the LLP finding
efficiency is larger for vertices with a larger displacement. Consequently, the correction has
a bigger impact if the dark Higgs (or χ2) lifetime is larger, reaching up to 15% for very
large displacements. This also explains the effect that for a fixed lifetime the correction is
larger for light h′ candidates, as they decay on average further displaced than heavier dark
Higgs candidates caused by the boost of SuperKEKB. The relative systematic uncertainty
on the signal efficiency induced by this correction is between 3 and 7%. Here, the same
effect as for the correction itself is visible: The uncertainty is larger for lighter and more
displaced dark Higgs candidates. This is caused by the smaller statistics available to derive
the corrections for vertices with a larger displacement, as less K0

S mesons decay with such
a large displacement and also the track-finding efficiency for tracks originating from such
displaced vertices is very low (see Section 6.1).

9.3 Near-IP Tracking Efficiency

In addition to the track finding efficiency correction for LLPs (see Section 9.2) the
systematic uncertainty on the track finding efficiency for prompt vertices (r < 0.5 cm) has
to be considered. This uncertainty depends on the track momentum and the associated
correction factors and their uncertainties are listed in Table 9.1. The systematic uncertainty
on the signal efficiency that arises due to this correction is estimated by varying all weights
up and down and taking the maximum deviation from the nominal value as uncertainty. It
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Table 9.1: Tracking efficiency correction and associated uncertainty of prompt vertices
(r < 0.5 cm) in different track momentum regions.

Track momentum Correction with uncertainty

0.05GeV/c < p ≤ 0.12GeV/c 0.947± 0.020

0.12GeV/c < p ≤ 0.16GeV/c 0.985± 0.017

0.16GeV/c < p ≤ 0.2GeV/c 0.983± 0.019

p > 0.2GeV/c 1.0000± 0.0027

has to be noted that this is a rather conservative approach, but as the contribution of this
correction to the total systematic uncertainty is very small a potential overestimation of
this uncertainty is not problematic.

9.4 Track Momentum Scaling

The magnetic field within Belle II is not known with perfect precision. This leads to the
problem that the track momentum cannot be determined with high accuracy for recorded
data, as the calculation of the momentum from the track curvature requires knowledge of
the magnetic field. In [79] the effect is measured using D mesons and the extracted scaling
factors are applied to the recorded data in this analysis.

On simulation the track momentum scaling is not required, as for the simulation and
reconstruction of the events the same magnetic field map is used.

The systematic uncertainty from the correction affects the signal efficiency as a wrong
momentum calculation could lead to migration of events in or out of the signal window. As
found in other measurements, e.g. [80], the resulting uncertainty is very small and therefore
can be neglected in this analysis.

9.5 Trigger Efficiency Correction

As described in Section 7.2, I use the HIE hardware trigger line for this analysis. To
account for possible discrepancies in the performance on measured data and simulated
samples, I study the performance in control regions.

I investigate the performance as a function of the deposited energy in the ECL to
account for possible discrepancies in the event kinematics between the signal and the
data from the control regions. The deposited energy is calculated by summing up all
reconstructed ECL clusters that are within the HIE acceptance given by 4 ≤ θID ≤ 58,
which corresponds to an acceptance of 19.23◦ ≤ θ ≤ 127.55◦. This is measured at the
center of the outermost included ECL crystals, thus the actual angular acceptance is
slightly larger. Additionally, as the ECL hardware trigger only considers trigger cells that
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Figure 9.3: Performance of the HIE L1 trigger line as a function of the deposited ECL
energy in the HIE acceptance as defined in Eq. (9.3). The results are based on the simulated
SM background samples in the pointing angle control region. The left side shows the whole
data-taking period, while on the right side, the sample is split into different data-taking
periods with different beam background conditions.

contain at least 100MeV of energy, only clusters with at least E > 100MeV are considered
to calculate the deposited energy. Furthermore, the energy is calculated without taking
the leakage correction into account as this gives a better approximation of the energy the
trigger has seen. Summarising these conditions, the deposited energy EHIE is given by

EHIE =
∑
i

Ecluster
i , (9.2)

with Ecluster
i =

E
cluster
i if 4 ≤ θID,i ≤ 58 and Ecluster

i > 100MeV

0 else
. (9.3)

It has to be noted that EHIE is only an approximation of the energy that is used in the
decision by the L1 trigger, as the low-level information used by the L1 trigger is not
available at this stage of the analysis.

The performance is analysed on orthogonal trigger lines, e.g. the efficiency is calculated
with respect to events that are triggered by CDC triggers that use information from an
uncorrelated subdetector. The HIE efficiency is defined as

ϵHIE =
N(sel&CDC&HIE)

N(sel&CDC)
, (9.4)

where I use trigger lines that select events containing at least a pair of tracks with an
opening angle of at least 30◦ for the CDC trigger.

The HIE efficiency in the pointing angle control region (see Section 10.2) is shown
in Fig. 9.3 based on the simulated SM background samples. The performance shows
the expected behaviour with nearly no events being triggered below Ehie = 1GeV, which
corresponds to the energy threshold for the HIE trigger line. At EHIE = 1GeV a rapid



86 9.6. Signal Sample Size

0.0 0.5 1.0 1.5 2.0 2.5 3.0
EHIE(GeV)

0.0

0.2

0.4

0.6

0.8

1.0

1.2HI
E

Belle IISimulation dt = 364 fb 1

(own work)
Pointing Control Region

Simulation
Data

0.0 0.5 1.0 1.5 2.0 2.5 3.0
EHIE(GeV)

0.0

0.2

0.4

0.6

0.8

1.0

1.2HI
E

Belle IISimulation dt = 364 fb 1

(own work)
Pointing Control Region

Simulation
Data

Figure 9.4: Performance of the HIE L1 trigger line as a function of the deposited ECL
energy in HIE acceptance as defined in Eq. (9.3). The results are shown for simulated
samples (green) and measured data (black) in the pointing angle control region. On the
left side, all selections from Tables 6.1 and 6.2 are applied, while on the right side only the
selections from Table 6.1 are applied to enrich the available statistics.

increase is observed ending up in nearly perfect efficiency for larger deposited energy values.
A possible impact of the different beam background conditions on the HIE performance is
checked by splitting the performance study into different data-taking periods. As can be
seen on the right side of Fig. 9.3 the data-taking period and therefore the beam background
conditions have no significant impact on the HIE performance.

Fig. 9.4 shows the comparison of data with simulation in the pointing angle control
region. Especially when enriching the available statistics by only applying the selections
from Table 6.1 (and not applying the data-driven selections from Table 6.2), below EHIE <

1.5GeV a significant discrepancy in the HIE performance between data and simulation is
visible. There are two ways to address this problem: One can either calibrate the effect
by applying correction factors based on the observed deviations, or one can restrict the
analysis to the region where the agreement between data and simulation is good. As the
former would introduce a non-negligible systematic uncertainty, I restrict the analysis to
the region with good agreement, EHIE > 1.5GeV. For most of the model parameter space,
this restriction has no significant impact on the sensitivity of this analysis.

9.6 Signal Sample Size

The limited amount of events that are generated for each signal configuration gives rise
to another systematic uncertainty on the signal efficiency. This uncertainty is directly
extracted from the uncertainty on the linear fit used to derive the signal efficiency depending
on the beam background conditions, as described in Section 7.1.

For some model parameter configurations, the systematic uncertainty in the signal
efficiency caused by the limited statistics is quite large. More specifically, this is the case,
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whenever either the number of correctly reconstructed events and consequently the signal
efficiency is very small, or for very large lifetimes where many of the decay vertices are
outside of the reach of the Belle II detector. This problem could in principle be resolved
by producing larger signal samples. As already stated in the analysis outline in Chapter 4,
the computing resources required to cover the huge model parameter space is one of the
limiting factors of the analysis. Therefore, I concentrate the resource usage on covering a
larger variety of model parameter configurations, with the trade-off of a higher systematic
uncertainty arising from the sample size in some regions of model parameter space.

A discussion on the size of the effect caused by the statistics and corresponding plots
will be given in Section 9.9.

9.7 Luminosity Uncertainty

The integrated luminosity of the dataset recorded at the Υ(4S) that is considered in this
thesis is measured as ∫

Ldt = (364.49± 1.64) fb−1 (9.5)

[53]. This results in a relative uncertainty on the integrated luminosity of

∆L =
σL∫
Ldt

= 0.45%. (9.6)

This uncertainty is very small compared to the other systematic uncertainties I report in
this chapter. Nevertheless, it still is considered as an additional nuisance parameter in the
signal extraction.

9.8 Uncertainty on the Background Expectation

As described in Section 8.2, for the background determination the h′ → π+π− reconstruction

channel is split into two regions at Mh
′

ππ = 1.0GeV/c2 with different background levels
on each side. I estimate the systematic uncertainty arising from this choice by varying
the point where the sample is split and evaluating the impact on the background level.
The split point is varied to Mh

′
ππ = 0.9GeV/c2 and Mh

′
ππ = 1.2GeV/c2, and the maximum

deviation from the nominal background level is taken as a systematic uncertainty on the
background expectation. Based on the simulated SM background samples, this relative
uncertainty on the background expectation is determined as ∆bkg = 17%.
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9.9 Summary of Systematic Uncertainties

The different sources of systematic uncertainty on the signal efficiency that are described in
Chapter 9 are summarised in Fig. 9.5. Here, the total systematic uncertainty is determined
by adding the individual sources in quadrature. One can observe that for most model
parameter configurations the uncertainty on the finding efficiency of displaced vertices
(Section 9.2) is the dominant source of systematic uncertainty. This is especially pronounced
for cases where the dark Higgs has a large lifetime. For model parameter configurations
where the signal efficiency is very low, the limited statistics of the simulated samples play
a dominant role. Overall the total systematic uncertainty on the signal efficiency varies
between 5 and 20% depending on the choice of the model parameters∗. Therefore, the
systematic uncertainty on the signal efficiency is significantly larger than the uncertainty
on the luminosity measurement (see Section 9.7), causing the impact of the latter to be
negligible.

To estimate the impact of the systematic uncertainty on the final sensitivity I perform
a study calculating 95% CL upper limits with and without considering the systematic
uncertainties. The calculation of the upper limits will be described in detail in Section 11.5
and the procedure to estimate the sensitivity is explained in Section 11.6. The result
of this study is visualised in Fig. 9.6. It can be seen that the impact of the systematic
uncertainties is rather small, increasing the upper limits by around 1% over nearly the full
model parameter space. For large h′ masses combined with very small h′ lifetimes, the
impact is slightly larger as the upper limits are weakened by up to 3% for these model
parameter configurations.

∗For mass points very close to the respective kinematic threshold, the systematic uncertainty on the
signal efficiency can exceed this value due to the efficiency being close to zero and therefore the limited
statistics playing a dominant role. As for these mass points the sensitivity is already very poor, due to the
low efficiency, the large systematic uncertainty is negligible.
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Figure 9.5: Summary of the different sources of systematic uncertainties described in
Chapter 9. The plots show the relative systematic uncertainty on the signal efficiency
as a function of the dark Higgs mass. The results are shown for the e+e− → h′(→
µ+µ−)χ1χ2(→ χ1e

+e−) (top), e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−) (center), and

e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) (bottom) final state. The lifetime hypothesis

of the h′ is set to cτ(h′) = 4.64 cm (left) and cτ(h′) = 100.0 cm (right). The remaining
model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), ∆m = 0.4m(χ1),
and cτ(χ2) = 1.0 cm. In the h′ → µ+µ− and h′ → π+π− final states the region correspond-
ing to the K0

S veto is shown as a grey band. Similarly, in the h′ → K+K− final state the
region corresponding to the ϕ veto is marked with a grey band.
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Figure 9.6: Impact of the systematic uncertainties on the expected sensitivity in the
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (upper left), e+e− → h′(→ π+π−)χ1χ2(→
χ1e

+e−) (upper right), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) (lower left) final

state, and for the combination of all three (lower right). The sensitivity is estimated
according to the procedure that will be described in Section 11.6. The impact is shown
as a function of the dark Higgs mass for several h′ lifetime hypotheses. The remaining
model parameters are set to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), ∆m = 0.4m(χ1),
and cτ(χ2) = 0.1 cm. The linear interpolation between the points is added for better
visualisation.



Chapter 10

Control Regions

Up to now, the whole analysis that I describe has been developed on simulated samples. To
test the quality of the simulation, without directly looking into the measured data in the
signal region, the measured data is compared to the simulation in various control regions.
These signal-depleted control regions are defined by the inversion of selection criteria from
Table 6.1.

10.1 K0
S Control Region

The most natural control region for this analysis is the reconstructed h′ mass region around
the K0

S which is vetoed (see Section 6.7). One advantage of this region is that the K0
S

decay mimics the h′ signal decay as it also creates a displaced vertex that is pointing
back to the IP. K0

S mesons are already used in Section 9.2 to derive correction factors
for the track-finding efficiency of displaced tracks. Besides the efficiency, the shape of
the reconstructed di-particle mass plays a role in this analysis as I use the signal shape
(Section 8.1) for the definition of the signal window in the signal extraction. Therefore, I fit
the reconstructed K0

S mass shape both on simulation and measured data with a DSCB to
compare the widths of the Gaussian cores of the distributions. Doing so, a ratio between
the two fitted widths can be defined as

rshape =
σdataDSCB

σMC
DSCB

. (10.1)

If this ratio is significantly different from one it can be used to scale the signal width that is
extracted from signal simulations. This scaling would then propagate to the signal window.

Before performing the fits, I use the K0
S control region to compare the distributions

of several observables between data and simulation to check their agreement. Fig. 10.1
shows that the missing energy Emiss distributions differ a lot, which also leads to a
noticeable difference in the amount of K0

S candidates observed in the reconstructed mass
distribution. The data shows a peak at Emiss ≈ 2.5GeV that is not visible in the simulated
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Figure 10.1: Left: Missing energy distributions for data and simulation in the K0
S control

region. Right: Reconstructed mass of the h′ candidate in the K0
S control region for both

data and simulation. The different simulated SM background components are scaled to
the integrated luminosity of

∫
Ldt = 364 fb−1.

samples. One process that can cause such a peak in the missing energy distribution is
the process e+e− → e+e−ϕ(→ K0

SK
0
L) which is missing in the simulated samples as no

reliable generator is available. In this case, both the electron pair and the K0
S have been

correctly reconstructed. Additionally, the missing energy corresponds to the K0
L whose

decay vertex is too far displaced to be reconstructed via its decay products. Nevertheless,
for reconstructing K0

L mesons Belle II can make use of the KLM subdetector (and the
ECL). To verify that the missing energy can be attributed to K0

L candidates that have
been missed in the reconstruction, all KLM clusters that start at least at the 8-th KLM
layer and have an associated timing of −15 ns < t− t0 < 30 ns are taken into consideration.
I place these requirements on the KLM clusters to reject cluster candidates that have
been produced by beam background depositions, as these are not of interest here. Using
all these clusters, I derive the angle ∆αKLM between the missing momentum vector and
the closest KLM cluster. Fig. 10.2 shows the corresponding distributions from which one
can see that the peak in the missing energy is caused by K0

L mesons that created clusters
in the KLM as for nearly all events in the peak region of Emiss a KLM cluster close to
the missing momentum vector is found. To remove contributions from K0

L mesons in the
analysis, I place an additional requirement of ∆αKLM > 0.5 (see Table 6.2). Fig. 10.3
shows that this additional requirement removes the peaking disagreement in the missing
energy distributions and leads to a reasonable agreement between data and simulation in
the reconstructed K0

S mass.

After applying the additional ∆αKLM selection together with the other selections from
Tables 6.1 and 6.2, the K0

S shape is fitted in both data and simulation using a DSCB
function to derive the shape correction from Eq. (10.1). The fit results for both data and
simulation are displayed in Fig. 10.4. As only the width σDSCB of the Gaussian core of the
DSCB is of interest, in the fit on data the values for the nl/r and αl/r parameters are fixed
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Figure 10.2: Minimal angle between the missing momentum vector and KLM cluster
position ∆αKLM. The left plot shows the full K0

S control region, while the right plot is
restricted to the peak position from Fig. 10.1. The events where no KLM cluster was
found are included in the last bin at ∆αKLM = π. The different simulated SM background
components are scaled to the integrated luminosity of

∫
Ldt = 364 fb−1.

0.0

1.0

2.0

3.0

4.0

5.0

6.0

Ev
en

ts
 / 

(0
.2

75
 G

eV
) ×101

Belle II dt = 364 fb 1

(own work)
K0

s  Control Region
h′( + ) 2( e+e )

KLM > 0.5

0 2 4 6 8 10
Emiss (GeV)

3
0
3

Pu
ll

0.0

0.2

0.4

0.6

0.8

1.0

Ev
en

ts
 / 

(0
.0

00
6 

Ge
V/

c2 )

×102

Belle II dt = 364 fb 1

(own work)
K0

s  Control Region
h′( + ) 2( e+e )

KLM > 0.5

e+e XX
e+e BB
e+e qq
e+e + ( )
MC stat. unc.
Data

0.490 0.495 0.500 0.505 0.510
M  (GeV/c2)

3
0
3

Pu
ll

Figure 10.3: Left: Missing energy distributions for data and simulation in the K0
S control

region. Right: Reconstructed mass of the h′ candidate in the K0
S control region for both

data and simulation. For both distributions, an additional requirement of ∆αKLM > 0.5 is
applied to remove contributions from K0

L mesons. The different simulated SM background
components are scaled to the integrated luminosity of

∫
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Figure 10.4: K0
S shape fit in the K0

S control region performed on simulation (left) and data
(right). For the fit on data, the nl/r and αl/r parameters are fixed to the values obtained
from the simulation.

to the values obtained from simulation, as all the parameters are highly correlated. With
the results obtained from the fits the ratio between the widths is

rshape = 1.06± 0.08, (10.2)

which is within its uncertainty in agreement with one. Therefore I do not apply a correction
on the signal width.

10.2 Pointing Angle Control Region

Another useful control region is obtained by inverting the requirement on the angle between
the momentum and vertex vector of the h′ vertex that is described in Section 6.4. I define the
pointing angle control region as −log(1− cos(∆αh

′
x,p)) < 4.5, which selects a large fraction

of the exponentially decreasing SM background contributions. For some model parameter
configurations, a small contribution from signal events is selected by this requirement (see
Fig. 6.15). However, this signal contribution is negligible compared to the large number of
SM background events in the defined control region. I use this control region to check for
reasonable agreement between the measured data and the simulation and to ensure that
there are no processes missing in the simulated samples that are observed on data.

Fig. 10.5 shows the comparison between data and simulation in the reconstructed
mass distributions for the three considered reconstruction channels. Especially in the
h′ → µ+µ− and h′ → π+π− reconstruction channels a large discrepancy between data
and the simulation is observable. Part of this discrepancy is caused by selections on the
e+e−/µ+µ− mass on generator level of at least 0.5GeV/c2∗ in the e+e− → e+e−e+e− and

∗https://github.com/belle2/basf2/blob/release/06-00/generators/scripts/generators.py#L89 contains
the selections that are applied during the event generation.

https://github.com/belle2/basf2/blob/release/06-00/generators/scripts/generators.py#L89
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Figure 10.5: Reconstructed h′ mass (left) and χ2 mass (right) in the pointing control
region for both simulated SM background samples and measured data. The plots show
the h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K− (bottom) reconstruction
channel. All selections from Table 6.1 are applied. The different simulated SM background
components are scaled to the integrated luminosity of

∫
Ldt = 364 fb−1.
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Figure 10.6: Left: Comparison between data and simulation of the opening angle between
the two muon tracks from the h′ candidate in the pointing control region. Right: Azimuthal
angle ϕ of the µ+ track. In both plots, additional selections on the reconstructed mass of
the two lepton pairs Mℓℓ > 0.5GeV/c2 are applied. The right plot is additionally restricted
to the area with αµµ > 0.5. Only the h′ → µ+µ− reconstruction channel is shown. The
corresponding ϕ distribution of the µ− track is shown in Fig. F.1 in the appendix.

e+e− → e+e−µ+µ− processes. These selections are clearly visible in the reconstructed
mass distributions in Fig. 10.5, hence I consider only the region Mχ2

ee > 0.5GeV/c2 in
all reconstruction channels for further studies in this control region. Furthermore, the
requirement Mh

′
µµ > 0.5GeV/c2 is applied in the h′ → µ+µ− reconstruction channel for the

studies in this control region. These selections on the reconstructed masses are only placed
for the studies described in this section and are not applied in the general selection of the
analysis.

In the h′ → µ+µ− reconstruction channel another discrepancy can be observed when
looking into the opening angle of the two reconstructed muons in the lab frame (see
Fig. 10.6). For very large opening angles αµµ > 3.0 the number of events observed in
data is significantly larger than the expectation obtained from simulation. Checking the
ϕ distributions of the µ− and µ+ in this region (see Fig. 10.6) shows that the particles
pass the detector from top to bottom or vice versa. Consequently, it can be assumed that
these are cosmic muons and their contribution is heavily underestimated in the simulated
samples. Further investigation of the momenta of the two muon candidates shows that the
momenta are highly correlated (see Fig. F.2 in the appendix). This leads to the conclusion
that one cosmic muon passes the detector and the track-finding algorithm creates two
tracks with opposite charges and a vertex in the middle. These two tracks then have exactly
the observed opening angle of 180◦ in the lab frame. Independent from the discrepancy,
the contribution from cosmic muons needs to be suppressed in the analysis by placing an
additional selection of αh

′
xx < 3.0 in all three reconstruction channels.

Fig. 10.7 shows the E/p distributions for the electron candidates used in the reconstruc-
tion of the χ2 vertex. Here p is the reconstructed momentum obtained from the track fit and
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Figure 10.7: E/p for the positron (left) and electron track (right) in the pointing control
region. p is the momentum derived from the track fit and E is the energy of the associated
ECL cluster. The plots show the h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom) reconstruction channel. The different simulated SM background components are
scaled to the integrated luminosity of

∫
Ldt = 364 fb−1.
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Figure 10.8: Polar angle θlabmiss of the missing momentum vector in the lab frame. The plots
show the comparison between data and simulation in the h′ → µ+µ− (top left), h′ → π+π−

(top right), and h′ → K+K− (bottom) reconstruction channel. Besides the selection on
θlabmiss itself, all selections from Tables 6.1 and 6.2 are applied. The different simulated SM
background components are scaled to the integrated luminosity of

∫
Ldt = 364 fb−1.

E is the ECL cluster energy associated with the track. For correctly identified electrons
this ratio should be one, as electrons deposit nearly all their energy in the ECL. From the
plots, a clear discrepancy between data and simulation is visible in the low E/p region.
This region mostly contains electron candidates that are misidentified. To suppress these
contributions, a selection of E/p > 0.6 is applied to the electron and positron candidates.
The remaining discrepancy in the h′ → µ+µ− reconstruction channel for larger values of
E/p can be attributed to another source that is described below.

After applying all previously mentioned additional selections, another difference between
data and simulation is visible in the direction of the missing momentum vector shown
in Fig. 10.8. There are more events observed in data in the regions where the missing
momentum points in the direction of the beam axis. This can have multiple reasons: A
background component not considered in the simulated samples, ISR effects not covered
for some of the background processes, angular acceptance requirements on generator level
for some of the components, to name a few of them. Since this discrepancy cannot be
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attributed to one specific cause, the missing momentum vector is required to point into the
acceptance region of the detector (0.4 < θlabmiss < 2.6). Otherwise, one cannot ensure that
the missing energy is caused by an actual non-detectable particle or by for example a track
being outside of the detector acceptance.

As can be seen in Fig. 10.9, when applying all previously mentioned additional selection
criteria, that are summarised in Table 6.2, the distributions of data and simulation show
a reasonable agreement. This order of agreement is sufficient as the actual background
level will be derived from data in the reconstructed mass sidebands and is not taken from
simulated samples.

10.3 Eextra(neutral) Control Region

Similar to the pointing angle control region, the Eextra(neutral) control region is used to
check if the expected background level on data is similar to the expectation obtained from
the simulated samples. While the signal region is defined in Section 6.6 as Eextra(neutral) <

1GeV, the control region is defined as 1GeV < Eextra(neutral) < 2GeV. For the studies
in this control region all selection criteria from Tables 6.1 and 6.2 are applied.

Fig. 10.10 shows that the observed number of events is low in both data and in the
simulated SM background samples. This underlines the assumption of the background
level being low in the signal region, as well.

10.4 e+ µ− Control Region

Another control region that is beneficial for checking how well the background expectation
obtained from the simulated samples represents the measured data can be created when
looking into the non-physical case where the h′ is reconstructed from an electron and muon
track. For the studies in this control region all selection criteria from Tables 6.1 and 6.2
that are applied in the h′ → µ+µ− reconstruction channel are applied∗. This is especially
powerful for checking the impact of randomly combined tracks on data.

Fig. 10.11 shows that the number of events in this nonphysical reconstruction channel
agrees between data and the simulated samples and is in general very low. Together with
the observations from Section 10.3, this check verifies the background modelling which is
expected to translate into a good modelling of the background expectation in the signal
region.

∗Electrons and muons are selected via their respective BDT-based PID classifier.
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Figure 10.9: Reconstructed h′ (left) and χ2 (right) mass in the pointing control region.
The plots show the h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K− (bottom)
reconstruction channel after applying all selections from Table 6.1 and additional selection
criteria described in Section 10.2 and summarised in Table 6.2. The different simulated
SM background components are scaled to the integrated luminosity of

∫
Ldt = 364 fb−1.
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Figure 10.10: Reconstructed h′ (left) and χ2 (right) mass in the Eextra(neutral) control
region. The plots show the h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom) reconstruction channel. Besides the requirement on Eextra(neutral) (which is
inverted) all cuts from Tables 6.1 and 6.2 are applied. The different simulated SM
background components are scaled to the integrated luminosity of

∫
Ldt = 364 fb−1.
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Figure 10.11: Reconstructed h′ (left) and χ2 (right) mass in the e+ µ− control region.
Besides the requirement on Eextra(neutral) (which is inverted) all cuts from Tables 6.1
and 6.2 are applied. The different simulated SM background components are scaled to the
integrated luminosity of

∫
Ldt = 364 fb−1.
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Signal Extraction

I search for a signal as a peaking excess in the reconstructed h′ mass Mh
′

xx over the SM
background. I do this in steps of the Mh

′
xx where the stepsize is taken as half of the signal

width derived from the simulated signal samples. Hereby, the signal width is derived as
described in Section 8.1. Due to the low expected background level, I perform a counting
experiment, where the number of observed events in a given signal window is compared
with the number of expected events, which is taken from the Mh

′
xx sidebands on data. First,

I determine the significance using the p-value as described in Section 11.3. In the case that
no significant signal is observed, the results are used to set upper limits on the cross section
of the signal process (see Section 11.5), using Bayesian techniques. To do so the Bayesian
Analysis Toolkit [81] is used. Both the calculation of the p-value and the limit setting are
done for the three individual final states considered in this thesis and the combination of
all three final states.

Extracting the individual cross sections has the advantage that no assumptions about the
branching fractions B(h′ → x+x−) of the h′ decays are made, which in the end yields more

model-independent results. Nevertheless, for the mass range below Mh
′

xx < 2.0GeV/c2∗, the
combination of the individual final states, where each final state is weighted according to
the branching fraction prediction from theory [18], yields stronger results in the end. This
has the disadvantage that the results are no longer independent from the inelastic DM
with a dark Higgs model.

11.1 Bayesian Analysis

Data analysis with a Bayesian approach is based on Bayes theorem

p(λ|x) = p(x|λ)p(λ)
p(x)

. (11.1)

∗As no reliable branching fraction calculations are available for the h
′ → π

+
π
− and h

′ → K
+
K

− final
state above 2.0GeV/c

2, only the h
′ → µ

+
µ
− final state contributes to the combination in this mass region.

103
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It relates the posterior probability p(λ|x) of λ being the true parameter given measured
data x with the probability of measuring x given a specific λ, p(x|λ), the likelihood function
often denoted as L. p(λ) describes the prior probability, or in other words the current
knowledge, about the parameter λ. The denominator p(x) describes the probability of
measuring the data x and can in many analyses be neglected as it only serves as an
additional normalisation. One can also interpret Bayes theorem as a learning rule, as it
describes how the prior knowledge about a parameter is updated by a measurement, taking
into account the probability of measuring the data for a given value of the parameter,
resulting in the posterior knowledge.

The posterior probability can be used to set upper limits on the parameter of interest λ.
For a given Bayesian credibility level∗ α the upper limit on a parameter λul is defined via

α =

∫ λup

λmin

p(λ|x)dλ, (11.2)

with λmin being the minimal possible value the parameter λ can take. Using this definition,
one can obtain the upper limit when solving for λup, which is typically not trivial if the
likelihood function cannot be integrated analytically.

The situation gets a little bit more complicated when λ is not the only free parameter but
there are additional ones, denoted as Θ. This is for example the case if there are systematic
uncertainties present as they would enter as nuisance parameters in Θ. Nevertheless, these
nuisance parameters are not of intrinsic interest, and if one is only interested in λ one can
construct the corresponding posterior probability via marginalisation:

p(λ|x) =
∫ Θmax

Θmin

p(λ,Θ|x)dΘ =

∫ Θmax

Θmin

p(x|λ,Θ)p(x|Θ)dΘ. (11.3)

The upper limit on the parameter λ is then calculated using this marginalised posterior
pdf.

11.2 Bayesian Model

To extract the signal cross-section σsig, the number of observed events Nobs is compared to
the number of expected events nbkg, where the following formula holds

Nobs = nsig + nbkg = σsig · L · ϵsig + nbkg, (11.4)

where L is the integrated luminosity and ϵsig the signal efficiency.
The signal window, in which the number of observed events are counted, is derived

from the signal shape fits (see Section 8.1) and chosen as m
h
′ ± 2σ. This was optimised to

achieve the lowest upper limit when determining the sensitivity on simulated samples while
∗The credibility level is the Bayesian equivalent to the confidence level in the Frequentist interpretation.
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Figure 11.1: Sensitivity on the product of the production cross section σ(e+e− → h′χ1χ2)
and the product of the branching fractions B(χ2 → χ1e

+e−)×B(h′ → µ+µ−) as a function
of the mass of the h′. The sensitivity is derived by calculating 95% CL upper limits as
described in Section 11.5 based on simulated samples. Different sizes of the signal windows
(SW) chosen as multiples of the signal width are shown with different colours. The h′

lifetime is set to cτ(h′) = 1.0 cm (left) and cτ(h′) = 100.0 cm (right). The remaining model
parameters are chosen as m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), ∆m = 0.4m(χ1), and
cτ(χ2) = 0.1 cm. The region corresponding to the K0

S veto is marked with a grey band.

keeping the size of the signal window rather small to not be prone to statistical fluctuations
of the SM background. The corresponding plots are shown in Fig. 11.1. The number of
expected events is taken from the mass sidebands in data via counting the number of events
NSB

obs within the mass sideband. Hereby in each reconstruction channel the mass sidebands
are defined as m ∈ (2mf ,mmax) excluding the signal window and the vetoed mass regions.
Here mf is the mass of the FSP and mmax is chosen for each final state to ensure that the
last scan point is fully included. As the last scan point is at m = 3GeV for a given final
state mmax = m+2σ(m)|

m=3.0GeV/c
2 , with σ being the width associated with the last scan

point. To account for the fact that the SM background expectation from simulations shows
that in the h′ → π+π− reconstruction channel the background is not flat (see Fig. 8.3), in
this final state the sideband range is split into two parts. The two ranges are chosen as
m ∈ (2mπ , 1.0GeV/c2) and m ∈ (1.0GeV/c2,mmax) depending on the scanned mass point
m. With the knowledge of the size of the signal window and the sideband, the number of
expected background events in the signal window can be calculated via

nbkg =
NSB

obs

w
, (11.5)

where w is the ratio between the sizes of the sideband and the signal window.

The number of observed events is expected to follow a Poisson distribution and therefore
in each signal window and for each final state, one can define the Poissonian likelihood



106 11.3. p-Value

function for measuring n events as

L(n) =
(nsig + nbkg)

n

n!
e−(nsig+nbkg), (11.6)

with the definitions of nsig and nbkg as given above. For the calculations, the logarithmic
form of this, the so-called log-likelihood function is used. When combining the individual
final states the total log-likelihood is given as the sum of the individual ones:

logLtotal =
∑

f=µ,π,K

logLf . (11.7)

Thereby, for each final state, the number of signal events nsig is derived from the total cross
section by multiplying the latter with the respective efficiencies and branching fractions

nsig,f = σtot · ϵf · Bf · L, (11.8)

with f = µ, π,K.
The systematic uncertainties on the parameters are included as nuisance parameters

and will be explained in the following chapters.

11.3 p-Value

I determine the significance by deriving the p-value p0 of the background-only hypothesis.
The p-value, which describes the probability of observing Nobs or more events given a
background expectation, is for a single final state calculated via

p0 =
∞∑

n=Nobs

L(n) (11.9)

[82], where L(n) is the likelihood of observing n events as defined in Eq. (11.6) with nsig = 0.
For the combination of the final states, the combined p-value is given by the product of the
p-values of the individual final states. To incorporate the systematic uncertainty associated
with the background expectation obtained from the sideband, I use a hybrid approach where
the likelihood for the p-value calculation is defined with Bayesian ansatz. The likelihood of
observing n events in the signal window is implemented as

L(n, µ) = (µ/w)n

n
e−µ/w · µ

N
SB
obs

NSB
obs!

e−µ (11.10)

[83], with the floating background expectation µ that is constrained by a Poisson prior
given the number of observed events in the sideband NSB

obs and w being the ratio between
the size of the sideband and the signal window. Here µ is a nuisance parameter addressing
the uncertainty arising from the background estimation from the mass sideband. I obtain
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the marginalised likelihood depending only on the parameter n via the marginalisation
described in Section 11.1:

L(n) =
∫ ∞

0
dµ

(µ/w)n

n
e−µ/w · µ

N
SB
obs

NSB
obs!

e−µ. (11.11)

This marginalised likelihood is then used in Eq. (11.9) to calculate the p-value. While this
is the complete likelihood to calculate the p-value in the h′ → µ+µ− and h′ → K+K−

reconstruction channel, in the h′ → π+π− reconstruction channel the uncertainty on the

background estimation ∆bkg, arising from splitting the Mh
′

ππ spectrum into two parts, has
to be considered. I do this by adding an additional nuisance parameter, which is then
marginalised, to the likelihood,

Lππ(n) =
∫ ∞

0
dµ

∫ ∞

−∞
dx

(µ/w(1 + x∆bkg))
n

n
e−(µ/w(1+x∆bkg)) · µ

N
SB
obs

NSB
obs!

e−µ · e
1
2
x
2

√
2π
. (11.12)

The additional nuisance parameter x is constrained by a Gaussian prior. During the
marginalisation, the background expectation in the signal window µ/w(1 + x∆bkg) is
restricted to be positive.

The p-value can be translated into the significance via

S = Φ−1(1− p0), (11.13)

where Φ−1 is the quantile of the standard Gaussian [84].
I test this approach with the use of a toy dataset to ensure that the procedure does not

bias the results. To generate a toy dataset I draw for each reconstruction channel nf events,
where nf is taken from a Poisson distribution with mean Nf . Here Nf is the number of
expected background events taken from the SM background simulations shown in Fig. 8.3.
In the h′ → µ+µ− and h′ → K+K− reconstruction channel I draw the events from a
uniform distribution in the range Mh

′
xx ∈ [2mf , 3.0GeV/c2], with mf being the mass of the

corresponding FSP. To incorpoarate the non-flatness of the background in the h′ → π+π−

reconstruction channel (see Section 8.2), for this reconstruction channel the n≤1 events
are drawn from a uniform distribution in the range M(ππ) ∈ [2mπ , 1.0GeV/c2] and n>1

events in the range M(ππ) ∈ (1.0GeV/c2, 3.0GeV/c2]. The different background levels
in these ranges are considered in n≤1 and n>1. In total, I draw 100,000 toy datasets and
evaluate them at two arbitrary mass points, with the restriction that one is above and one
below the splitting point of the pion reconstruction channel. Fig. 11.2 shows the outcome of
the toy study for the lower mass point. The distributions show the expected behaviour of
being approximately flat. The discrete structure of the p-value that is observable is caused
by the low background level, as the number of combinations the values for Nobs and NSB

obs

can take is limited. This is also visible in the toy study evaluated at a mass point above
the threshold (see Fig. 11.3). Due to the even lower background level in the h′ → π+π−
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Figure 11.2: p-value evaluated on 100,000 toy samples for a fixed model parameter
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p-value on a logarithmic scale with the 2, 3, and 5σ significances marked in purple, the
right side shows the result on a non-logarithmic scale with the bin at p0 = 1.0 excluded for
better visualisation.
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reconstruction channel there, the distribution is more discrete and yields lower p-values
whenever at least one event is observed in the signal window.

11.4 Look-elsewhere Effect

As I search in this thesis for a possible signal at many mass points along the reconstructed
dark Higgs mass, the look-elsewhere effect has to be considered. This effect deals with the
fact that the probability of observing a significant excess that is caused by a statistical
fluctuation of the background scales with the number of scan points. Therefore, the
extracted local p-value, which is independent of all other experiments, has to be corrected
to determine the global p-value. This global p-value is determined by weighting the local
p-value with a trial factor up to a higher, less significant, global p-value. The trial factor
was proposed by Gross and Vitells in [85].

Given an extracted local p-value plocal and the related significance Slocal (see Eq. (11.13))
the trial factor Ntrial is given by

Ntrial = 1 +
1

plocal
< Nup(Stest) > e

S
2
test−S

2
local

2 , (11.14)

where Nup(Stest) describes the number of times in the scan the extracted significance
exceeds a chosen threshold Stest. The effect of the overlapping signal windows, which are
not uncorrelated, is accounted for by only counting the number of up-crossings. The average
number of up-crossings < Nup(Stest) > for a given threshold is determined with a toy study
based on the simulated SM background samples.

While the calculation of the p-value only relies on the background hypothesis the
information about the signal is still used for defining the signal windows via the signal
width. As the signal width is slightly dependent on the model parameter configuration
the number of scan points varies between the different model parameter configurations.
Furthermore, as the different final states cover different mass ranges, the number of scan
points depends additionally on the final state or if the p-value is derived for the combination
of the three final states. To incorporate this effect, the look-elsewhere effect is considered
for each model parameter configuration separately and is calculated for all three final states
and the combination individually. Nevertheless, the differences between the different model
parameter configurations turn out to be negligible for the size of the look-elsewhere effect.
Here I only show the outcome for one model parameter configuration as an example.

I create the toy datasets used to derive the impact of the look-elsewhere effect with the
procedure explained in Section 11.3. Using these toy datasets, I extract the significance
for each of the mass points in the scan. The whole procedure is repeated 2000 times. The
outcomes of two of the toy experiments are shown in Fig. 11.4 as examples. The number
of up-crossings for all toy experiments can be found in Fig. 11.5 for different choices of
Stest. A truncated Gaussian function is fitted to each of the distributions to determine
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Figure 11.4: Extracted significances on two example toy datasets for a mass scan assuming
a lifetime of cτ(h′) = 1.0 cm. All other parameters are fixed to the values shown in the plot.
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Figure 11.5: Number of up-crossings Nup for 2000 toy mass scans with a lifetime hypothesis
of cτ(h′) = 1.0 cm. The different plots correspond to different thresholds of Stest. All other
parameters are fixed to the values shown in the plot. A truncated Gaussian distribution is
fitted to the data to extract the mean µ (=< Nup(Stest) >).
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Figure 11.6: Calculated global significances Sglobal assuming different Slocal. The calcula-
tion is performed for different choices of the threshold Stest. For the mass scan a lifetime of
cτ(h′) = 1.0 cm is assumed. All other parameters are fixed to the values shown in the plot.

the mean µ which is equivalent to < Nup(Stest) >. One can see that the average number
of up-crossings does not change between Stest = 1 and Stest = 1.5. This is again caused
by the very low background level where a minimal fluctuation of the background already
results in a local significance Slocal > 1.5. With this, the trial factor from Eq. (11.14) can
be calculated and propagated to the calculation of the global p-value

pglobal = plocal ·Ntrial (11.15)

= plocal+ < Nup(Stest) > e
S
2
test−S

2
local

2 , (11.16)

which then can be translated into the global significance Stotal. For hypothetical local
significances of Slocal = {3, 4, 5}σ the resulting global significance is shown in Fig. 11.6
with the use of the different Stest. As the choice of the threshold significance Stest has no
significant impact on the trial factor Stest = 1.0σ is chosen.

11.5 Upper Limit Setting

In case no significant signal is observed with the methods described in Sections 11.3 and 11.4,
I set upper limits on the product on the production cross section σ(e+e− → h′χ1χ2) with the
product of the branching fractions B(h′ → x+x−)× B(χ2 → χ1e

+e−). Additionally, when
combing all three considered final states, I set upper limits on the product of the production
cross section and the branching fraction B(χ2 → χ1e

+e−). To increase the readability
of the equations these products of cross section and branching fraction(s) are denoted as
σsig. I set these upper limits using the Bayesian approach described in Section 11.1 with
the Bayesian Analysis Toolkit. The confidence level is set to the community standard of
α = 0.05, so 95% CL upper limits are reported.

While the likelihood for the calculation of the p-value (Eq. (11.10)) only takes the
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background expectation into account, for setting the upper limits also the information
about this signal has to be included. The full likelihood is given by

L(nsig, µ, x, y) =
(nsig + µ/w)Nobs

Nobs!
e−(nsig+µ/w) · µ

N
SB
obs

NSB
obs!

e−µ · 1

2π
e−

1
2
(x

2
+y

2
), (11.17)

with

nsig = σsig · (ϵ+ x∆ϵ) · B(h
′ → x+x−) · (L+ y∆L). (11.18)

Here σsig is the signal cross section, ϵ the signal efficiency with the associated systematic
uncertainty ∆ϵ, the dark Higgs branching fraction B(h′ → x+x−), and L being the integrated
luminosity with the uncertainty ∆L. The last term in Eq. (11.17) describes the two Gaussian
priors that constrain the variation of the signal efficiency and integrated luminosity. So the
likelihood depends on the parameter of interest σsig and three nuisance parameters: µ, x,
and y. Again I obtain the marginalised likelihood that depends only on the parameter of
interest via integration over the full parameter space of the nuisance parameters

L(σsig) =
∫ ∞

0
dµ

∫ ∞

−∞
dx

∫ ∞

−∞
dyL(σsig, µ, x, y). (11.19)

I then use this marginalised likelihood in Eq. (11.2) to calculate the upper limits on the
cross sections. Note that similar to the calculation of the p-value in Section 11.3, the
marginalised likelihood in the h′ → π+π− final state contains the additional term arising
from the uncertainty on the background expectation with an additional integration (see
Eq. (11.12)). To keep the equations readable, the additional term is not written here again
but is still considered in the calculation of the upper limits.

11.6 Sensitivity

To estimate the sensitivity of the analysis, I use the information of both the signal simulations
and the simulations of the SM backgrounds to calculate Bayesian upper limits (see
Section 11.5). As the expected background level is very low, I expect to observe zero events
in most of the signal windows when performing the scan on data. Therefore, I estimate the
sensitivity with Nobs = 0. This is done for all three considered final states individually, as
well as for the combination of the latter.

Fig. 11.7 shows the sensitivity in the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e
+e−) final state

for several variations of the model parameters. First of all, one can observe that the
sensitivity close to the kinematic threshold is quite bad because of the low signal efficiency
in this region. Furthermore, one can see that the sensitivity heavily depends on the lifetime
of the dark Higgs. The best sensitivity is achieved for intermediate cτ(h′), as the lifetime
is sufficiently long to pass the minimal displacement requirement and still the dark Higgs
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Figure 11.7: Expected sensitivity on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−) (denoted as Bχ2)
and B(h′ → µ+µ−) as a function of the h′ mass. The plots show different variations of the
model parameters cτ(h′) (upper left), ∆m (upper right), cτ(χ2) (lower left), and m(A′)
(lower right). All other model parameters are fixed to the values reported in the plots. The
sensitivity is estimated by calculating 95% CL Bayesian upper limits assuming Nobs = 0
with the background expectation taken from SM background simulations. The fully-vetoed
K0

S region is marked in grey.
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decays not too far away from the IP where the bad track reconstruction efficiency for
displaced vertices plays a role. For very large lifetimes a huge amount of h′ bosons decays
outside of the Belle II detector, leading to worse efficiency and therefore worse sensitivity.
For a fixed lifetime the sensitivity additionally depends on the mass of the dark Higgs. This
dependence is related to the lifetime dependence, as for short lifetimes, the sensitivity is
better the lighter the dark Higgs is, as the h′ are then more boosted leading to a higher
chance of passing the minimal displacement requirement. For larger lifetimes the boost has
the opposite effect, lighter h′ decay farther away from the IP and therefore suffer more
from the bad reconstruction efficiency for displaced vertices. The sensitivity also depends
on the mass splitting ∆m. The smaller the mass splitting, the less energy is carried by
the electrons from the χ2 decay. Consequently, the events are less likely triggered by the
HIE L1 trigger. This effect is even enhanced by the selection requirement on the deposited
energy in the ECL that is needed to ensure good agreement of the HIE performance
between data and simulations. The decay products of the h′ also deposit some energy
in the ECL which makes the dependence on the mass splitting most pronounced in the
h′ → µ+µ− final state as muons only deposit on average around 200MeV in the Belle II
ECL and pion and kaons can deposit a larger fraction of their energy. The lifetime of the
χ2 affects the sensitivity similar to the h′ lifetime leading to a weaker sensitivity if the
χ2 lifetime increases. Lastly, the mass of the A′ has a slight effect on the sensitivity as it
changes the kinematics of the decay products and consequently alters the reconstruction
efficiency. All of these arguments apply to the e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) and
e+e− → h′(→ K+K−)χ1χ2(→ χ1e

+e−) final state, as well, and they are therefore not
shown explicitly.

In Fig. 11.8 I show the sensitivity of the combination of the three final states, where each
final state is weighted according to the branching fraction prediction from theory. In general,
the sensitivity shows the same dependence on the model parameters as the sensitivity of
the individual final states described above. Nevertheless, there are a few additional features
arising from the combination of the final states. In the region below the di-pion threshold,
the sensitivity is purely given by the h′ → µ+µ− final state, which covers nearly the full
dark Higgs branching fraction. Above m(h′) > 2GeV/c2 the h′ → µ+µ− final state is also
the only one contributing as no reliable branching fraction predictions are available for
the other two final states. As these have a non-negligible branching fraction above this
threshold, this results in a sensitivity drop. Other sensitivity drops are observable at the
di-pion and di-kaon thresholds, respectively, as the additional final states start to contribute
there to the total branching fraction but enter with bad efficiency. In the h′ → K+K− final
state this bad efficiency is caused by the ϕ veto from Section 6.7. Another sensitivity drop
can be seen around the K0

S veto (see Section 6.7), as in the first part only the h′ → π+π−

final state and then only the h′ → µ+µ− final state contributes. The region where the veto
ranges of both final states overlap is completely excluded from the analysis.

Furthermore, I study the sensitivity as a function of the χ1 mass in Fig. 11.9 for
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Figure 11.8: Expected sensitivity on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fraction B(χ2 → χ1e

+e−) (denoted as Bχ2)
as a function of the h′ mass. The plots show different variations of the model parameters
cτ(h′) (upper left), ∆m (upper right), cτ(χ2) (lower left), and m(A′) (lower right). All other
model parameters are fixed to the values reported in the plots. The sensitivity is estimated
by calculating 95% CL Bayesian upper limits assuming Nobs = 0 with the background
expectation taken from SM background simulations. The fully-vetoed K0

S region is marked
in grey.
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Figure 11.9: Expected sensitivity on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−) (denoted as Bχ2)
and B(h′ → µ+µ−) as a function of the χ1 mass. The plots show different variations of
the model parameters cτ(χ2) (upper left), ∆m (upper right), m(h′) (lower left), and m(A′)
(lower right). All other model parameters are fixed to the values reported in the plots. The
sensitivity is estimated by calculating 95% CL Bayesian upper limits assuming Nobs = 0
with the background expectation taken from SM background simulations.

variations of the other model parameters. Overall one can observe that the sensitivity
improves for larger values of the χ1 mass. One reason for this is that the mass splitting
is chosen as multiples of the χ1 mass and a higher mass splitting leads to a better trigger
efficiency. Besides the dependencies that already have been discussed above, there is another
feature visible for large dark photon masses. The sensitivity drops at the point where the
dark photon in the subprocess e+e− → h′A′ cannot be produced on-shell anymore. In the
lower right plot of Fig. 11.9 this can be seen around a χ1 mass of m(χ1) = 2.5GeV/c2

which roughly marks this threshold if the h′ mass is set to 0.4GeV/c2.
As the weighting for the combination of the final states does only depend on the mass

of the h′ and not on the χ1 mass, qualitatively the sensitivity as a function of the χ1 mass
for the combination is identical to the one for the individual final states and is therefore
not shown explicitly.
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Figure 11.10: Comparison of the expected sensitivities on the product of the production
cross section σ(e+e− → h′χ1χ2) (denoted as σprod) and the branching fraction B(χ2 →
χ1e

+e−) (denoted as Bχ2) (light green) with the theoretical prediction (cyan) as a function
of the h′ lifetime cτ(h′)/mixing angle θ. The plots show different test masses of the h′.
The dashed lines show the interpolations between the tested cτ(h′)/θ. The purple crosses
indicate the derived intersections between the expected sensitivity and predicted cross
sections. For the given test mass, the parameter space in θ between these intersections is
considered to be excluded.

11.7 Translation into Model Parameters

To obtain model-dependent limits on the mixing parameters θ and ϵ, I compare the extracted
upper limits on the product of the production cross section σ(e+e− → h′χ1χ2) and the
branching fraction B(χ2 → χ1e

+e−) with the theoretical prediction. Before doing so, the
model-independent lifetimes of the h′ and χ2 are translated into the mixing parameters
θ and ϵ, respectively. This is done via the procedure described in Section 5.1. With the
knowledge about the mixing parameters, I calculate the predicted cross section for each
tested model parameter configuration and compare it with the extracted upper limit. Model
parameter configurations, where the extracted upper limit is lower than the theoretical
prediction are considered to be excluded for the dark Higgs in association with inelastic
DM model.

As illustrated in Fig. 11.10, I apply this procedure for variations of the h′ mass and
lifetime to obtain exclusions in the m(h′)-θ plane for fixed values of the remaining five
model parameters. The expected sensitivity of Belle II in this plane is shown in Fig. 11.11
for two example model parameter configurations. Depending on the model parameters,
I expect to improve existing limits on sin θ by two orders of magnitude. In general, the
sensitivity for sin θ as a function of the h′ mass follows the model-independent results from
Section 11.6, with the K0

S and the ϕ veto clearly visible in the plots. Additionally, the
sensitivity drop at m(h′) > 2GeV/c2, where only the h′ → µ+µ− final state contributes,
is also visible here. Furthermore, there is an increased sensitivity observable just below
m(h′) = 1GeV/c2. The sensitivity of Belle II does depend on the h′ lifetime and due to the
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Figure 11.11: Expected sensitivity of Belle II (green) in the plane of the dark Higgs
mass m(h′) and the sine of the mixing angle θ compared to existing constraints that have
been described in Section 2.5. The remaining model parameters are fixed to αD = 0.1,
m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and ∆m = 0.4m(χ1). The mixing between the
dark photon and the SM photon is set to ϵ = 1.5× 10−3 (left) and ϵ = 4.7× 10−4 (right).
All other constraints do not depend on the presence of a dark photon or inelastic DM and
do consequently not depend on these model parameters.

increased h′ width around 1GeV/c2 (see Fig. 2.1), smaller values of θ can be probed. As
the production cross section σ(e+e− → h′χ1χ2) scales with ϵ the model-dependent limits
are stronger for larger mixings ϵ.

Additionally, as exclusions in the m(χ1)-ϵ are also of interest, the procedure is repeated
for variations of the χ1 mass and the χ2 lifetime, thereby with the mass and lifetime of
the h′ fixed (see Fig. 11.12). The resulting sensitivity for two example model parameter
configurations is shown in Fig. 11.13. As already discussed in Chapter 4, the limits
are visualised in the plane of the DM mass (m(χ1)) and the dimensionless variable
y = ϵ2αD(m(χ1)/m(A′))4. In general, the sensitivity gets better for larger masses of the
χ1.

The results of these scans on measured data will be shown and discussed in Chapter 12.
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Figure 11.12: Comparison of the expected sensitivities on the product of the production
cross section σ(e+e− → h′χ1χ2) (denoted as σprod) and the branching fraction B(χ2 →
χ1e

+e−) (denoted as Bχ2) (light green) with the theoretical prediction (cyan) as a function
of the χ2 lifetime cτ(χ2)/mixing parameter ϵ. The plots show different test masses of the
χ1. The dashed lines show the interpolations between the tested cτ(χ2)/ϵ. The purple
crosses indicate the derived intersections between the expected sensitivity and predicted
cross sections. For the given test mass, the parameter space in ϵ between these intersections
is considered to be excluded.
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Figure 11.13: Expected sensitivity of Belle II (green) in the plane of the DM mass m(χ1)
and the dimensionless variable y = ϵ2αD(m(χ1)/m(A′))4 compared to existing constraints
from [15, 35–39]. The left plot assumes m(h′) = 0.4GeV/c2, sin θ = 2.6 × 10−4, and
∆m = 0.4m(χ1). In the right plot these parameters are chosen as m(h′) = 0.6GeV/c2,
sin θ = 1.5 × 10−4, and ∆m = 0.2m(χ1). The remaining model parameters are fixed to
αD = 0.1 and m(A′) = 3m(χ1). All other constraints do not depend on the presence of a
dark Higgs boson and the model parameters that describe it.





Chapter 12

Results

In this chapter, I present the results obtained with the dataset collected by Belle II between
2019 and 2022, corresponding to an integrated luminosity of

∫
Ldt = 364 fb−1. To not bias

the results in any direction, they are derived from the measured data after the full analysis
pipeline described throughout this thesis has been fixed.

12.1 Reconstructed Mass Distributions

First I compare the reconstructed dark Higgs mass Mh
′

xx distributions in all three considered
reconstruction channels with the expectation from the SM simulation. The results are
shown in Fig. 12.1. While the limited statistics make it hard to compare the actual shape of
the distributions there are still some comparisons that can be made. First of all the overall
number of observed events is in good agreement with the expectation from the simulation in
all three reconstruction channels. Furthermore, in the h′ → π+π− reconstruction channel
one can additionally observe the expected non-uniformity of the background, which was
already described in Section 8.2. This further confirms the necessity to split the mass region
into two parts in this reconstruction channel.

12.2 Model-independent Results

To get the model-independent results I scan the reconstructed h′ mass with a step size of
half the signal width. I count events in each signal window and compare the number of
observed events to the expectation derived from the mass sidebands as described throughout
Chapter 11. Initially, this is done for each individual final state. As a first step, for each
model parameter configuration and each scanned mass point I calculate the p-value and
the corresponding local significance according to the procedure defined in Section 11.3.
The highest local significance in the h′ → π+π− final state is found as 2.9σ for a dark
Higgs mass of 0.531GeV/c2 and a dark Higgs lifetime of 1.0 cm. The corresponding global
significance after considering the look-elsewhere effect (Section 11.4) for this final state
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Figure 12.1: Reconstructed h′ mass in the three different reconstruction channels h′ →
µ+µ− (upper left), h′ → π+π− (upper right) and h′ → K+K− (bottom) after applying all
selections from Tables 6.1 and 6.2. The coloured histograms show the expectation from the
SM simulations considering all possible background sources described in Table 5.1. Each
component is scaled according to the produced number of events in each of the simulated
samples to reach the target integrated luminosity of

∫
Ldt = 364 fb−1. The data collected

by the Belle II experiment is shown with black dots.
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Figure 12.2: Observed local significances as a function of the dark Higgs mass in the
h′ → π+π− (left) and h′ → K+K− (right) final state. The values of the remaining
model parameters are fixed to cτ(h′) = 1.0 cm, cτ(χ2) = 0.1 cm, m(χ1) = 2.5GeV/c2,
m(A′) = 4m(χ1), and ∆m = 0.2m(χ1).

is determined to 1.1σ. At a dark Higgs mass of 1.452GeV/c2 and a dark Higgs lifetime
of 1.0 cm the h′ → K+K− final state shows the highest local significance of 2.7σ. The
look-elsewhere effect in the h′ → K+K− final state is much smaller due to the smaller
amount of scan points together with the lower background expectation, leading to a global
significance of 2.2σ in this final state. Fig. 12.2 shows the observed significances as a
function of the h′ mass for the model parameter configuration for which the highest local
significance is observed. Note that as no events are observed in the h′ → µ+µ− final state
I do not report significances for this individual final state as the p-value equals one over
the whole mass range. As the signal hypothesis enters the calculation of the p-value only in
the definition of the signal windows via the signal width and the signal width only depends
slightly on the choice of model parameters, the differences in p-values for the different tested
model parameter configurations are found to be very small. Therefore the shown model
parameter configuration is a good representation for all scans performed with different
variations of the model parameters.

As I do not find a significant excess over the SM expectation, I calculate 95% CL upper
limits on the product of the production cross section σ(e+e− → h′χ1χ2) and the branching
fractions B(χ2 → χ1e

+e−) × B(h′ → x+x−) for each final state. The calculation of the
upper limits involves the signal efficiency, which depends on the average beam background
conditions, as described in 7.1. To derive the average beam background conditions, I use
the average number of additional CDC hits in the whole dataset, which I measure as
< NCDC

extra >= 635.98. Using this number, I calculate the signal efficiency for each model
parameter configuration with the procedure described in Section 7.1. The upper limits for
two model parameter configurations are shown in Fig. 12.3. Dependent on the dark Higgs
lifetime, the observed upper limits are within the range of 10−1 fb to 10 fb over nearly the
full scanned mass range, reaching to higher values close to the kinematic thresholds of the
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Figure 12.3: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) and the branching fractions B(χ2 → χ1e

+e−) × B(h′ → x+x−) for the different
final states e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (top), e+e− → h′(→ π+π−)χ1χ2(→
χ1e

+e−) (center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) (bottom). The left side

shows a χ2 lifetime hypothesis of cτ(χ2) = 0.1 cm and the right cτ(χ2) = 100.0 cm. Different
lifetime hypothesis of the h′ are indicated with different colours: cτ(h′) = 1.0 cm (cyan),
cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The remaining model
parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and ∆m = 0.4m(χ1). The
fully vetoed K0

S region is marked with a grey band.
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Figure 12.4: Exclusions at 95% CL in the plane of the dark Higgs mass m(h′) and the
sine of the mixing angle θ of this work (green) together with existing constraints that have
been described in Section 2.5. The remaining model parameters are fixed to αD = 0.1,
m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and ∆m = 0.4m(χ1). The mixing between the
dark photon and the SM photon is set to ϵ = 1.5× 10−3 (left) and ϵ = 4.7× 10−4 (right).
All other constraints do not depend on the presence of a dark photon or inelastic DM and
do consequently not depend on these model parameters.

respective final states. Plots showing the model-independent upper limits for all tested
model parameter configurations can be found in Chapter G in the appendix.

12.3 Model-dependent Results

While in Section 12.2 each final state was considered individually, in this section the
information of all final states is combined. For this combination, each final state is weighted
with the B(h′ → x+x−) predictions from [18] making the results fully dependent on
the inelastic DM in association with a dark Higgs boson model. As the p-values for
the combination are calculated by the multiplication of the p-values of the individual
final states and I do not observe events in the same signal window in different final
states, the highest local significance observed is identical to the model-independent one
measured in the h′ → π+π− final state. Therefore, when combining the final states, still
no significant excess over the SM expectation is found. Consequently, I calculate 95% CL
upper limits on the product of the production cross section and the χ2 branching fraction,
σ(e+e− → h′χ1χ2)× B(χ2 → χ1e

+e−). To derive the upper limits on the mixing angle θ,
for each h′ mass point I derive the value of θ so that the observed 95% CL upper limits
match the theoretical predictions as it is described in Section 11.7. Here the theoretical
prediction on σ(e+e− → h′χ1χ2) × B(χ2 → χ1e

+e−) is taken from [13]. Fig. 12.4 shows
the observed upper limits on sin θ for two example model parameter configurations. It has
to be stressed again that the existing constraints do not depend on the existence of a dark
photon or inelastic DM being realised in nature and therefore not on the model parameters
describing them, while the model-dependent results of this thesis do. Nevertheless, the
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Figure 12.5: Exclusions at 95% CL in the plane of the DM mass m(χ1) and the
dimensionless variable y = ϵ2αD(m(χ1)/m(A′))4 of this work (green) together with existing
constraints from [15, 35–39]. The left plot assumes m(h′) = 0.4GeV/c2, sin θ = 2.6× 10−4,
and ∆m = 0.4m(χ1). In the right plot these parameters are chosen as m(h′) = 0.6GeV/c2,
sin θ = 1.5 × 10−4, and ∆m = 0.2m(χ1). The remaining model parameters are fixed to
αD = 0.1 and m(A′) = 3m(χ1). All other constraints do not depend on the presence of a
dark Higgs boson and the model parameters that describe it.

closer ϵ is chosen to the maximal value not already excluded, the upper limits on θ improve
by up to two orders of magnitude over the existing ones. For some model parameter
configurations, there is a sharp cut-off at the upper end of the m(h′) spectrum. This is
caused by the mass hierarchy m(h′) ≲ m(χ1) that is discussed in Section 2.4 and required
to realise the thermal relic density with the dark Higgs in association with inelastic DM
model.

I repeat the procedure to derive additional upper limits on the mixing parameter ϵ for
values of the χ1 mass. Inspired by existing limits and [52], I present the upper limits on
ϵ in terms of the dimensionless variable y = ϵ2αD(m(χ1)/m(A′))4. The observed upper
limits on y for two example model parameter configurations are shown in Fig. 12.5. In this
plane the lower limit on the minimal excluded χ1 mass is again given by the assumption
made on the h′ mass taking into account the mass hierarchy between the χ1 and h′.

The exclusions for all tested model parameter configurations can be found in Chapter G
in the appendix.
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Conclusion

In this thesis, I present the first search for a dark Higgs boson produced in association
with inelastic DM, a model containing seven independent model parameters. The search is
performed on a dataset of

∫
Ldt = 364 fb−1, collected by the Belle II experiment between

2019 and 2022. I do not find evidence for the signal process of interest and therefore I
place both model-independent and model-dependent upper limits on the product of the
production cross section and the χ2 and h′ branching fractions, σ(e+e− → h′χ1χ2)×B(χ2 →
χ1e

+e−)×B(h′ → x+x−), with x = {µ, π,K}. While there are existing limits constraining
either the dark Higgs or inelastic DM individually, this is the first search combining both.
This makes the model more complex but also increases the sensitivity resulting in stronger
limits compared to the individual searches. Depending on the choice of model parameters,
the limits improve by up to two orders of magnitude over existing ones. Therefore the
presented search is another step towards unravelling the mystery of the nature of DM.

The search does not only give strong limits on a dark Higgs boson produced in association
with inelastic DM but the model-independent limits can be used additionally to constrain
other dark sector models with a signature of up to two displaced vertices and additional
missing energy in the final state, such as [86].

The analysed dataset is still a small fraction of the final expected dataset of 50 ab−1

Belle II plans to collect. As the search is limited by the available statistics the larger
dataset would help to further improve the limits. Neglecting systematics, one expects an
improvement in sensitivity of about one order of magnitude on the mixing parameters.
While at some point the systematic uncertainties will have a larger impact, the larger
dataset will help to reduce their size as well, as the statistics also play a large role in the
determination of the respective corrections, for example, the LLP efficiency correction.

There are several aspects at the reconstruction level where improvements can be highly
beneficial for the analysis. First of all, with the current track-finding algorithms used in
Belle II, the reconstruction efficiency drops heavily for more displaced vertices. Improving
the track-finding, to be more independent of the displacement, would give a huge gain
in signal efficiency and consequently a better sensitivity. There is currently ongoing
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development using graph neural networks (GNNs) for track-finding, which shows already
promising results for displaced vertices. This also applies to the trigger system of Belle II,
where work is ongoing to improve the trigger to cover the novel signatures as for example
described in [87]. Improvements on the trigger are especially crucial as, contrary to the
track-finding where the events can be reanalysed once new algorithms are available, events
lost at this stage are lost forever.

Currently, the track-finding efficiency for displaced vertices depends significantly on
the beam background conditions. Having in mind that the beam background conditions
are expected to get even worse in the upcoming data-taking periods this will even further
reduce the signal efficiency if no more robust track-finding algorithms become available. The
analysis I present here is the first in Belle II that corrects for this effect but with the cost
of having to produce more simulations for each model parameter configuration. This and
the computing time needed for the simulation and reconstruction of these samples limits
the model parameter space that can be covered. Improving the reconstruction and making
both the reconstruction and simulation significantly faster would drastically increase the
model parameter space in which the search can be performed.

Another field of improvement is PID. Especially for pions, the current PID algorithms
suffer from a large misidentification rate whenever the particles are created far from the
IP. Further improvement of these algorithms can help to increase the sensitivity reach of
the presented analysis.

One of the more obvious approaches to extend the reach of the search is the inclusion
of additional final states that have not been considered in this thesis. The inclusion of the
additional χ2 decay channels that have not been covered due to restrictions of the trigger
and limitations on the computing resources that have been available is straightforward,
especially in case new trigger algorithms become available. Including the h′ → τ+τ− final
state in the kinematically allowed region is more challenging. As the τ decays include
additional neutrinos the reconstructed h′ vertex would not point back to the IP anymore.
With the pointiness being one of the most powerful selection variables this would make the
background suppression more challenging.

While there is always room for improvement, in this thesis, I already show the possibilities
of the Belle II experiment in the detection of events with multiple displaced vertices in
the final state and additional missing energy, improving existing limits by two orders
of magnitude in parts of the model parameter space. The analysis techniques that are
developed and studied in the context of the presented analysis are expected to further
extend the reach of Belle II into the unknown dark sector.

To summarise, in this thesis, I present world-leading limits on dark Higgs bosons
produced in association with inelastic DM and the first search at Belle II with two
displaced vertices.
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Appendix A

Model Parameter Configurations

In Tables A.1 and A.2 I present the model parameter configurations for which simulated
samples have been produced. The configurations are divided as they are used for the scans
in the m(h′)–θ-plane or m(χ1)–ϵ-plane.

The parameter configurations are chosen to cover a large variety of different scenarios
where Belle II is sensitive.
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Table A.1: Model parameter variations used for the scans in the m(h′)–θ-plane. Equal
parameter values share the same colour for better visualisation.

αD m(χ1) ∆m cτ(χ2) m(A′)

0.1 2.5GeV/c2 0.4m(χ1) 0.1 cm 3m(χ1)

0.1 2.5GeV/c2 0.4m(χ1) 0.01 cm 3m(χ1)

0.1 2.5GeV/c2 0.4m(χ1) 1.0 cm 3m(χ1)

0.1 2.5GeV/c2 0.4m(χ1) 100.0 cm 3m(χ1)

0.1 2.5GeV/c2 0.4m(χ1) 0.1 cm 4m(χ1)

0.1 2.5GeV/c2 0.4m(χ1) 1.0 cm 4m(χ1)

0.1 1.25GeV/c2 0.4m(χ1) 0.1 cm 3m(χ1)

0.1 2.5GeV/c2 0.2m(χ1) 0.1 cm 3m(χ1)

0.1 2.5GeV/c2 0.2m(χ1) 0.01 cm 3m(χ1)

0.1 2.5GeV/c2 0.2m(χ1) 1.0 cm 3m(χ1)

0.1 2.5GeV/c2 0.2m(χ1) 100.0 cm 3m(χ1)

0.1 2.5GeV/c2 0.2m(χ1) 0.1 cm 4m(χ1)

0.1 2.5GeV/c2 0.2m(χ1) 1.0 cm 4m(χ1)

0.1 2.5GeV/c2 1.0m(χ1) 0.1 cm 3m(χ1)

0.1 2.5GeV/c2 1.0m(χ1) 0.01 cm 3m(χ1)

0.1 2.5GeV/c2 1.0m(χ1) 1.0 cm 3m(χ1)

0.1 2.5GeV/c2 1.0m(χ1) 100.0 cm 3m(χ1)

0.1 2.5GeV/c2 1.0m(χ1) 0.1 cm 4m(χ1)

0.1 2.5GeV/c2 1.0m(χ1) 1.0 cm 4m(χ1)

0.1 1.25GeV/c2 1.0m(χ1) 0.1 cm 3m(χ1)

0.5 2.5GeV/c2 0.4m(χ1) 0.01 cm 3m(χ1)

0.5 2.5GeV/c2 0.4m(χ1) 1.0 cm 3m(χ1)

0.5 2.5GeV/c2 0.2m(χ1) 0.01 cm 3m(χ1)

0.5 2.5GeV/c2 0.2m(χ1) 1.0 cm 3m(χ1)

0.5 2.5GeV/c2 1.0m(χ1) 0.01 cm 3m(χ1)

0.5 2.5GeV/c2 1.0m(χ1) 1.0 cm 3m(χ1)



Chapter A. Model Parameter Configurations 141

Table A.2: Model parameter variations used for the scans in the m(χ1)–ϵ-plane (m(χ1)–y-
plane). Equal parameter values share the same colour for better visualisation.

αD m(h′) cτ(h′) ∆m m(A′)

0.1 0.4GeV/c2 21.54 cm 0.4m(χ1) 3m(χ1)

0.1 0.4GeV/c2 21.54 cm 0.4m(χ1) 4m(χ1)

0.1 0.6GeV/c2 21.54 cm 0.4m(χ1) 3m(χ1)

0.1 0.6GeV/c2 1.0 cm 0.4m(χ1) 3m(χ1)

0.1 1.2GeV/c2 21.54 cm 0.4m(χ1) 3m(χ1)

0.1 0.6GeV/c2 21.54 cm 0.2m(χ1) 3m(χ1)

0.1 0.6GeV/c2 1.0 cm 0.2m(χ1) 3m(χ1)

0.1 1.2GeV/c2 21.54 cm 0.2m(χ1) 3m(χ1)





Appendix B

Additional Signal and Background
Distributions

In this part of the appendix I present additional signal and SM background distributions
of the variables used in the selection. This includes the distributions for the final states
that are not already covered in the main part of the thesis.

Fig. B.1 shows the vertex fit probability of the reconstructed χ2 candidate. The opening
angle between the two electrons used to reconstruct the χ2 vertex for the e+e− → h′(→
π+π−)χ1χ2(→ χ1e

+e−) and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) final state is shown

in Figs. B.2 and B.3, respectively. The corresponding background distributions are also
shown there. The radial vertex position of reconstructed pair conversion processes is shown
in Fig. B.4. Figs. B.5 and B.6 show the angle between the h′ daughter tracks in the
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) and e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−) final

state, for both signal and SM background. The signal and background distributions of
the pointing angle in the h′ → µ+µ− reconstruction channel is shown in Fig. B.7 and the
h′ → K+K− reconstruction channel is shown in Fig. B.8. Figs. B.9 and B.10 show the
missing energy in the h′ → π+π− and h′ → K+K− reconstruction channel, respectively.
Furthermore, Figs. B.11 and B.12 show the reconstructed mass of the e+e−pair that forms
the χ2 candidate in the h′ → µ+µ− and h′ → K+K− reconstruction channel. The ROE
distributions of the final states not included in the main part are shown in Figs. B.13
to B.16. Additionally, Figs. B.17 and B.18 show the average event multiplicity after
applying all selections for the e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) and e+e− → h′(→
K+K−)χ1χ2(→ χ1e

+e−) signal process. Lastly, Figs. B.19 and B.20 show the efficiency of
the BCS in these two final states.
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Figure B.1: Signal distributions of vertex fit probability Pvertex of the χ2 vertex for the
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) signal process. For better visualisation the vertex
fit probability is shown on a logarithmic scale. The distributions are shown for different
variations of the model parameters, h′ mass (upper left), h′ lifetime (upper right), mass
splitting ∆m(lower left), and χ2 lifetime (lower right).
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Figure B.2: Background (top) and signal (center and bottom) distributions of the opening
angle between the two reconstructed electrons of the χ2 candidate. For the signal the
plots show only the e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) final state in the corresponding
h′ → π+π− reconstruction channel. The background distributions are also only shown in
this reconstruction channel. Contributions from truth-matched pair conversions are shown
in purple, while the other contributions are shown in grey. The upper left plot shows the
background composition with a minimal set of selections applied, while in the right plot all
selections from Tables 6.1 and 6.2 besides the opening angle requirement are applied. For
signal the plots show different variations of the model parameters: h′ mass (center left),
m(χ1) (center right), mass splitting (lower left), and χ2 lifetime (lower right).



146

0.0 0.5 1.0 1.5 2.0 2.5 3.0
2ee

0.0

2.0

4.0

6.0

8.0

Ca
nd

id
at

es
 / 

0.
06

28
3 ×106

Belle IISimulation dt = 364 fb 1

(own work)
Reco Channel: h′( K+K ) 2( e+e )

Pair Conversions
Other Background
MC stat. unc.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
2ee

0.0

0.5

1.0

1.5

2.0

Ca
nd

id
at

es
 / 

0.
06

28
3

Belle IISimulation dt = 364 fb 1

(own work)
Reco Channel: h′( K+K ) 2( e+e )

Pair Conversions
Other Background
MC stat. unc.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
2ee

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

Ca
nd

id
at

es
 / 

0.
06

28
3 ×102

Belle IISimulation
(own work)
e + e h′( K + K ) 1 2( 1e + e )

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm
c ( 2) = 0.01 cm

m(h′) = 1.2 GeV/c2

m(h′) = 2.1 GeV/c2

m(h′) = 3.0 GeV/c2

0.0 0.5 1.0 1.5 2.0 2.5 3.0
2ee

0.0

1.0

2.0

3.0

4.0

Ca
nd

id
at

es
 / 

0.
06

28
3 ×102

Belle IISimulation
(own work)
e + e h′( K + K ) 1 2( 1e + e )

m(h′) = 1.4 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm
c ( 2) = 0.1 cm

m( 1) = 1.25 GeV/c2

m( 1) = 2.5 GeV/c2

0.0 0.5 1.0 1.5 2.0 2.5 3.0
2ee

0.0

0.2

0.5

0.8

1.0

1.2

1.5

1.8

Ca
nd

id
at

es
 / 

0.
06

28
3 ×102

Belle IISimulation
(own work)
e + e h′( K + K ) 1 2( 1e + e )

m(h′) = 1.4 GeV/c2

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
c (h′) = 1.0 cm

c ( 2) = 0.01 cm

m = 0.2 m( 1)
m = 0.4 m( 1)
m = 1.0 m( 1)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
2ee

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

Ca
nd

id
at

es
 / 

0.
06

28
3 ×102

Belle IISimulation
(own work)
e + e h′( K + K ) 1 2( 1e + e )

m(h′) = 1.4 GeV/c2

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm

c ( 2) = 0.01 cm
c ( 2) = 0.1 cm
c ( 2) = 1.0 cm
c ( 2) = 100.0 cm

Figure B.3: Background (top) and signal (center and bottom) distributions of the opening
angle between the two reconstructed electrons of the χ2 candidate. For the signal the plots
show only the e+e− → h′(→ K+K−)χ1χ2(→ χ1e

+e−) final state in the corresponding
h′ → K+K− reconstruction channel. The background distributions are also only shown in
this reconstruction channel. Contributions from truth-matched pair conversions are shown
in purple, while the other contributions are shown in grey. The upper left plot shows the
background composition with a minimal set of selections applied, while in the right plot all
selections from Tables 6.1 and 6.2 besides the opening angle requirement are applied. For
signal the plots show different variations of the model parameters: h′ mass (center left),
m(χ1) (center right), mass splitting (lower left), and χ2 lifetime (lower right).
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Figure B.4: Distribution of the radial vertex position of the reconstructed χ2 vertex on
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in purple. The plot shows the h′ → µ+µ− reconstruction channel as an example as the
situation is the same for the other two reconstruction channels.
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Figure B.5: Background (top) and signal (center and bottom) distributions of the opening
angle between the two reconstructed muons of the h′ candidate. For the signal the plots
show only the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) final state in the corresponding
h′ → µ+µ− reconstruction channel. The background distributions are also only shown in
this reconstruction channel. Contributions from truth-matched pair conversions are shown
in purple, while the other contributions are shown in grey. The upper left plot shows the
background composition with a minimal set of selections applied, while in the right plot all
selections from Tables 6.1 and 6.2 besides the opening angle requirement are applied. For
signal the plots show different variations of the model parameters: h′ mass (center left), h′

lifetime (center right), mass splitting (lower left), and m(χ1) (lower right).
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Figure B.6: Background (top) and signal (center and bottom) distributions of the opening
angle between the two reconstructed kaons of the h′ candidate. For the signal the plots
show only the e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) final state in the corresponding
h′ → π+π− reconstruction channel. The background distributions are also only shown in
this reconstruction channel. Contributions from truth-matched pair conversions are shown
in purple, while the other contributions are shown in grey. The upper left plot shows the
background composition with a minimal set of selections applied, while in the right plot all
selections from Tables 6.1 and 6.2 besides the opening angle requirement are applied. For
signal the plots show different variations of the model parameters: h′ mass (center left), h′

lifetime (center right), mass splitting (lower left), and m(χ1) (lower right).
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Figure B.7: Background (top) and signal (center and bottom) distributions of the pointing

angle −log(1− cos(∆αh
′

x,p)) between momentum and vertex vector of the h′ candidate. For
the signal the plots show only the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) final state in the
corresponding h′ → µ+µ− reconstruction channel. The background distributions are also
only shown in this reconstruction channel. Contributions from random track combinations
are shown in purple, truth-matched pair conversions in lightgreen and K0

S decays in yellow,
while the other contributions are shown in grey. The upper left plot shows the background
composition with a minimal set of selections applied, while in the right plot all selections
from Tables 6.1 and 6.2 besides the pointing angle requirement are applied. For signal the
plots show different variations of the model parameters: h′ mass (center left), h′ lifetime
(center right), mass splitting (lower left), and χ2 lifetime (lower right).



Chapter B. Additional Signal and Background Distributions 151

0 5 10 15 20
log(1 cos( h′

x, p))
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

Ca
nd

id
at

es
 / 

0.
46

×106

Belle IISimulation dt = 364 fb 1

(own work)
Reco Channel: h′( K+K ) 2( e+e )

Pair Conversion
K0

s

Random Combination
Other
MC stat. unc.

0 5 10 15 20
log(1 cos( h′

x, p))
0.0

1.0

2.0

3.0

4.0

5.0

6.0

Ca
nd

id
at

es
 / 

0.
46

×101

Belle IISimulation dt = 364 fb 1

(own work)
Reco Channel: h′( K+K ) 2( e+e )

Pair Conversion
K0

s

Random Combination
Other
MC stat. unc.

0 5 10 15 20
log(1 cos( h′

x, p))
0.0

1.0

2.0

3.0

4.0

Ca
nd

id
at

es
 / 

0.
46

×102

Belle IISimulation
(own work)
e + e h′( K + K ) 1 2( 1e + e )

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm
c ( 2) = 0.01 cm

m(h′) = 1.2 GeV/c2

m(h′) = 2.1 GeV/c2

m(h′) = 3.0 GeV/c2

0 5 10 15 20
log(1 cos( h′

x, p))
0.0

1.0

2.0

3.0

4.0

5.0

6.0

Ca
nd

id
at

es
 / 

0.
46

×102

Belle IISimulation
(own work)
e + e h′( K + K ) 1 2( 1e + e )

m(h′) = 1.4 GeV/c2

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c ( 2) = 0.01 cm

c (h′) = 0.22 cm
c (h′) = 21.54 cm
c (h′) = 300.0 cm
c (h′) = 1000.0 cm

0 5 10 15 20
log(1 cos( h′

x, p))
0.0

1.0

2.0

3.0

4.0

Ca
nd

id
at

es
 / 

0.
46

×102

Belle IISimulation
(own work)
e + e h′( K + K ) 1 2( 1e + e )

m(h′) = 1.4 GeV/c2

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm

c ( 2) = 0.01 cm
c ( 2) = 0.1 cm
c ( 2) = 1.0 cm
c ( 2) = 100.0 cm

0 5 10 15 20
log(1 cos( h′

x, p))
0.0

1.0

2.0

3.0

4.0

Ca
nd

id
at

es
 / 

0.
46

×102

Belle IISimulation
(own work)
e + e h′( K + K ) 1 2( 1e + e )

m(h′) = 1.4 GeV/c2

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm

c ( 2) = 0.01 cm
c ( 2) = 0.1 cm
c ( 2) = 1.0 cm
c ( 2) = 100.0 cm

Figure B.8: Background (top) and signal (center and bottom) distributions of the pointing

angle −log(1− cos(∆αh
′

x,p)) between momentum and vertex vector of the h′ candidate. For
the signal the plots show only the e+e− → h′(→ K+K−)χ1χ2(→ χ1e

+e−) final state in the
corresponding h′ → K+K− reconstruction channel. The background distributions are also
only shown in this reconstruction channel. Contributions from random track combinations
are shown in purple, truth-matched pair conversions in lightgreen and K0

S decays in yellow,
while the other contributions are shown in grey. The upper left plot shows the background
composition with a minimal set of selections applied, while in the right plot all selections
from Tables 6.1 and 6.2 besides the pointing angle requirement are applied. For signal the
plots show different variations of the model parameters: h′ mass (center left), h′ lifetime
(center right), mass splitting (lower left), and χ2 lifetime (lower right).
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Figure B.9: Background (top) and signal (center and bottom) distributions of the miss-
ing energy Emiss in the event. For the signal the plots show only the e+e− → h′(→
π+π−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → π+π− reconstruction chan-
nel. The background distributions are also only shown in this reconstruction channel. The
upper left plot shows the background composition with a minimal set of selections applied,
while in the right plot all selections from Tables 6.1 and 6.2 besides the Emiss requirement
are applied. For signal the plots show different variations of the model parameters: h′ mass
(center left), h′ lifetime (center right), mass splitting (lower left), and χ2 lifetime (lower
right).
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Figure B.10: Background (top) and signal (center and bottom) distributions of the
missing energy Emiss in the event. For the signal the plots show only the e+e− → h′(→
K+K−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → K+K− reconstruction
channel. The background distributions are also only shown in this reconstruction channel.
The upper left plot shows the background composition with a minimal set of selections
applied, while in the right plot all selections from Tables 6.1 and 6.2 besides the Emiss

requirement are applied. For signal the plots show different variations of the model
parameters: h′ mass (center left), h′ lifetime (center right), mass splitting (lower left), and
χ2 lifetime (lower right).
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Figure B.11: Background (top) and signal (center and bottom) distributions of the
reconstructed mass that forms the χ2 candidate. For the signal, the plots show only the
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → µ+µ− recon-
struction channel. The background distributions are also only shown in this reconstruction
channel. The upper left plot shows the background composition with a minimal set of
selections applied, while in the right plot all selections from Tables 6.1 and 6.2 besides the
Mχ2

ee requirement are applied. For signal the plots show different variations of the model
parameters: h′ mass (center left), χ1 mass (center right), mass splitting (lower left), and χ2

lifetime (lower right).
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Figure B.12: Background (top) and signal (center and bottom) distributions of the
reconstructed mass that forms the χ2 candidate. For the signal the plots show only the
e+e− → h′(→ K+K−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → K+K− recon-
struction channel. The background distributions are also only shown in this reconstruction
channel. The upper left plot shows the background composition with a minimal set of
selections applied, while in the right plot all selections from Tables 6.1 and 6.2 besides the
Mχ2

ee requirement are applied. For signal the plots show different variations of the model
parameters: h′ mass (center left), χ1 mass (center right), mass splitting (lower left), and χ2

lifetime (lower right).
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Figure B.13: Background (top) and signal (center and bottom) distributions of the
additional tracks in the ROE. For the signal the plots show only the e+e− → h′(→
µ+µ−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → µ+µ− reconstruction channel.
The background distributions are also only shown in this reconstruction channel. The upper
left plot shows the background composition with a minimal set of cuts applied, while in the
right plot all selections from Tables 6.1 and 6.2 besides the NROE

tracks requirement are applied.
For signal the plots show different variations of the model parameters: h′ mass (center left),
h′ lifetime (center right), mass splitting (lower left), and χ2 lifetime (lower right).
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Figure B.14: Background (top) and signal (center and bottom) distributions of the
additional tracks in the ROE. For the signal the plots show only the e+e− → h′(→
K+K−)χ1χ2(→ χ1e

+e−) final state in the corresponding h′ → K+K− reconstruction
channel. The background distributions are also only shown in this reconstruction channel.
The upper left plot shows the background composition with a minimal set of cuts applied,
while in the right plot all selections from Tables 6.1 and 6.2 besides the NROE

tracks requirement
are applied. For signal the plots show different variations of the model parameters: h′ mass
(center left), h′ lifetime (center right), mass splitting (lower left), and χ2 lifetime (lower
right).
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Figure B.15: Background (top) and signal (center and bottom) distributions of the extra
energy in the ECL. For the signal the plots show only the e+e− → h′(→ µ+µ−)χ1χ2(→
χ1e

+e−) final state in the corresponding h′ → µ+µ− reconstruction channel. The back-
ground distributions are also only shown in this reconstruction channel. The upper left
plot shows the background composition with a minimal set of cuts applied, while in the
right plot all selections from Tables 6.1 and 6.2 besides the Eextra(neutral) requirement are
applied. For signal the plots show different variations of the model parameters: h′ mass
(center left), h′ lifetime (center right), mass splitting (lower left), and χ2 lifetime (lower
right).
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Figure B.16: Background (top) and signal (center and bottom) distributions of the extra
energy in the ECL. For the signal the plots show only the e+e− → h′(→ K+K−)χ1χ2(→
χ1e

+e−) final state in the corresponding h′ → K+K− reconstruction channel. The back-
ground distributions are also only shown in this reconstruction channel. The upper left
plot shows the background composition with a minimal set of cuts applied, while in the
right plot all selections from Tables 6.1 and 6.2 besides the Eextra(neutral) requirement are
applied. For signal the plots show different variations of the model parameters: h′ mass
(center left), h′ lifetime (center right), mass splitting (lower left), and χ2 lifetime (lower
right).
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Figure B.17: Average candidate multiplicity as a function of the h′ mass for different
variations of the model parameters cτ(h′) (upper left), mass splitting (upper right), cτ(χ2)
(lower left), and m(A′) (lower right). The plots are based on e+e− → h′(→ π+π−)χ1χ2(→
χ1e

+e−) signal and show the fraction of correctly reconstructed h′ → π+π− signal candidates
in all three reconstruction channels with respect to the number of reconstructed events.
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Figure B.18: Average candidate multiplicity as a function of the h′ mass for different
variations of the model parameters cτ(h′) (upper left), mass splitting (upper right), cτ(χ2)
(lower left), and m(A′) (lower right). The plots are based on e+e− → h′(→ K+K−)χ1χ2(→
χ1e

+e−) signal and show the fraction of correctly reconstructed h′ → K+K− signal can-
didates in all three reconstruction channels with respect to the number of reconstructed
events.
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Figure B.19: Performance of the BCS as a function of the h′ mass for different variations
of the model parameters cτ(h′) (upper left), mass splitting (upper right), cτ(χ2) (lower
left), and m(A′) (lower right). The plots show the fraction of correctly reconstructed
e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) signal events that are present after applying the
BCS compared to the number of events that pass the selection criteria from Tables 6.1
and 6.2.



Chapter B. Additional Signal and Background Distributions 163

1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00
m(h′) (GeV/c2)

0.90

0.92

0.94

0.96

0.98

1.00

1.02

1.04

N
se

l,B
CS

sig
/N

se
l

sig Belle IISimulation
(own work)
Signal: e + e h′( K + K ) 1 2( 1e + e )

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c ( 2) = 0.01 cm

c (h′) = 0.22 cm
c (h′) = 21.54 cm
c (h′) = 300.0 cm
c (h′) = 1000.0 cm

1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00
m(h′) (GeV/c2)

0.90

0.92

0.94

0.96

0.98

1.00

1.02

1.04

N
se

l,B
CS

sig
/N

se
l

sig Belle IISimulation
(own work)
Signal: e + e h′( K + K ) 1 2( 1e + e )

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
c (h′) = 1.0 cm

c ( 2) = 0.01 cm

m = 0.2 m( 1)
m = 0.4 m( 1)
m = 1.0 m( 1)

1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00
m(h′) (GeV/c2)

0.90

0.92

0.94

0.96

0.98

1.00

1.02

1.04

N
se

l,B
CS

sig
/N

se
l

sig Belle IISimulation
(own work)
Signal: e + e h′( K + K ) 1 2( 1e + e )

m( 1) = 2.5 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c (h′) = 1.0 cm

c ( 2) = 0.01 cm
c ( 2) = 0.1 cm
c ( 2) = 1.0 cm
c ( 2) = 100.0 cm

1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00
m(h′) (GeV/c2)

0.90

0.92

0.94

0.96

0.98

1.00

1.02

1.04

N
se

l,B
CS

sig
/N

se
l

sig Belle IISimulation
(own work)
Signal: e + e h′( K + K ) 1 2( 1e + e )

m( 1) = 2.5 GeV/c2

m = 1.0 m( 1)
c (h′) = 300.0 cm

c ( 2) = 0.1 cm
m(A′) = 3 m( 1)
m(A′) = 4 m( 1)

Figure B.20: Performance of the BCS as a function of the h′ mass for different variations
of the model parameters cτ(h′) (upper left), mass splitting (upper right), cτ(χ2) (lower
left), and m(A′) (lower right). The plots show the fraction of correctly reconstructed
e+e− → h′(→ K+K−)χ1χ2(→ χ1e

+e−) signal events that are present after applying the
BCS compared to the number of events that pass the selection criteria from Tables 6.1
and 6.2.





Appendix C

Selection Optimisation

This appendix deals with the optimisation of the selection criteria discussed in Chapter 6.
I show plots for the selections that are optimised using the Punzi FOM (Eq. (6.1)). The
plots show the last step of the optimisation procedure with and without applying all other
selections that are summarised in Tables 6.1 and 6.2 for all three considered final states
and several variations of the model parameters.

The optimisation of the selection on the opening angle between the electron pair forming
the χ2 candidate is shown in Figs. C.1 and C.2. Figs. C.3 and C.4 shows the optimisation
of the angle between the tracks of the other vertex, the h′ candidate. Furthermore, the
selection on the pointiness of the h′ candidate is optimised in Figs. C.5 and C.6. The
outcome of the optimisation of the selection on the neutral extra energy in the ECL is
shown in Figs. C.7 and C.8
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Figure C.1: Optimisation of the selection on the angle between the electrons tracks
forming the χ2 candidate for the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (left), e+e− →
h′(→ π+π−)χ1χ2(→ χ1e

+e−) (center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) signal

process. The first row shows variations of the dark Higgs mass and the second row shows
the variation of the dark Higgs lifetime. In the third row the mass splitting ∆m is varied.
The χ2 lifetime is varied in the fouth row. Variation of the χ1 mass are shown in the last
row. The solid line indicates the Punzi FOM for a discovery while the dashed line shows
the corresponding signal efficiency.
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Figure C.2: Optimisation of the selection on the angle between the electrons tracks
forming the χ2 candidate for the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (left), e+e− →
h′(→ π+π−)χ1χ2(→ χ1e

+e−) (center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) signal

process. The first row shows variations of the dark Higgs mass and the second row shows
the variation of the dark Higgs lifetime. In the third row the mass splitting ∆m is varied.
The χ2 lifetime is varied in the fouth row. Variation of the χ1 mass are shown in the last
row. The solid line indicates the Punzi FOM for a discovery while the dashed line shows
the corresponding signal efficiency. All selections from Tables 6.1 and 6.2 but the selection
on αee are applied.
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Figure C.3: Optimisation of the selection on the angle between the two tracks forming
the h′ candidate for the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (left), e+e− → h′(→
π+π−)χ1χ2(→ χ1e

+e−) (center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) signal

process. The first row shows variations of the dark Higgs mass and the second row shows
the variation of the dark Higgs lifetime. In the third row the mass splitting ∆m is varied.
The χ2 lifetime is varied in the fouth row. Variation of the χ1 mass are shown in the last
row. The solid line indicates the Punzi FOM for a discovery while the dashed line shows
the corresponding signal efficiency.
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Figure C.4: Optimisation of the selection on the angle between the two tracks forming
the h′ candidate for the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (left), e+e− → h′(→
π+π−)χ1χ2(→ χ1e

+e−) (center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) signal

process. The first row shows variations of the dark Higgs mass and the second row shows
the variation of the dark Higgs lifetime. In the third row the mass splitting ∆m is varied.
The χ2 lifetime is varied in the fouth row. Variation of the χ1 mass are shown in the last
row. The solid line indicates the Punzi FOM for a discovery while the dashed line shows
the corresponding signal efficiency. All selections from Tables 6.1 and 6.2 but the selection
on αxx are applied.
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Figure C.5: Optimisation of the selection on the pointiness of the h′ candidate for the
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (left), e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−)

(center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) signal process. The first row shows

variations of the dark Higgs mass and the second row shows the variation of the dark Higgs
lifetime. In the third row the mass splitting ∆m is varied. The χ2 lifetime is varied in the
fouth row. Variation of the χ1 mass are shown in the last row. The solid line indicates the
Punzi FOM for a discovery while the dashed line shows the corresponding signal efficiency.
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Figure C.6: Optimisation of the selection on the pointiness of the h′ candidate for the
e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (left), e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−)

(center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) signal process. The first row shows

variations of the dark Higgs mass and the second row shows the variation of the dark Higgs
lifetime. In the third row the mass splitting ∆m is varied. The χ2 lifetime is varied in the
fouth row. Variation of the χ1 mass are shown in the last row. The solid line indicates the
Punzi FOM for a discovery while the dashed line shows the corresponding signal efficiency.
All selections from Tables 6.1 and 6.2 but the selection on −log(1−cos(∆αh

′
x,p)) are applied.
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Figure C.7: Optimisation of the selection on the neutral extra energy in the ECL for
the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (left), e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−)

(center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) signal process. The first row shows

variations of the dark Higgs mass and the second row shows the variation of the dark Higgs
lifetime. In the third row the mass splitting ∆m is varied. The χ2 lifetime is varied in the
fouth row. Variation of the χ1 mass are shown in the last row. The solid line indicates the
Punzi FOM for a discovery while the dashed line shows the corresponding signal efficiency.
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Figure C.8: Optimisation of the selection on the neutral extra energy in the ECL for
the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) (left), e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−)

(center), and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) signal process. The first row shows

variations of the dark Higgs mass and the second row shows the variation of the dark Higgs
lifetime. In the third row the mass splitting ∆m is varied. The χ2 lifetime is varied in the
fouth row. Variation of the χ1 mass are shown in the last row. The solid line indicates the
Punzi FOM for a discovery while the dashed line shows the corresponding signal efficiency.
All selections from Tables 6.1 and 6.2 but the selection on Eextra(neutral) are applied.
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Figure C.9: Punzi FOM for the requirement on the pion PID for the e+e− → h′(→
π+π−)χ1χ2(→ χ1e

+e−) signal process in the h′ → π+π− reconstruction channel. The
plots show different mass hypotheses for the h′ with the remaining model parameters fixed
to the values reported in the plots. The different line styles represent the three different
PID classifiers: Likelihood (LH), neural network (NN), and boosted decision tree (BDT).
Besides the PID requirement all other cuts from Tables 6.1 and 6.2 have been applied
beforehand.
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Figure C.10: Punzi FOM for the requirement on the pion PID for the e+e− → h′(→
K+K−)χ1χ2(→ χ1e

+e−) signal process in the h′ → K+K− reconstruction channel. The
plots show different mass hypotheses for the h′ with the remaining model parameters fixed
to the values reported in the plots. Variations of the other model parameters can be found
in the appendix. The different line styles represent the three different PID classifiers:
Likelihood (LH), neural network (NN), and boosted decision tree (BDT). Besides the PID
requirement all other cuts from Tables 6.1 and 6.2 have been applied beforehand.
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Figure C.11: Punzi figure of merit (solid line) calculated for the threshold on the χ2

pointing angle (left) and on the χ2 daughter opening angle (right) in the h′ → µ+µ−

final state with all other cuts shown in Table 6.1 applied. The dashed lines describe the
corresponding signal efficiency. The results are shown for different variations of the χ1 mass
and the mass splitting (top) and χ2 lifetime (bottom) as these are the model parameters
where this selection is most sensitive.



Appendix D

Additional Trigger Performance
Studies

In this appendix, I present additional studies on the performance of the L1 trigger
trigger (see Section 7.2) for the e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) and e+e− → h′(→
µ+µ−)χ1χ2(→ χ1e

+e−) final state. Both the performance of the HIE trigger and the STT
are covered.

Especially for the e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−) final state shown in Fig. D.1

the dependence of the performance of the HIE trigger on the mass splitting ∆m is less
pronounced compared to the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) final state. For the
STT performance drop for larger lifetimes of the h′ is independent of the final state.
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Figure D.1: Fraction of events that are selected and triggered by the HIE (left) and
STT L1 trigger line (right) to all selected events. The selected events are selected with
the selections from Tables 6.1 and 6.2 (excluding the selection on Ehie). The performance
is shown as a function of the dark Higgs mass for several variations of the other model
parameters: cτ(h′) (top), ∆m (center), and cτ(χ2) (bottom). The plots show the e+e− →
h′(→ π+π−)χ1χ2(→ χ1e

+e−) final state. The linear interpolation between the points is
added for better visualisation.
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Figure D.2: Fraction of events that are selected and triggered by the HIE (left) and
STT L1 trigger line (right) to all selected events. The selected events are selected with
the selections from Tables 6.1 and 6.2 (excluding the selection on Ehie). The performance
is shown as a function of the dark Higgs mass for several variations of the other model
parameters: cτ(h′) (top), ∆m (center), and cτ(χ2) (bottom). The plots show the e+e− →
h′(→ K+K−)χ1χ2(→ χ1e

+e−) final state. The linear interpolation between the points is
added for better visualisation.





Appendix E

Signal Width Fits

In this part of the appendix, additional material for the parametrization of the signal,
described in Section 8.1, is given.

Figs. E.1 and E.2 show for some example model parameter configurations signal shape fits
of the e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) and e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−)

final state, respectively. The extracted signal width together with a linear fit for the
interpolation between the mass points is shown in Figs. E.3 to E.5 for all three considered
final states. The plots show the extracted signal width as a function of the h′ mass for
variations of the dark Higgs lifetime, the mass splitting, the χ2 lifetime, and the mass of
the A′.
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Figure E.1: Signal shape fit examples for the e+e− → h′(→ π+π−)χ1χ2(→ χ1e
+e−) final

state. The plots show fits on the reconstructed dark Higgs mass using a DSCB function.
Plots on the left are produced with a dark Higgs lifetime set to cτ(h′) = 1.0 cm, while the
plots on the right show the corresponding fits for cτ(h′) = 300.0 cm. The dark Higgs mass is
choses as m(h′) = 0.8GeV/c2 (top), m(h′) = 1.8GeV/c2 (center), and m(h′) = 2.8GeV/c2

(bottom). The values of all other model parameters are fixed to the values reported in the
plots. The extracted fit parameters and their uncertainty are also shown for each fit in the
corresponding plot. All selection requirements from Tables 6.1 and 6.2 are applied.
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Figure E.2: Signal shape fit examples for the e+e− → h′(→ K+K−)χ1χ2(→ χ1e
+e−) final

state. The plots show fits on the reconstructed dark Higgs mass using a DSCB function.
Plots on the left are produced with a dark Higgs lifetime set to cτ(h′) = 1.0 cm, while the
plots on the right show the corresponding fits for cτ(h′) = 300.0 cm. The dark Higgs mass is
choses as m(h′) = 1.2GeV/c2 (top), m(h′) = 1.8GeV/c2 (center), and m(h′) = 2.8GeV/c2

(bottom). The values of all other model parameters are fixed to the values reported in the
plots. The extracted fit parameters and their uncertainty are also shown for each fit in the
corresponding plot. All selection requirements from Tables 6.1 and 6.2 are applied.
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Figure E.3: Extracted width σDSCB of the DSCB shape fit as a function of the dark Higgs
mass. The plots show the e+e− → h′(→ µ+µ−)χ1χ2(→ χ1e

+e−) final state for several
variations of the model parameters cτ(h′) (upper left), mass splitting ∆m (upper right),
cτ(χ2) (lower left), and m(A′) (lower right). The linear fit used to interpolate between the
mass points is shown in the same colours used for the variation of the model parameters.
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Figure E.4: Extracted width σDSCB of the DSCB shape fit as a function of the dark Higgs
mass. The plots show the e+e− → h′(→ π+π−)χ1χ2(→ χ1e

+e−) final state for several
variations of the model parameters cτ(h′) (upper left), mass splitting ∆m (upper right),
cτ(χ2) (lower left), and m(A′) (lower right). The linear fit used to interpolate between the
mass points is shown in the same colours used for the variation of the model parameters.
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Figure E.5: Extracted width σDSCB of the DSCB shape fit as a function of the dark Higgs
mass. The plots show the e+e− → h′(→ K+K−)χ1χ2(→ χ1e

+e−) final state for several
variations of the model parameters cτ(h′) (upper left), mass splitting ∆m (upper right),
cτ(χ2) (lower left), and m(A′) (lower right). The linear fit used to interpolate between the
mass points is shown in the same colours used for the variation of the model parameters.



Appendix F

Additional Control Region Plots

In this appendix I present additional plots from the studies of the control regions. More
precisely, further studies on the contribution of cosmic muons in the pointing angle control
regions are shown.

In Fig. F.1, I show the comparison of the ϕ distribution of the µ− track between data and
simulation. The correlation between the track momenta of the µ+ and µ− track is shown
in Fig. F.2. With this study, the assumption that the track-finding algorithm artificially
created two tracks out of a single track created by a cosmic muon is substantiated.
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Figure F.1: ϕ distribution of the µ− track (right) in the h′ → µ+µ− reconstruction

channel of the pointing control region. The plot shows only the region αh
′
µµ where the huge

discrepancy in Fig. 10.6 is observed.
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the pointing control region. The plot only shows the region αh
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µµ > 3.0 where the huge

discrepancy in Fig. 10.6 is observed.



Appendix G

Additional Results

In this part of the appendix, I show the model-independent upper limits on the production
cross section σ(e+e− → h′χ1χ2) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ →
x+x−) as a function of the dark Higgs mass for different dark Higgs lifetimes. These
are shown for all model parameter configurations that are presented in Table A.1. The
corresponding plots can be found as Figs. G.1 to G.10. Note that as I chose the mass
splitting directly, αD has no impact on the event kinematics or the displacement of the
vertices but only varies the cross section. Therefore the model-independent upper limits
for αD = 0.5 are identical to the corresponding ones with αD = 0.1 and are therefore not
shown explicitly.

Furthermore, I present the additional model-independent upper limits on σ(e+e− →
h′χ1χ2) × B(χ2 → χ1e

+e−) × B(h′ → x+x−) as a function of the χ1 mass for the model
parameter configurations reported in Table A.2. The corresponding plots which show the
upper limits for several χ2 lifetime hypotheses are shown in Figs. G.11 to G.14.

Besides the model-independent upper limit, I show the remaining exclusion limits in
the plane of the dark Higgs mass m(h′) and the sine of the mixing angle θ for all model
parameter configurations from Table A.1. These can be found as Figs. G.15 to G.19.

The additional exclusions in the plane of the χ1 mass and the dimensionless variable
y = ϵ2αD(m(χ1)/m(A′))4 for all model parameter configurations from Table A.2 can be
founf in Figs. G.20 to G.22.
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Figure G.1: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 0.01 cm and the right cτ(χ2) = 0.1 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and
∆m = 0.2m(χ1). The fully vetoed K0

S region is marked with a grey band.
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Figure G.2: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 1.0 cm and the right cτ(χ2) = 100.0 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and
∆m = 0.2m(χ1). The fully vetoed K0

S region is marked with a grey band.
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Figure G.3: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 0.01 cm and the right cτ(χ2) = 0.1 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and
∆m = 0.4m(χ1). The fully vetoed K0

S region is marked with a grey band.
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Figure G.4: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 1.0 cm and the right cτ(χ2) = 100.0 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and
∆m = 0.4m(χ1). The fully vetoed K0

S region is marked with a grey band.
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Figure G.5: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 0.01 cm and the right cτ(χ2) = 0.1 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and
∆m = 1.0m(χ1). The fully vetoed K0

S region is marked with a grey band.
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Figure G.6: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 1.0 cm and the right cτ(χ2) = 100.0 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 3m(χ1), and
∆m = 1.0m(χ1). The fully vetoed K0

S region is marked with a grey band.
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Figure G.7: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 0.1 cm and the right cτ(χ2) = 1.0 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 4m(χ1), and
∆m = 0.2m(χ1). The fully vetoed K0

S region is marked with a grey band.
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Figure G.8: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 0.1 cm and the right cτ(χ2) = 1.0 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 4m(χ1), and
∆m = 0.4m(χ1). The fully vetoed K0

S region is marked with a grey band.



198

0.5 1.0 1.5 2.0 2.5
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

+
)(

fb
)

Belle II dt = 364 fb 1

(own work)

m( 1) = 2.5 GeV/c2

m(A′) = 4 m( 1)
m = 1.0 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

0.5 1.0 1.5 2.0 2.5
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

+
)(

fb
)

Belle II dt = 364 fb 1

(own work)

m( 1) = 2.5 GeV/c2

m(A′) = 4 m( 1)
m = 1.0 m( 1)

c ( 2) = 1.0 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

0.5 1.0 1.5 2.0 2.5
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

+
)(

fb
)

Belle II dt = 364 fb 1

(own work)

m( 1) = 2.5 GeV/c2

m(A′) = 4 m( 1)
m = 1.0 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

0.5 1.0 1.5 2.0 2.5
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103
95

%
 C

L 
on

 
pr

od
×

2
×

(h
′

+
)(

fb
)

Belle II dt = 364 fb 1

(own work)

m( 1) = 2.5 GeV/c2

m(A′) = 4 m( 1)
m = 1.0 m( 1)

c ( 2) = 1.0 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

K+
K

)(
fb

)

Belle II dt = 364 fb 1

(own work)

m( 1) = 2.5 GeV/c2

m(A′) = 4 m( 1)
m = 1.0 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

K+
K

)(
fb

)

Belle II dt = 364 fb 1

(own work)

m( 1) = 2.5 GeV/c2

m(A′) = 4 m( 1)
m = 1.0 m( 1)

c ( 2) = 1.0 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

Figure G.9: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a χ2 lifetime hypothesis of cτ(χ2) = 0.1 cm and the right cτ(χ2) = 1.0 cm.
The remaining model parameters are fixed to m(χ1) = 2.5GeV/c2, m(A′) = 4m(χ1), and
∆m = 1.0m(χ1). The fully vetoed K0

S region is marked with a grey band.



Chapter G. Additional Results 199

0.5 1.0 1.5 2.0 2.5
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

+
)(

fb
)

Belle II dt = 364 fb 1

(own work)

m( 1) = 1.25 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

0.5 1.0 1.5 2.0 2.5
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

+
)(

fb
)

Belle II dt = 364 fb 1

(own work)

m( 1) = 1.25 GeV/c2

m(A′) = 3 m( 1)
m = 1.0 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

0.5 1.0 1.5 2.0 2.5
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

+
)(

fb
)

Belle II dt = 364 fb 1

(own work)

m( 1) = 1.25 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

0.5 1.0 1.5 2.0 2.5
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

+
)(

fb
)

Belle II dt = 364 fb 1

(own work)

m( 1) = 1.25 GeV/c2

m(A′) = 3 m( 1)
m = 1.0 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

K+
K

)(
fb

)

Belle II dt = 364 fb 1

(own work)

m( 1) = 1.25 GeV/c2

m(A′) = 3 m( 1)
m = 0.4 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75
m(h′) (GeV/c2)

10 3

10 2

10 1

100

101

102

103

95
%

 C
L 

on
 

pr
od

×
2
×

(h
′

K+
K

)(
fb

)

Belle II dt = 364 fb 1

(own work)

m( 1) = 1.25 GeV/c2

m(A′) = 3 m( 1)
m = 1.0 m( 1)

c ( 2) = 0.1 cm

c (h ′) = 1.0 cm
c (h ′) = 100.0 cm
c (h ′) = 1000.0 cm

Figure G.10: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center), and h′ → K+K−

(bottom). Different lifetime hypothesis of the h′ are indicated with different colours:
cτ(h′) = 1.0 cm (cyan), cτ(h′) = 100.0 cm (red), and cτ(h′) = 1000.0 cm (light green). The
left side shows a mass splitting of ∆m = 0.4m(χ1) and the right ∆m = 1.0m(χ1). The
remaining model parameters are fixed to m(χ1) = 1.25GeV/c2, m(A′) = 3m(χ1), and
cτ(χ2) = 0.1 cm. The fully vetoed K0

S region is marked with a grey band.
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Figure G.11: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top) and h′ → π+π− (bottom). Different
lifetime hypothesis of the χ2 are indicated with different colours: cτ(χ2) = 1.0 cm (cyan),
cτ(χ2) = 100.0 cm (red), and cτ(χ2) = 300.0 cm (light green). The left side shows a dark
Higgs lifetime hypothesis of cτ(h′) = 1.0 cm and the right side shows cτ(h′) = 21.54 cm.
The remaining model parameters are fixed to m(h′) = 0.6GeV/c2, m(A′) = 3m(χ1), and
∆m = 0.2m(χ1).
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Figure G.12: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top) and h′ → π+π− (bottom). Different
lifetime hypothesis of the χ2 are indicated with different colours: cτ(χ2) = 1.0 cm (cyan),
cτ(χ2) = 100.0 cm (red), and cτ(χ2) = 300.0 cm (light green). The left side shows a dark
Higgs lifetime hypothesis of cτ(h′) = 1.0 cm and the right side shows cτ(h′) = 21.54 cm.
The remaining model parameters are fixed to m(h′) = 0.6GeV/c2, m(A′) = 3m(χ1), and
∆m = 0.4m(χ1).
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Figure G.13: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top), h′ → π+π− (center) and h′ → K+K−

(bottom). Different lifetime hypothesis of the χ2 are indicated with different colours:
cτ(χ2) = 1.0 cm (cyan), cτ(χ2) = 100.0 cm (red), and cτ(χ2) = 300.0 cm (light green). The
left side shows a mass splitting of ∆m = 0.2m(χ1) and the right side shows ∆m = 0.4m(χ1).
The remaining model parameters are fixed to m(h′) = 1.2GeV/c2, m(A′) = 3m(χ1), and
cτ(h′) = 21.54 cm.
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Figure G.14: 95% CL upper limits on the product of the production cross section σ(e+e− →
h′χ1χ2) (denoted as σprod) and the branching fractions B(χ2 → χ1e

+e−)× B(h′ → x+x−)

for the different final states h′ → µ+µ− (top) and h′ → π+π− (bottom). Different
lifetime hypothesis of the χ2 are indicated with different colours: cτ(χ2) = 1.0 cm (cyan),
cτ(χ2) = 100.0 cm (red), and cτ(χ2) = 300.0 cm (light green). The left side shows a dark
photon mass hypothesis of m(A′) = 3m(χ1) and the right side shows m(A′) = 4m(χ1).
The remaining model parameters are fixed to m(h′) = 0.4GeV/c2, cτ(h′) = 21.54 cm, and
∆m = 0.4m(χ1).
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Figure G.15: Exclusions at 95% CL in the plane of the dark Higgs mass m(h′) and the
sine of the mixing angle θ of this work (green) together with existing constraints that
have been described in Section 2.5. The mass splitting is chosen as ∆m = 0.2m(χ1)
(top), ∆m = 0.4m(χ1) (center), and ∆m = 1.0m(χ1) (bottom). Plots on the left show
a χ2 lifetime hypothesis of cτ(χ2) = 0.01 cm and the right side shows cτ(χ2) = 0.1 cm.
Depending on the mass splitting this results in different mixing parameters ϵ that are
reported in the respective plots. The remaining model parameters are fixed to αD = 0.1,
m(χ1) = 2.5GeV/c2, and m(A′) = 3m(χ1). All other constraints do not depend on the
presence of a dark photon or inelastic DM and do consequently not depend on these model
parameters.
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Figure G.16: Exclusions at 95% CL in the plane of the dark Higgs mass m(h′) and the
sine of the mixing angle θ of this work (green) together with existing constraints that
have been described in Section 2.5. The mass splitting is chosen as ∆m = 0.2m(χ1)
(top), ∆m = 0.4m(χ1) (center), and ∆m = 1.0m(χ1) (bottom). Plots on the left show
a χ2 lifetime hypothesis of cτ(χ2) = 1.0 cm and the right side shows cτ(χ2) = 100.0 cm.
Depending on the mass splitting this results in different mixing parameters ϵ that are
reported in the respective plots. The remaining model parameters are fixed to αD = 0.1,
m(χ1) = 2.5GeV/c2, and m(A′) = 3m(χ1). All other constraints do not depend on the
presence of a dark photon or inelastic DM and do consequently not depend on these model
parameters. For the two model parameter configurations on the center right and lower right
Belle II cannot exclude parts of the parameter space.
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Figure G.17: Exclusions at 95% CL in the plane of the dark Higgs mass m(h′) and the
sine of the mixing angle θ of this work (green) together with existing constraints that
have been described in Section 2.5. The mass splitting is chosen as ∆m = 0.2m(χ1)
(top), ∆m = 0.4m(χ1) (center), and ∆m = 1.0m(χ1) (bottom). Plots on the left show
a χ2 lifetime hypothesis of cτ(χ2) = 0.1 cm and the right side shows cτ(χ2) = 1.0 cm.
Depending on the mass splitting this results in different mixing parameters ϵ that are
reported in the respective plots. The remaining model parameters are fixed to αD = 0.1,
m(χ1) = 2.5GeV/c2, and m(A′) = 4m(χ1). All other constraints do not depend on the
presence of a dark photon or inelastic DM and do consequently not depend on these model
parameters.
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Figure G.18: Exclusions at 95% CL in the plane of the dark Higgs mass m(h′) and the
sine of the mixing angle θ of this work (green) together with existing constraints that
have been described in Section 2.5. The mass splitting is chosen as ∆m = 0.2m(χ1)
(top), ∆m = 0.4m(χ1) (center), and ∆m = 1.0m(χ1) (bottom). Plots on the left show
a χ2 lifetime hypothesis of cτ(χ2) = 0.01 cm and the right side shows cτ(χ2) = 1.0 cm.
Depending on the mass splitting this results in different mixing parameters ϵ that are
reported in the respective plots. The remaining model parameters are fixed to αD = 0.5,
m(χ1) = 2.5GeV/c2, and m(A′) = 3m(χ1). All other constraints do not depend on the
presence of a dark photon or inelastic DM and do consequently not depend on these model
parameters.
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Figure G.19: Exclusions at 95% CL in the plane of the dark Higgs mass m(h′) and the
sine of the mixing angle θ of this work (green) together with existing constraints that have
been described in Section 2.5. The mass splitting is chosen as ∆m = 0.4m(χ1) (left) and
∆m = 1.0m(χ1) (right). The lifetime of the χ2 is set to cτ(χ2) = 0.1 cm, which results
in mixing parameters of ϵ = 3.2× 10−3 (left) and ϵ = 2.3× 10−4 (right). The remaining
model parameters are fixed to αD = 0.1, m(χ1) = 1.25GeV/c2, and m(A′) = 3m(χ1). All
other constraints do not depend on the presence of a dark photon or inelastic DM and do
consequently not depend on these model parameters.
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Figure G.20: Exclusions at 95% CL in the plane of the DM mass m(χ1) and the
dimensionless variable y = ϵ2αD(m(χ1)/m(A′))4 of this work (green) together with existing
constraints from [15, 35–39]. The mass splitting is set to ∆m = 0.2m(χ1) (top) and
∆m = 0.4m(χ1) (bottom). The lifetime (mixing angle) of the dark Higgs is set to
cτ(h′) = 1.0 cm (sin θ = 7.0 × 10−4) (left) and cτ(h′) = 21.54 cm (sin θ = 1.5 × 10−4)
(right). The remaining model parameters are fixed to αD = 0.1, m(A′) = 3m(χ1), and
m(h′) = 0.6GeV/c2. All other constraints do not depend on the presence of a dark Higgs
boson and the model parameters that describe it.
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Figure G.21: Exclusions at 95% CL in the plane of the DM mass m(χ1) and the
dimensionless variable y = ϵ2αD(m(χ1)/m(A′))4 of this work (green) together with existing
constraints from [15, 35–39]. The mass splitting is set to ∆m = 0.2m(χ1) (left) and
∆m = 0.4m(χ1) (right). The lifetime (mixing angle) of the dark Higgs is set to cτ(h′) =
21.54 cm (sin θ = 8.8 × 10−5). The remaining model parameters are fixed to αD = 0.1,
m(A′) = 3m(χ1), and m(h′) = 1.2GeV/c2. All other constraints do not depend on the
presence of a dark Higgs boson and the model parameters that describe it.
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Figure G.22: Exclusions at 95% CL in the plane of the DM mass m(χ1) and the
dimensionless variable y = ϵ2αD(m(χ1)/m(A′))4 of this work (green) together with existing
constraints from [15, 35–39]. The mass splitting is set to m(A′) = 3m(χ1) (left) and
m(A′) = 4m(χ1) (right). The lifetime (mixing angle) of the dark Higgs is set to cτ(h′) =
21.54 cm (sin θ = 8.8 × 10−5). The remaining model parameters are fixed to αD = 0.1,
∆m = 0.4m(χ1), and m(h′) = 0.4GeV/c2. For the model parameter configuration on
the right no reinterpretations of existing limits are available in the literature. All other
constraints do not depend on the presence of a dark Higgs boson and the model parameters
that describe it.
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AAFH A Monte Carlo generator for four-lepton final states in electron-positron collisions.
See [62]. 26, 27

BabaYaga@NLO A Monte Carlo generator for Bhabha scattering and photon pair pro-
duction in electron-positron collisions. See [66, 67]. 26, 27

Bayesian Analysis Toolkit A toolkit for the application of Bayesian inference using
Markov Chain Monte Carlo. See [81]. 103, 111

Belle A first-generation B factory and the predecessor of the Belle II experiment. 211

Belle II A second-generation B factory and the successor of the Belle experiment. 1– 3,
7– 11, 13– 16, 18– 20, 25, 31, 64, 72, 79, 84, 87, 92, 114, 117– 119, 121, 122,
127, 128, 139, 205, 211

EvtGen A Monte Carlo Generator suited for the decay of heavy flavour particles. See [58].
23, 25– 27

GEANT4 A toolkit for simulating the passage of particles through matter using a wide
variety of phenomenological models. See [54]. 23, 25

KEKB The electron-positron collider at which the Belle experiment was located. 14

KKMC A Monte Carlo generator specifically for lepton and quark pair production at
lepton colliders. See [68]. 26, 27

KoralW A Monte Carlo generator for four-fermion final states in electron-positron colli-
sions. See [65]. 26, 27

MadGraph5_aMC@NLO Framework for the event generation and cross section calcu-
lation of SM and physics beyond the SM processes. For further information see [57].
23

PHOKHARA A Monte Carlo generator for low multiplicity hadronic final states and
high energetic photon emissions in electron-positron collisions. See [70]. 26, 27

211
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POCA The point of closest approach (POCA) is a tracks’ signed distance to the z axis as
determined by the tracking algorithm. 39

PYTHIA8 A general-purpose Monte Carlo generator used to describe hard and soft
interactions, parton distributions, initial- and final-state parton showers, multiparton
interactions, fragmentation and decay. See [69]. 26, 27

SuperKEKB An upgrade of the KEKB electron-positron collider and the accelerator at
which the Belle II experiment is located. 13, 14, 17, 83

Tauola A Monte Carlo generator suited for the decay of τ leptons. See [63]. 26, 27

TREPS A Monte Carlo generator for the production of two-photon processes in electron-
positron collisions. See [64]. 26, 27

zfit A python-based model fitting library optimised for simple and direct manipulation of
probability density functions. See [75]. 71
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ARICH Aerogel Ring-Imaging Cherenkov detector. 16, 17

basf2 Belle II Analysis Software Framework. 23, 25

BCS best candidate selection. 29, 59, 60, 143, 162, 163

BDT Boosted Decision Tree. 32– 34, 99

CDC Central Drift Chamber. 15, 16, 18, 32, 41, 51, 61– 66, 85, 123

CMB cosmic microwave background. 3, 7

cms center-of-mass system. 13, 48

DAF deterministic annealing filter. 31

DEPFET Depleted Field Effect Transistor. 15

DM dark matter. 1– 11, 19, 20, 24, 62, 103, 117– 119, 125– 128, 204– 210

DSCB Double Sided Crystal Ball. 55, 56, 71– 74, 91, 92, 182– 186

ECL Electromagnetic Calorimeter. 17, 18, 31, 37, 39, 48, 51– 53, 61, 63, 66, 68,
84– 86, 92, 97, 98, 114, 158, 159, 165, 172, 173

FPGA field-programmable gate array. 18

FSP Final State Particle. 31– 33, 39, 44, 48, 57, 59, 72, 80, 105, 107

GDL global decision logic. 18

GNN graph neural network. 128

HER High-Energy Ring. 13

HIE high energy. 66– 69, 84– 86, 114, 177– 179

HLT High Level Trigger. 18, 64, 68
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IP Interaction Point. 14– 16, 31– 34, 37, 39, 41, 44, 46, 51, 61, 64, 68, 91, 114,
128

ISR Initial State Radiation. 25– 27, 48, 57, 98

KEK High Energy Accelerator Research Organization. 13

KLM K0
L and muon detector. 17, 31, 33– 36, 92

L1 trigger Level 1 trigger. 18, 25, 37, 39, 64, 66– 69, 85, 86, 114, 177– 179

LER Low-Energy Ring. 13

LHC Large Hadron Collider. 13

LLP long-lived particle. 80, 82, 83, 127

MadGraph5 MadGraph5_aMC@NLO. 23, 25, Glossary: MadGraph5_aMC@NLO

NN neural network. 32, 33

PDF probability density function. 72

PID particle identification. 16– 18, 29, 32– 37, 39, 42, 55, 59, 79– 81, 99, 128, 174,
175

POCA Point of closest approach. 39, Glossary: POCA

Punzi FOM Punzi figure of merit. 29, 33, 42, 44, 46, 51, 165– 175

PXD Pixel Detector. 15, 16, 18, 32, 44

ROE rest-of-event. 29, 48, 51, 52, 54, 143, 156, 157

RPC resistive plate chamber. 17

SM Standard Model of particle physics. 1– 5, 7, 8, 11, 19, 21, 23– 27, 29, 30, 39,
41, 42, 48, 51, 52, 55, 59, 71, 75, 80, 85, 87, 92– 95, 97– 103, 105, 107,
109, 112, 113, 115, 116, 118, 121– 123, 125, 143, 147, 211

STT single track trigger. 64, 66– 69, 177– 179

SVD Silicon Vertex Detector. 15, 16, 18, 32, 44

TOP Time-Of-Propagation counter. 16, 34, 37

WIMP weakly interactive massive particle. 1
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