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Abstract

Defending against data poisoning-based backdoors at training time
is notoriously difficult due to the wide range of attack variants.
Recent attacks use perturbations/triggers subtly entangled with the
benign features, impeding the separation of poisonous and clean
training samples as required for learning a clean model. In this
paper, we demonstrate that such a strict separation is not neces-
sarily needed in practice, though. Our method, A-ABL, is rooted
in the observation that considering training-time defenses against
adversarial examples and backdoors simultaneously relaxes the re-
quirements for each task individually. First, we learn a naive model
on the entire training data and use it to derive adversarial exam-
ples for each sample. Second, we remove those training samples
for which the adversarial perturbation (budget) was insufficient to
flip the prediction, following the rationale that these are related
to a profoundly embedded shortcut to the backdoor’s target class.
Finally, we adversarially train a model on the remaining data with
at least the same perturbation budget used in the first step to push
the remaining poisonous samples away from the backdoor target,
preventing backdoor injection while hardening the model against
adversarial examples. This way, our method removes backdoors on
par with complex anti-backdoor learning techniques, simultane-
ously yielding an adversarially robust model.
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1 Introduction

Ever since machine learning is used for security-critical applica-
tions, adversaries have tried to evade these systems [2, 22, 46, 55, 77],
giving rise to the field of adversarial machine learning [6, 69]. The
rapid development in this field has led the community to sub-
divide research areas and investigate the different attack types
individually. As an example, we have a plethora of research on
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(a) Category A

  

(b) Category B

Figure 1: Depiction of poisonous samples of Category A and

Category B backdoors in a two-classification example. Clean

samples are indicated as   and   for the respective classes.

Poisonous samples are marked as   . The dashed square

illustrates the 𝑙𝑖𝑛𝑓 -norm perturbation with budget 𝜖.

both, adversarial examples [8, 13–15, 27, 49, 65] and neural back-
doors [5, 11, 28, 41, 45, 51, 52, 58, 60, 66] but comparably few that
study the relation of both [24, 74]. In practice, however, it is crucial
to consider defenses against both types of attacks side-by-side.

While adversarial training [48] in its different variations [26,
61, 79, 80] has emerged as the go-to defense against adversarial
examples in practice [3], the field of backdooring defenses is more
diverse still [43, 44, 57, 70, 75, 82]. In particular, data-poisoning
attacks that introduce backdoors via the training data without
modifying the training process [5, 11, 28, 51, 66] have been identified
to be most relevant in practice [7]. Here, training-time defenses,
so-called “anti-backdoor learning (ABL),” has recently rendered
themselves conspicuous [10, 23, 36, 42, 81].

They learn a model on the entire, possibly poisoned data, but
drive down the effect of the poisoned samples during training,
maintaining the accuracy on clean samples. One way or the other,
recent approaches [10, 36, 54] determine a partitioning of poisoned
and clean samples, remove the poisoned samples and learn a model
on the clean samples. In light of the attacks’ different embedding
strategies [11, 28, 52], finding this partition is non-trivial.

While some early backdoors such as BadNets [28] or Trojan
attacks [45] are easy to identify, more stealthy variants such as
Blend [11], WaNet [52] or SSBA [41] are often challenging to tell
apart from (difficult to learn) clean samples. In the remainder of
the paper, we refer to these groups as Category A (easy to identify)
and Category B (difficult to identify) backdoors, respectively. We
argue that these two backdoor categories can be and perhaps must
be handled individually for effective defense.

We find that Category A and Category B backdoors also are
varingly vulnerable to adversarial examples (cf. Fig. 1). Easy-to-
identify backdoors (Category A) are often rooted so profoundly
in the model that it is difficult to construct a successful adver-
sarial example from a sample with a backdoor trigger, changing
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its prediction (the backdoor’s target class). Adversarial examples
from samples corresponding to difficult-to-identify backdoors (Cat-
egory B), in turn, are less difficult as the trigger is more subtly
entangled with the benign features and thus more fragile.

Hence, the “adversarial vulnerability” is an excellent filtering cri-
terion for Category A and Category B backdoors. However, it is not
a good criterion for anti-backdoor learning in the traditional sense,
as clean samples are also vulnerable to adversarial perturbation.
However, we show that we do not require a perfect partitioning as
Category B backdoors are equally affected by adversarial training
as adversarial examples against clean samples [24]. Adversarially
training a model on the remaining samples after filtering out Cate-
gory A backdoors, will (a) harden the final model against adversarial
examples and (b) remove Category B backdoors on the way.

In this paper, we present a defense called A-ABL based on this
exact principle to remove backdoors at training-time and yield high
adversarial robustness by following the three-stage sketched below.
The initial stage involves training a victim model on the original
possibly poisoned dataset. Given the well-performed model with
backdoor injection, we generate adversarial perturbation on all
training data samples and split the partition with high adversarial
vulnerability in the second stage. This way, intrinsically robust
data samples, including all poisonous samples of Category A are
identified and hence isolated. The splitting method finally preserves
all samples of Category B into a data subset. In the final stage, we
retrain the model from scratch using adversarial training to sup-
press the backdoor with high adversarial vulnerability and mean-
while achieve higher adversarial robustness, thereby completing
our three-stage framework. Compared to other anti-backdoor learn-
ing defenses, our method performs the best in reducing the success
rate of backdooring attacks and maintains consistent defense per-
formance regardless of the trigger type of backdoors. Additionally,
our method achieves comparable clean accuracy and adversarial
robustness to that of using adversarial training alone.

In summary, we make the following contributions:
• Adversarial vulnerability of backdoors.We first observe
and describe the differences in adversarial robustness be-
tween clean and poisonous samples of backdoors with high
trigger visibility. Moreover, we study the relation between a
backdoor’s strength and its adversarial robustness. Results
show a proportional correlation (Section 4).

• Novel anti-backdoor splitting strategy.We use the adver-
sarial vulnerability as the splitting criterion for anti-backdoor
learning. We find that a rough split in Category A samples
(robust to adversarial perturbations) and Category B sam-
ples (vulnerable to adversarial perturbations) is sufficient in
practice. A precise partitioning, in turn, is unnecessary if im-
proving a model’s robustness against adversarial examples is
considered through adversarial training all along (Section 5).

• Extended evaluation. We evaluate our defense, A-ABL,
across seven different backdooring attacks, three model ar-
chitectures, and three datasets. A-ABL effectively suppresses
backdoors at training-time across these settings, whilst yield-
ing high adversarial robustness and competitive natural per-
formance (Section 6).

2 Related Work

In this section, we summarize the variety of defenses against the
backdooring attack with dataset poisoning in the training time.
Then, we introduce the research that addresses backdoor suppres-
sion or elimination via the knowledge of adversarial examples.

2.1 Backdoor Defenses

Backdoors are injected by either model manipulation [1, 4, 19, 63]
or dataset poisoning [5, 11, 28, 45], where the latter is most com-
monly used due to the simplicity and practicality [7]. Depending
on whether the adversary manipulates labels of the dataset, we
differentiate dirty-label attacks [5, 11, 28, 45, 52] and clean-label
atttacks [1, 60, 66, 83]. Defenses to (empirically) alleviate such back-
doors in DNN models can be implemented at different stages:

(a) Pre-training defenses that break the trigger pattern by using
defensive data pre-processing approaches [18, 57, 67, 68] or remove
poisonous samples before model training [86].

(b) In-training defenses that have full control of the training
procedure but have not “security guarantees” for the given training
dataset. Backdoor injection is achieved by splitting the dataset in
clean and poisonous samples to eventually learn on clean data [10,
23, 36] or by capturing the prominence of poisonous samples for
backdoor unlearning [40, 81].

(c) Post-training defenses that remove the backdoor from a
leaned model either by model reconstruction, removing backdoor-
associated neurons [44, 75, 78, 84], reverse engineering the trigger
pattern and detecting poisonous samples at inference time [9, 29,
70, 72, 73], detection that tests the behavior of inputs in the model
inference and denies the query of abnormal samples [20, 25, 31, 32],
or fine-tuning model parameters to erase the backdoor [43, 82].

Our method performs in-training defense. However, in contrast
to related work we do not require any clean data to start, meaning
we do not expect any prior knowledge about the dataset. More-
over, we consider robustness against adversarial examples and
in-training backdoor removal simultaneously, allowing us to use a
much simpler splitting strategy than related work.

2.2 Adversarial Examples in Backdoor Defense

A few methods address defenses against adversarial examples and
backdooring attacks simultaneously. Weng et al. [74] attempt to
suppress the backdoor by the adversarial training. The adversarial
robustness is improved after model training. However, the success
rate of backdooring attacks is even higher. Furthermore, the authors
found that even a complex trigger, which injects the backdoor suc-
cessfully after adversarial training, can be easily reverse-engineered
with an adversarially robust model by Neural Cleanse [70], while a
naively trained model cannot. This phenomenon infers that adver-
sarial training alone makes the model memorize the trigger pattern as
a robust feature. In other words, the trigger pattern attributed to the
robust feature cannot be suppressed by mere adversarial training.
To counter the robustness of different backdoor triggers, Gao et al.
[24] propose a composite adversarial training that employs both
spatial [76] and gradient descent [48] adversarial perturbations as a
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stronger data augmentation to suppresses patch-based and whole-
image backdoor triggers. This approach is based on the observation
that there is a proportional correlation between the backdoor’s
resistance against adversarial perturbation and the visibility of the
trigger pattern. Intuitively, triggers with lower visibility [11, 45, 52]
are easily influenced by the adversarial perturbation during training,
whereas the high trigger visibility [28, 45] enables a solid backdoor
injection. Despite the defensive effect, the dual adversarial pertur-
bation requires a high training consumption.

In addition to the training-time defense, Mu et al. [50] have
proven the usefulness of adversarial perturbation for erasing the
backdoor in the post-training defense. Given a backdoored model
and a small clean dataset, model’s predictions on adversarial ex-
amples distribute densely in the backdoor target label. In contrast,
such distribution is uniform across all classes in a benign model.
The underlying reason is the high feature similarity between the
backdoor trigger pattern and the adversarial perturbation in the
backdoored model. To break the connection between the trigger
and the target label, the defender fine-tunes the victim model on
all adversarial examples of the clean dataset, which is seen as the
substitute of poisonous samples but with their ground-truth labels.

Different from the previous research, our approach adopts gradi-
ent descent adversarial perturbation as the criterion first to distin-
guish a non-robust subset that excludes poisonous samples with
high adversarial robustness. Consequently, we retrain the model
on the split subset using standard adversarial training to ensure
a high adversarial robustness and simultaneously suppress the in-
jection of adversarial vulnerable backdoors. Finally, without prior
knowledge of a clean dataset or the additional adversarial training
consumption, our method achieves an adversarially robust model
and successfully prevents any backdoor injection.

3 Problem Formulation

In this section, we first introduce the threat model of training time
backdoor defense, before we formularize the suppression of back-
dooring attacks via anti-backdoor learning. In this work, we mainly
focus on the image classification with deep neural networks.

Threat model.We consider the widely occurred setting in back-
dooring attacks using dataset poisoning [5, 11, 28, 45, 52], where an
attacker successfully injects a backdoor by maliciously modifying
a subset of the training dataset with a predefined trigger pattern.
We assume the defender has no prior knowledge about the existing
backdooring attack in the dataset but has full control of the training
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Figure 2: Comparing backdooring attacks with different poi-

soning ratios. The baseline model ResNet18 is trained on

CIFAR10 for each backdooring attack, individually.

procedure. The goal of the defense is to suppress the backdoor
during the training and eventually achieve a well-performed model
free from the threat of backdooring attacks.

Formalization.Given the original benign datasetD = {(x𝑖 , 𝑦𝑖 )}𝑁𝑖=1
that contains 𝑁 examples x𝑖 ∈ R𝑑 with the ground-truth label
𝑦𝑖 ∈ {0, 1, . . . 𝐾 − 1}, where 𝐾 denotes the total number of classes.
Under a dataset poisoning attack, a set of benign examples are
maliciously modified as a poisonous set D𝑝 = {(x̂𝑖 , 𝑦𝑡 )}

𝑁𝑝

𝑖=0, where
𝑁𝑝 ≪ 𝑁 and the poisoning ratio is 𝜌 =

𝑁𝑝

𝑁
. The remaining benign

samples compose the benign set D𝑐 . Finally, the original dataset
D turns to a poisoned dataset D̃ = D𝑝 ∪ D𝑐 . In the training-time
defense, the learning objective is to optimize model parameters
𝜃 on the benign features of D𝑐 and simultaneously prevent the
backdoor injection that is introduced by D𝑝 .

4 Adversarial Behavior of Backdoors

Before introducing our method, we first investigate the behavior of
backdooring attacks under adversarial perturbation to unravel the
strength of backdooring attacks in terms of their adversarial robust-
ness. Subsequently, we discuss the impact of adversarial training
on suppressing different backdooring attacks.

4.1 Backdoors under Naive Training

Given that a training dataset is poisoned by a backdooring attack,
the naive training results in a model with high prediction perfor-
mance on the benign inputs but classifying an arbitrary input as
the backdoor target once the trigger is put on [11, 28, 45, 51, 52, 66].
As the adversarial perturbation using, e.g., iterative fast gradient
sign method (iFGSM) [27, 37], can easily mislead the prediction of a
naively trained model on benign samples of the training dataset. In
this section, we investigate the adversarial robustness of poisonous
samples after the naive training.

Perturbation budget 𝜖. In Fig. 2, we first show each backdooring
attack with different poisoning ratios. The faster the success rate
drops despite 𝜌 decreasing, the weaker the backdoor is. Backdoors
using a patch-based (i.e., BadNets [28] and Trojan [45]) ensure a
100 % ASR even at 𝜌 = 1 %, while other attacks using whole-image
triggers (e.g., Blend [11] and WaNet [52]) cannot. In Fig. 3, we
observe a positive correlation between the adversarial robustness
of poisonous samples and the attack success rate (ASR) of each
backdoor. Given a perturbation budget 𝜖 , poisonous samples using
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Figure 3: Impact of perturbation budget 𝜖 on various back-

door trigger. Baseline model ResNet18 is trained on every

CIFAR10 poisoned by each backdooring attack.
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Figure 4: Evaluation of adversarial robustness and backdoor trigger strength by using iFGSM attack bounded by 𝜖 = 2/255.
Experiments are conducted with ResNet18 naively pre-trained on the original and poisoned CIFAR10 individually. The first row

presents the data distribution on a benign dataset without poisoning and other three backdooring attacks using whole-image

or dynamic trigger. The second row visualizes the distribution of poisonous samples using fix patch-based trigger. Across all

attacks, adversarial perturbation can easily push up the SCE loss of all poisonous samples of Blend, SSBA and WaNet.

fixed patch triggers (i.e., BadNets, Trojan) successfully resist the
adversarial perturbation (Category A). In contrast, samples with
full-image triggers such as Blend or WaNet are highly vulnerable
to the perturbation (Category B).

Perturbation steps. By using iFGSM with a step size equal to 2/255,
increasing the number of iterations cannot make the attack gener-
ate an effective adversarial perturbation misleading the prediction
on poisonous samples with robust triggers.

In summary, using the budget 𝜖 = 2/255 and 5 iterations allows
iFGSM attack to distinguish poisonous samples of Category A. Fig. 4
visualizes the distribution of benign and poisonous samples in each
considered backdooring attack. We use symmetrical cross-entropy
loss (SCE) [71] as suggested in [23, 36] to enlarge the significance
of misclassified samples. In terms of SCE distribution, the entire
dataset can be easily partitioned as a robust (low SCE loss) and a
non-robust (high SCE loss) subset [37], where poisonous samples
of Category A mostly stay in the former. However, the isolation is
less effective for poisonous samples of Category B, as they behave
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Figure 5: Impact of the number of iteration steps in iFGSM

attack on the poisoned CIFAR10 using model ResNet18.

similarly to benign samples under the adversarial perturbation,
making their SCE loss exceptionally high and, hence, pushing them
to the non-robust partition.

Takeaway. Using triggers of Category A makes backdooring
attacks intrinsically robust against the standard, (i.e., 𝑙𝑖𝑛𝑓 -
normed), adversarial perturbation that sets 𝜖 ≤ 8/255. After the
naive training, generating adversarial examples with a small
perturbation budget allows to isolate poisonous samples of
Category A from the dataset, which, however, does not hold
for backdoors of Category B.

4.2 Backdoors under Adversarial Training

The dataset splitting using adversarial perturbation as above isolates
poisonous samples of Category A and thus avoid the adversarially
robust backdoors, which the adversarial training alone cannot sup-
press [74]. In this section, we analyze the impact of adversarial
training on suppressing backdoors using robust and vulnerable
triggers to the adversarial perturbation.

Perturbation budget. We apply different perturbation budgets in
standard adversarial training, that uses projected gradient descent
method (PGD) to generate adversarial examples [48]. Similar to the
observation in Fig. 3, the perturbation budget 𝜖 is decisive in the
backdoor suppression by adversarial training (cf. Fig. 6). On poi-
sonous samples of Category A, using perturbation budget 𝜖 = 8/255
cannot prevent the backdoor injection. Inversely, the adversarial ro-
bustness of these poisonous samples can be even improved, which
infers that strong poisoning triggers belongs to the robust feature.
For backdoors with low trigger visibility, e.g., Blend and WaNet,
the injection performance starts decreasing at perturbation budget

 

92



Adversarially Robust Anti-Backdoor Learning AISec ’24, October 14–18, 2024, Salt Lake City, UT, USA

0 1 2 3 4 8 12
0

10

20

30

40

50

𝜖 = #/255

RA
in

%

BadNets Trojan
Blend WaNet

0

20

40

60

80

100

A
SR

in
%

Figure 6: Adversarial training against various backdoors us-

ing different perturbation budgets 𝜖. We train the baseline

model ResNet18 on each poisoned CIFAR10. Solid line and

dashed line denotes the robust accuracy (RA) and success

rate of the backdoor (ASR), respectively.

𝜖 = 2/255 and backdoors are suppressed at 𝜖 = 8/255. As a higher
perturbation budget is beneficial for the adversarial robustness, the
standard adversarial training using 𝜖 = 8/255 finally yields a robust
model without the existence of backdoors using stealthy triggers.

Poisoning ratio.Moreover, adversarial training performs better
against backdoors when the poisoning ratio 𝜌 decreases. Similar
to the observation in Fig. 2, the success rate of backdooring at-
tacks degrades by reducing the portion of poisonous samples in
the adversarial training. From the defense perspective, adversarial
training remains effective against adversarially robust backdooring
attacks when the poisoning ratio is low (cf. Fig. 7). Assuming that
an anti-backdoor dataset splitting is applied upfront based on the
distribution observed in Fig. 4, the amount of robust poisonous sam-
ples, i.e., Category A, would be very small in the training dataset.
This way, adversarial training can improve the model robustness
and simultaneously mitigate the backdooring attack that uses poi-
sonous samples of Category B.

Takeaway. In case that a splitting approach is executed be-
fore to isolate most poisonous samples of Category A, stan-
dard adversarial training improves the model robustness
against the adversarial perturbation. Simultaneously, it sup-
presses backdoors that either employ poisonous samples of
Category B using a non-robust trigger or poisons only a tiny
portion of the training dataset.
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Figure 7: Adversarial training on backdoor attackswith differ-

ent poisoning ratios. We use the perturbation budget 𝜖 = 8/255
to train the baseline model ResNet18 individually on the

poisoned CIFAR10 by each attack.

5 Adversarially Robust ABL

We observe large variance in adversarial robustness for different
backdoor triggers, that is, poisonous samples of Category A with a
fixed patch trigger remain highly effective during adversarial train-
ing, whereas backdoors using poisonous samples of Category B are
significantly suppressed due to the impact of adversarial perturba-
tion. Based on this observation, we propose an adversarially robust
anti-backdoor learning (A-ABL) that requires no prior clean dataset,
copes with backdoor suppression, and achieves an adversarially
robust model eventually. Our method consists of three stages:

(1) Initialization.We first train the DNNmodel naively for sev-
eral epochs on the entire training dataset. The model yields
high prediction accuracy on benign and poisonous samples,
but it remains highly vulnerable to adversarial perturbation
on any benign input.

(2) Dataset splitting based on “adversarial robustness.” Poi-
sonous samples of Category A using fixed patch triggers are
robust against adversarial perturbation, while most benign
samples are not. Thus, we adopt the iFGSM attack [37] with
a small perturbation budget to split a non-robust subset from
the training dataset, aiming to isolate all poisonous samples
of Category A using a robust trigger.

(3) Adversarial training. However, the previous step cannot
remove subtly embedded backdoors that are affected by ad-
versarial examples. Adversarial training, in turn, is design
to do exactly this. We thus train the model on the remain-
ing subset using PGD-based adversarial training [48] from
scratch, yielding a model that is both adversarial robust and
free of Category A and Category B backdoors.

5.1 Initialization

In the initial stage, we train the model naively with a given poi-
soned dataset with using ADAM optimizer and a fixed learning rate
0.001 for several epochs. Previous defenses [42, 81, 85] address anti-
backdoor learning based on the observation of poisonous samples
converging faster during the model training. However, the learning
of the backdoor is slower than benign samples, when the poisoning
ratio is small.

In Fig. 8, we visualize training progresses on poisoned datasets
by BadNets [28] with poisoning ratios 1 % and 10 %. We observe how
training loss develops in both benign and poisonous samples. When
the poisoning ratio is 10 %, the natural loss gap clearly exists, which
provides the criterion to filter our poisonous samples. However,
such a loss gap disappears when the poisoning ratio is small. In a
nutshell, in case that the defender has no knowledge of the backdoor
strategy, the dataset splitting [42] cannot rely on the natural loss
gap. On the contrary, poisonous samples of BadNets converge to
a low adversarial loss (i.e., a high adversarial robustness), while
benign samples present significant vulnerability to the adversarial
perturbation. Obviously, for backdoors with high trigger visibility,
the intrinsic adversarial robustness allows to distinguish benign
samples. Therefore, without precisely catching the natural loss gap
as in related work [36, 42, 81], splitting the samples patched by
adversarially robust trigger is easier after converting all benign
samples to adversarial examples.
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Figure 8: Training a ResNet18 model on poisoned CIFAR10

datasets by BadNets attack. The left and right of each figure

shows the learning curve of benign samples and adversarial

examples, respectively. We use iFGSM [37] to generate adver-

sarial perturbation with budegt 𝜖 = 2/255 and 5 steps.

5.2 Dataset Splitting

Previous anti-backdoor learning defenses [23, 36, 42, 81] split the
entire dataset D̃ to a benign set with 𝜌 ≈ 0.0 and a poisonous set
that contains poisonous samples ofD𝑝 as many as possible. In turn,
we isolate adversarially robust poisonous samples as a subset Drob
using a backdoored model and preserve an adversarial vulnerable
subset Dvul as the new training dataset.

After the initial naive training, we use adversarial robustness as
the criterion to split the entire training dataset into an intrinsically
robust subsetDrob and an adversarially vulnerable subsetDvul . We
set the perturbation budget 𝜖 to 2/255 and use 5 steps for the iFGSM
attack. To enlarge the distance between adversarially robust and
vulnerable samples for better splitting, we use SCE loss to raise the
weight on the ground-truth label of each sample [71] and thereby
enlarges the loss value of misclassified samples. In comparison to
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Figure 10: Adversarial training with a ResNet18 model on

CIFAR10’s subset containing poisonous samples of Blend.
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cross-entropy (CE) loss, SCE loss significantly amplifies non-robust
samples (cf. Fig. 9) and thus yields a distribution with two clusters.

Li et al. [42] propose to isolate 10% samples with lowest train-
ing loss for backdoor unlearning. Other defenses [23, 36, 81] even
use 50 % to ensure the elimination of poisonous samples. However,
a fixed splitting ratio is not adaptable to different poisoning ra-
tios. In our method, we use OTSU [53] to search for the threshold
with the maximal variance between two clusters for an adaptive
dataset splitting. Since samples vulnerable to adversarial perturba-
tion contributes more to the model natural performance [21, 37],
training on Dvul directly achieves a model without any backdoor
that plants the robust trigger on the poisonous samples, as dataset
splitting yields a subset Dvul of a significantly lower poisoning
ratio (cf. Table 1).

5.3 Adversarial Training

Despite the adversarial splitting of Stage 2, samples of Category B
remain in the dataset Dvul , as they are vulnerable to adversarial
perturbation, particularly for triggers with low visibility. According
to the study in Section 4.2, backdooring attacks using triggers vul-
nerable to adversarial perturbation cannot resist the suppression
of adversarial training. In the final stage, we adopt the standard
adversarial training, i.e., PGD-AT [48], to improve the robustness
against adversarial perturbation and simultaneously suppress the
backdoor injection that the remaining poisonous samples in Dvul
introduce. The optimization is formulated as follows:

min
𝜃

E
(x,𝑦) ∈Dvul

[
max
𝛿

{L (𝜃, x + 𝛿,𝑦)}
]

(1)

where the inner maximizes the training loss L to generate adver-
sarial perturbation 𝛿 on input samples x ∈ Dvul that contribute to
the adversarial robustness optimization [48] and meanwhile elimi-
nate the connection between the trigger and the backdoor target
by perturbing trigger patterns. Fig. 10 shows adversarial training
procedure on the split subset with poisonous samples of Blend
attack. Both clean accuracy and robust accuracy increase with the
training while the training loss of poisonous samples stays high,
which shows the ineffectiveness of backdoor injection.
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In summary, using adversarial perturbation in the splitting effi-
ciently filters out poisonous samples of Category A that use robust
triggers. Consequently, adversarial training successfully prevents
the backdooring attacks introduced by the remaining poisonous
samples of Category B. Finally, we achieve an adversarially robust
model free from backdooring attacks.

6 Evaluation

Begin by describing the experimental setup including the used
datasest and models, considered attacks, evaluated defenses from
related work, and evaluation metrics before reporting on differ-
ent experiments. In Sections 6.1 and 6.2, report on performance
after Stage 2 and Stage 3 individually, and additionally conduct an
ablation study in Section 6.3.

Datasets andmodels.We conduct extensive experiments to evalu-
ate all attacks and defenses on two small-scale datasets CIFAR10 [38],
GTSRB [64] with the model architecture ResNet18 [33]. Further-
more, we extend the evaluation on a large-scale dataset Tiny-
ImageNet [39] with model architecture ResNet34 [33].

Considered attacks.We evaluate our method with seven repre-
sentative backdooring attacks for the dataset poisoning, including
dirty-label attacks that use patch-based fixed triggers: BadNets [28],
Trojan attack [45], the clean-label attack using the patch trigger
with adversarial perturbation (CLB) [66], and Blend attack that uses
a fixed whole-image trigger [11]. We also consider three dynamic
dirty-label attacks using the adapted stripe trigger IAB [51], and
whole-image triggers WaNet [52], and SSBA [41]. In all attack se-
tups except CLB attack, we choose the target label 𝑦𝑡 = 0 and use
the poisoning ratio 𝜌 = 10 % as default, and all poisonous samples
are randomly selected from all classes. For CLB attack, we adopt
projected gradient descent (PGD) to generate adversarial perturba-
tion with strength 𝜖 = 16/255 and step size 2/255 for 30 steps. Poisonous
samples of CLB are randomly selected from the target class, and
additionally we set poisoning ratio 𝜌 = 50% on CIFAR10 and GT-
SRB, and 𝜌 = 100% on Tiny-ImageNet. For Blend attack, we use
the Hello-Kitty trigger pattern for experiments on CIFAR10 and
GTSRB, and the random uniform noise trigger on Tiny-ImageNet.
The trigger opacity is 0.1. Other details of each attack execution
are identical to the default implementation in their original papers.

Defense baselines.We compare our method with four training-
time defenses that focus on backdooring attacks only and require no
clean dataset upfront: ABL [42], DBD [36], D-ST [10], and CBD [81].
We conduct all defense experiments with the proposed settings in
the original implementation. Meanwhile, we compare with the
direct use of adversarial training (Adv. Train). In A-ABL’s imple-
mentation, we train the model for 20 epochs in Stage 1. In Stage 2,
we use iFGSM attack with perturbation budget 2/255 for 5 steps in the
dataset splitting for small-scale datasets CIFAR10 and GTSRB, and
we set budget 𝜖 = 1/255 for Tiny-ImageNet due to its larger image
size. In Stage 3, we use PGD with perturbation budget 𝜖 = 8/255 and
step size 2/255 for 10 steps in the standard adversarial training [48].
We train the model for 100 epochs and set the initial learning rate
0.1. During training, we step-wisely lower the learning rate by 0.1
times on each 50, 75, 90 epoch, respectively.

Table 1: Evaluation of dataset splitting by using iFGSM ad-

versarial perturbation. We use 𝛾 to express the ratio of subset

Dvul to the original D̃ and show the poisoning ratio in Dvul
as 𝜌𝑣𝑢𝑙 . Both ratios are shown in %.

Attack

CIFAR10 GTSRB Tiny-ImageNet

𝛾 𝜌𝑣𝑢𝑙 𝛾 𝜌𝑣𝑢𝑙 𝛾 𝜌𝑣𝑢𝑙

No-Attack 90.00 — 49.36 — 90.00 —

BadNets 82.34 0.13 55.83 0.00 69.28 0.01
Trojan 76.98 0.06 47.78 0.04 70.52 0.05
CLB 84.78 0.00 58.05 0.14 78.13 0.28
IAB 82.79 0.32 46.40 0.08 72.62 0.20
Blend 90.00 10.04 73.37 6.71 72.14 2.39
SSBA 90.00 10.49 87.55 2.61 73.07 8.53
WaNet 86.27 11.52 63.43 15.68 76.33 6.49

Evaluation metrics.We evaluate the performance of dataset split-
ting with metrics, i.e., subset splitting ratio 𝛾 = |Dvul |/|D̃ | and the
poisoning ratio 𝜌𝑣𝑢𝑙 in the subset Dvul . Regarding the final de-
fensive performance, we adopt three metrics, i.e., Clean Accuracy
(ACC), Robust Accuracy (RA) andAttack Success Rate (ASR). ACC is
the prediction accuracy on a clean test dataset. And we measure RA
by using PGD-10 attack with the perturbation budget 𝜖 = 8/255 and
step-size 2/255. Differently, ASR represents the fraction of a poisoned
test dataset classified as the backdoor target label. The optimality
of backdooring attacks has a high ACC and an ASR ≈ 100%. In con-
trast, adversarially robust anti-backdoor learning would achieve
high ACC and RA and the ASR ≈ 0% in the final.

6.1 Dataset Splitting based on Adv. Robustness

According to the analysis in Fig. 2, attacks employing poisonous
samples of Category B show less resistance against the adversarial
perturbation (cf. Fig. 3). Table 1 summarizes the splitting results
on each dataset poisoned by all considered backdooring attacks.
Triggers used for Category A (i.e., BadNets, Trojan, CLB and IAB)
show significantly high robustness against adversarial perturbation.
Thus, our adaptive splitting using OTSU threshold successfully
identify and isolate nearly all poisonous samples of Category A and
leaves a non-robust subsetDvul with the poisoning ratio 𝜌𝑣𝑢𝑙 << 𝜌 .

Considering that the fraction of benign samples in dataset D̃
is equal 90% in most backdooring attacks which is 95% for CLB,

Table 2: Naive training on the split dataset Dvul by our split-

ting method. All results are shown in %.

Attack

CIFAR10 GTSRB Tiny-ImageNet

ACC ASR ACC ASR ACC ASR

BadNets 93.26 4.53 96.25 0.00 57.84 0.05
Trojan 93.82 1.56 95.36 1.04 57.23 0.48
CLB 93.70 0.63 95.82 12.98 57.62 1.06
IAB 93.19 99.93 95.88 0.21 57.48 1.93
Blend 93.79 99.95 96.57 99.71 57.64 99.99
SSBA 93.87 100.00 96.82 81.93 57.87 99.97
WaNet 93.39 98.60 96.18 99.34 56.96 98.85
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Table 3: Comparing A-ABL with training time defenses and the standard adversarial training (Adv. Train). We measure the

adversarial robustness (i.e., RA) by PGD-10 attack, and evaluate the defense on clean datasets without poisoning (i.e., “———”).

The best result across all defenses is highlighted in bold font. Orange bold font indicates the defense failure (i.e., ASR > 90%).

Dataset Attack ABL DBD D-ST CBD Adv. Train A-ABL (ours)

ACC ASR ACC ASR ACC ASR ACC ASR ACC ASR RA ACC ASR RA

CIFAR10

——— 91.26 — 92.88 — 92.77 — 93.02 — 83.47 — 45.32 83.77 — 46.11

BadNets 90.67 0.37 92.78 30.59 92.27 0.01 88.19 1.48 83.72 100.00 46.28 83.59 1.26 46.63

Trojan 91.59 1.24 93.31 99.99 93.97 0.22 91.40 1.92 83.59 100.00 46.51 83.32 1.44 46.39
CLB 79.39 0.84 90.84 1.47 90.66 0.00 92.83 0.19 84.74 99.97 47.31 83.98 0.59 47.96

IAB 93.30 6.32 79.11 82.15 93.60 22.00 92.39 69.10 83.76 99.83 46.66 83.51 6.88 46.09
Blend 87.66 6.59 92.08 99.91 89.93 55.48 86.33 5.77 82.81 3.37 46.22 82.68 2.59 47.72

SSBA 88.09 7.47 89.47 98.24 86.51 0.53 90.98 3.68 83.46 7.57 46.42 82.89 4.94 47.62

WaNet 88.74 55.81 93.03 15.27 93.09 99.72 88.49 32.73 81.83 3.61 47.16 80.34 3.31 47.64

Average 88.49 11.23 90.09 61.09 91.43 25.42 90.09 16.41 83.42 59.19 46.65 82.90 3.00 47.15

Worst Case 79.39 55.81 79.11 99.99 86.51 99.72 86.33 69.10 81.83 100.00 46.22 80.34 6.88 46.09

GTSRB

——— 95.42 — 94.37 — 95.27 — 93.07 — 89.27 — 62.43 87.43 — 61.82

BadNets 95.99 0.02 92.68 0.29 95.83 0.00 95.59 0.14 89.44 100.00 62.24 88.65 0.01 60.09
Trojan 96.21 0.01 93.91 0.00 96.20 0.00 54.20 5.57 88.26 100.00 58.99 87.33 0.12 56.32
CLB 92.56 0.01 91.99 0.00 78.06 2.15 75.58 0.00 89.79 69.59 62.13 88.02 0.76 61.43
IAB 96.33 11.32 87.55 99.31 96.09 0.00 82.29 99.36 89.94 100.00 62.02 87.25 2.42 59.87
Blend 90.41 97.70 93.21 99.98 93.96 40.86 79.92 65.37 89.17 13.73 62.45 88.71 1.65 62.20
SSBA 89.89 100.00 93.65 99.27 82.47 46.99 72.47 55.59 88.89 2.11 62.16 88.81 0.78 61.65
WaNet 88.27 99.92 92.76 0.00 93.41 67.26 87.96 19.36 88.59 2.01 61.95 87.15 3.27 58.23

Average 92.81 44.14 92.25 42.69 90.86 22.47 78.29 35.06 89.15 55.35 61.71 87.99 1.29 59.97
Worst Case 88.27 100.00 87.55 99.98 78.06 67.26 54.20 99.36 88.26 100.00 58.99 87.15 3.27 56.32

Tiny-
ImageNet

——— 39.59 — 50.94 — 56.35 — 51.84 — 41.64 — 21.41 41.32 — 21.04

BadNets 46.26 0.00 50.88 100.00 56.10 0.16 49.21 0.27 42.57 99.87 21.04 42.36 0.08 22.06

Trojan 47.43 0.00 51.88 100.00 56.14 0.02 52.10 0.10 41.86 99.03 20.75 42.60 0.07 21.32

CLB 49.93 0.01 51.62 100.00 56.81 0.01 50.01 0.84 42.67 97.68 21.45 41.45 1.57 21.58

IAB 46.00 0.00 50.74 100.00 55.66 0.00 50.40 0.21 41.92 99.87 20.84 41.58 0.24 20.78
Blend 49.07 99.99 51.73 100.00 56.56 97.63 52.68 0.78 41.74 3.26 20.87 42.84 1.92 20.20
SSBA 41.41 0.03 50.74 98.26 55.61 38.58 47.38 0.38 41.05 3.47 21.24 41.07 3.65 21.12
WaNet 44.32 1.68 51.22 100.00 54.11 26.30 50.74 17.54 40.03 4.32 19.86 40.11 5.27 20.44

Average 46.35 14.53 51.26 99.75 55.86 23.24 50.36 2.87 41.69 58.21 20.86 41.72 1.83 21.07

Worst Case 41.41 99.99 50.74 100.00 54.11 97.63 47.38 17.54 40.03 99.87 19.86 40.11 5.27 20.20

splitting on CIFAR10 datasets using iFGSM attack results in a subset
Dvul with the size beyond 76% of D̃, meaning that our method
ensures over 85 % of all benign samples in Dvul .

Samples with high uncertainty are particularly important for
reproducing the natural performance [12]. Since, benign samples
in Dvul are vulnerable to the adversarial perturbation, they are
located near to model’s decision boundary, and thus, have high un-
certainty [21]. Moreover, randomly splitting a dataset (e.g., CIFAR10
with 𝛾 ≥ 50 %) is sufficient to reproduce the natural performance of
the entire dataset [30, 56]. Thus, naively training on theDvul subset
enables achieving high clean accuracy (cf. Table 2). Furthermore,
our splitting methods successfully eliminate the threat of backdoor
injection of Category A that uses adversarially robust triggers.

Although our splitting approach achieves a similar preservation
of benign samples, the mere adversarial perturbation misleads the
model prediction of poisonous samples of Category B as well. Thus,

all poisonous samples show a very high loss value, such that the iso-
lation of poisonous samples fails in the splitting stage. Hence, naive
training on Dvul cannot avoid the backdoor injection (cf. Table 2).
Nevertheless, poisonous samples with an intrinsic high vulnera-
bility to adversarial perturbation cannot stand the suppression by
adversarial training. In the next section, we show the performance
of backdoor suppression by the model training in Stage 3.

6.2 Adversarial Training

After the previous dataset splitting, in Stage 3, we adopt standard
adversarial training to suppress the backdoor injection introduced
by the potentially remaining poisonous samples. We first run the
adversarial training on the entire poisoned dataset to evaluate the
naive backdoor suppression effect. By aligning the direct train-
ing results in Table 3 with Table 1, it is notable that backdooring
attacks using Category A triggers present significantly high resis-
tance against the impact of adversarial training, thus their final ASR
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Table 4: Adversarial training on split datasets by using D-ST.

Dataset Attack Clean Clean + Suspicious

𝛾 𝜌𝑣𝑢𝑙 ACC ASR 𝛾 𝜌𝑣𝑢𝑙 ACC ASR

CIFAR10 Blend 32.43 0.44 45.69 11.22 95.63 7.81 82.42 6.01
WaNet 91.90 8.47 80.04 2.68 94.91 9.04 81.12 3.65

GTSRB Blend 20.02 1.95 67.48 1.46 95.00 5.47 88.26 3.64
WaNet 19.92 10.00 62.48 7.24 95.01 10.05 87.89 2.66

remains nearly 100%, i.e., a successful backdoor injection. Differ-
ently, these intrinsically robust poisonous samples are isolated from
the final training set Dvul in the earlier splitting stage. Meanwhile,
Dvul contains most benign samples vulnerable to the adversarial
perturbation, which contribute most to the model’s robustness in
adversarial training [37, 47]. Hence, training on Dvul in Stage 3
yields a robust model without any backdoor of Category A.

For other triggers corresponding to Category B such as Blend,
SSBA and WaNet which are vulnerable to adversarial perturba-
tion, adversarial training presents a strong suppression on their
backdoor injection. In the previous splitting, the size of Dvul is
smaller than D̃ while the final poisoning ratio 𝜌𝑣𝑢𝑙 remains nearly
equal the default value in D̃, meaning that the splitting isolates
a very small portion of poisonous samples with relatively higher
intrinsic robustness. Therefore, naive training on Dvul yields a
comparable clean accuracy but a high success rate of backdoors
(cf. Table 2). Nevertheless, results in Table 3 demonstrate that using
adversarial training can easily suppress those vulnerable backdoors
and simultaneously achieves a high robust accuracy with a certain
preservation of natural performance, thereby making our robust
anti-backdoor learning excel.

In comparison to our method, previous defenses either fail for
one or several backdooring attacks, or they result in degredation is
natural performance. Similar to our method, D-ST firstly partitions
the dataset in poisoned, suspicious and clean subsets. However, the
defense fails against Blend and WaNet attacks in both CIFAR10
and GTSRB datasets. Despite D-ST’s ineffective splitting on Cate-
gory B backdoors, even standard adversarial training on the subsets
ultimately suppresses the backdoor (cf. Table 4), which demon-
strates the potential of adversarial training as an complementary
techniques for existing training-time defenses.

Table 5: Comparing different data augmentations in dataset

splitting. Each experiment is with a individual ResNet18 pre-

trained on a poisoned CIFAR10.

Attack

RandAugment AutoAugment AutoMix A-ABL (ours)

𝛾 𝜌𝑣𝑢𝑙 𝛾 𝜌𝑣𝑢𝑙 𝛾 𝜌𝑣𝑢𝑙 𝛾 𝜌𝑣𝑢𝑙

BadNets 18.21 6.20 21.87 7.64 10.00 9.28 82.34 0.13

Trojan 18.29 1.01 22.47 6.00 10.12 8.60 76.98 0.06

CLB 20.69 5.65 25.14 2.92 14.37 4.38 84.78 0.00

IAB 22.06 0.12 22.27 0.48 10.50 2.70 82.79 0.32

Blend 15.80 7.66 21.05 11.15 11.20 7.80 90.00 10.04
SSBA 18.45 8.86 22.93 7.33 11.08 1.48 90.00 10.49
WaNet 19.32 19.81 24.80 13.56 15.78 13.38 86.27 11.52

In Fig. 11, we additionally provide the final distribution of the
entire poisoned dataset D̃ in the robust model after the adversarial
training in Stage 3. Due to the effectiveness of dataset splitting,
the final training stage achieves a robust model without any back-
door injection using robust triggers. Therefore, poisonous samples
have a high loss value, even under the adversarial perturbation.
Regarding Blend and WaNet attacks using low trigger visibility,
adversarial training compensates for the ineffectiveness of previous
anti-backdoor splitting and yields a robust model that breaks the
connection between poisonous samples and the backdoor target. As
the whole-image trigger changes the ground-truth features of poi-
sonous samples, the adversarial robustness degrades a little. Thus,
there are more benign samples having higher SCE loss after the
adversarial perturbation.

6.3 Ablation Study

In this section, we first compare our adversarial perturbation crite-
rion with other data augmentation methods for dataset splitting to
investigate our method’s settings and adaptability. Following this,
we evaluate the defensive performance of our method across differ-
ent model architectures, before we investigate the performance of
our method on different poisoning ratios.

Data augmentations for splitting.Most backdooring attacks are
robust against common augmentations e.g., RandomCrop, Random-
Flipping, etc., while some work demonstrates the effect of backdoor
trigger erasing by using strong augmentations [10, 57]. In Table 5,
we thus compare our splitting with three strong and automatic
augmentation methods, i.e., RandAugment [17], AutoAugment [16]
and AutoMix [34]. Regarding isolating poisonous samples, several
but not all poisonous samples with high trigger visibility are vul-
nerable to augmentation, and thus, the splitting preserves those
poisonous samples in the subset. Moreover, no augmentations can
isolate poisonous samples with low trigger visibility. In terms of
the subset size after splitting, using a strong augmentation method
always results in a significantly lower splitting ratio than A-ABL.
The model’s natural performance after the adversarial training will
degrade due to the lack of benign samples.

Cross-architecture evaluation. In Table 6, we conduct the exper-
iments of our method across other four architectures VGG16 [62],
MobileNetV2 [59] and DenseNet121 [35]. Our method has proven

Table 6: Cross-architecture evaluation on each poisoned CI-

FAR10 dataset. All results are shown in %.

Attack

VGG16 MobileNetV2 DenseNet121

ACC RA ASR ACC RA ASR ACC RA ASR

——— 77.52 46.03 — 80.73 47.31 — 86.34 48.56 —
BadNets 76.97 44.59 1.82 80.94 47.77 1.40 86.00 48.12 1.61
Trojan 76.32 44.60 1.54 80.62 48.09 1.42 85.79 48.07 1.39
CLB 77.81 45.83 0.83 81.32 48.04 0.82 86.16 48.14 0.89
IAB 75.21 44.43 7.73 80.17 48.74 4.53 85.69 48.23 4.69
Blend 77.13 45.12 1.93 79.56 48.26 1.90 85.00 48.10 1.56
SSBA 77.02 44.76 2.08 79.78 48.02 2.86 84.91 48.12 4.88
WaNet 75.24 41.39 2.59 77.91 46.40 2.70 83.92 48.70 2.52
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(d) WaNet

Figure 11: Distributions of training samples in each poisoned CIFAR10 with the robust ResNet18 after learning by A-ABL. Each

figure consist of two plots, where the left and right figure represents respectively the distribution of original data samples and

their adversarial examples.

the capability to achieve comparable ACC and RA across different
model architectures in defending all different backdooring attacks.

Effectiveness with different poisoning ratios. In Table 7, we
additionally evaluate A-ABL’s performance against three different
poisoning ratios. We exclude the evaluation on CLB attack, as it
has the upper limit of 𝜌 due to the poisoning only on the target
class. Our method remains effective in backdoor suppression for
the relative lower ratios 𝜌 equal 1% and 5%. Since the number of
poisonous samples decreases, our method automatically explores
more benign samples and achieves relatively higher robustness than
the case of 𝜌 = 10 %. Differently, a higher poisoning ratio 𝜌 = 20 %
leads to a larger lose of benign samples in the entire dataset. In
particular, WaNet, by default, improves the attack stealthiness by
generating noised images, which are twice the amount of poisonous
samples. Thus, 60 % of the training dataset is maliciously modified.
In consequence, our method yields a small clean accuracy reduction
after the final adversarial training. Nevertheless, a larger number
of poisonous samples cannot successfully inject the backdoor into
the model after using our defensive training.

Table 7: A-ABL’s defense with a ResNet18 model against

different dataset poisoning ratios on CIFAR10.

Attack 1% 5% 20%

ACC RA ASR ACC RA ASR ACC RA ASR

BadNets 83.83 46.84 1.39 83.94 46.60 1.24 82.70 45.36 1.63
Trojan 83.48 46.47 1.50 83.43 45.97 1.37 81.43 45.07 2.54
IAB 83.81 47.13 4.33 83.48 47.87 5.84 82.17 45.14 7.82
Blend 83.16 46.43 1.66 83.28 47.98 1.16 80.22 45.32 6.80
SSBA 83.25 46.52 1.84 83.16 47.04 1.73 81.03 47.43 4.17
WaNet 83.51 45.86 1.86 82.44 45.60 2.40 72.17 37.19 14.28

7 Conclusion

So far, the community has been fighting a lost battle in anti-backdoor
learning. It is trying to perfectly separate poisonous and clean sam-
ples in the training data, entering a cat-and-mouse game between
defense and the ever-increasing stealthiness of backdooring attacks.
However, we show that a perfect separation is unnecessary in a
practical setting, where the defender aims for robustness against
adversarial examples and against backdoor injection side-by-side.

We reduce anti-backdoor learning to a much simpler task, where
we differ between backdoors that cannot be removed with adver-
sarial training (Category A) and those that can (Category B). We
measure the samples’ adversarial vulnerability in a naively trained
model to make this differentiation. Poisonous samples of simple
backdoors such as BadNets and Trojan are more robust to adver-
sarial perturbations than clean samples and more sophisticated
backdoors such as WaNet and SSBA, allowing us to filter the for-
mer out early. More sophisticated backdoors are removed through
adversarial training.

We are convinced that this is a game-changer for this research di-
rection and hope to push open a door toward more holistic defenses
that keep an eye on the bigger picture of practical use.
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