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Abstract

Outlier generation is a popular technique used for solving im-
portant outlier detection tasks. Generating outliers with real-
istic behavior is challenging. Popular existing methods tend
to disregard the “multiple views” property of outliers in high-
dimensional spaces. The only existing method accounting for
this property falls short in efficiency and effectiveness. We
propose BISECT, a new outlier generation method that cre-
ates realistic outliers mimicking said property. To do so, BI-
SECT employs a novel proposition introduced in this article
stating how to efficiently generate said realistic outliers. Our
method has better guarantees and complexity than the cur-
rent methodology for recreating “multiple-views”. We use the
synthetic outliers generated by BISECT to effectively enhance
outlier detection in diverse datasets, for multiple use cases.
For instance, oversampling with BISECT reduced the error by
up to 3 times when compared with the baselines.

1 Introduction
Motivation. Outliers are observations in a dataset that
stand out from the rest. They represent rare or surprising
events, making outlier detection important in many appli-
cations (Pawar, Kalavadekar, and Tambe 2014; Aggarwal
2013). In a nutshell, outlier detection can be approached
in two ways. The conventional approach is to use one
outlier detection model fitted to all dimensions, the full-
space approach. But according to the “multiple views” prop-
erty (Müller et al. 2012), points often are outliers only in
some sets of dimensions (subspaces). Together with the
curse of dimensionality, this often renders the approach inef-
fective in high-dimensional data (Aggarwal, Hinneburg, and
Keim 2001a; Keller, Muller, and Bohm 2012). A very com-
mon alternative approach uses an ensemble of outlier detec-
tion models trained on several smaller subspaces (Ho 1998;
Aggarwal and Sathe 2017), dubbed subspace approach. We
will build on this distinction in what follows.

Synthesizing outliers may improve outlier detection (El-
Yaniv and Nisenson 2006). For instance, one may present
synthetic outliers to a domain expert for labeling and later re-
fine the outlier detection model using their feedback (Stein-
buss and Böhm 2017). Next, utilizing synthetic outliers al-
lows to reframe outlier detection as a classification prob-
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lem (Liu et al. 2019). However, if objects generated are too
far from the inliers, not representative of the outlier class, or
even if there are too many artificial samples (Liu et al. 2019;
Steinbuss and Böhm 2021), the classification boundary de-
grades (Hempstalk, Frank, and Witten 2008). This calls for a
“careful” generation procedure, as opposed to a random one.

Most outlier generation approaches fall into one of two
groups. Original space generators (El-Yaniv and Nisenson
2006; Abe, Zadrozny, and Langford 2006) generate outliers
using the original domain of the data. Embedded space gen-
erators (Liu et al. 2019; Schlegl et al. 2017) create artifi-
cial outliers using a representation of the embedded latent
space of the data. When the dimensionality is high, original
space generators in particular tend to create outliers arbi-
trarily distant from the inliers (Steinbuss and Böhm 2021;
Aggarwal, Hinneburg, and Keim 2001b). Embedded-space
generators in turn produce samples in a lower-dimensional
space to solve this problem. But coming up with an embed-
ding model that accurately represents the domain is chal-
lenging because of the need for specific assumptions that are
difficult to verify (van der Maaten, Postma, and Herik 2007),
or because a lot of data is required (Sadr, Bassett, and Kunz
2019). So these models tend to be unsuitable if not enough is
known about the data. In either case, synthetic outliers may
not demonstrate the common “multiple view” characteristic
of high-dimensional outliers (Müller et al. 2012), thus fail-
ing to replicate the outlier class.

Hidden outliers (Steinbuss and Böhm 2017) are outliers
that represent the disagreement between full-space and sub-
space outlier detection approaches: By definition, hidden
outliers are detectable by either a full-space approach or a
subspace approach, but not both. Hence, they feature the
“multiple views” property and at the same time tend to be
close to the inliers. This is because distant points tend to be
detectable by both approaches and thus are not hidden.

Example 1. In Figure 1, the shaded areas represent regions
where hidden outliers may occur. The solid ellipse line de-
limits the boundary of the two-dimensional full-space outlier
detector, while the dashed lines constitute the boundary of
the subspace detector, composed of detectors fitted in each
one-dimensional subspace. Points in the shaded areas on the
left can only be detected by the subspace detector, and the
ones on the right by the full-space detector.
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Figure 1: Example of regions of hidden outliers.

Challenges. Despite their desirable properties, generating
hidden outliers is not trivial. First, there are no known guar-
antees that hidden outliers can be generated. Next, even if
they can, it is generally impossible to describe the regions of
the space from which they originate analytically and sam-
ple from there. It is necessary to generate candidate points
and verify which ones qualify as hidden outliers. However,
generating too many poor candidates renders computations
intractable. Namely, the definition of hidden outliers builds
on subspace outliers, while subspace outlier detection uses
up to 2N − 1 models, one for each subspace, where N is the
number of dimensions. Another issue is that an ill-designed
candidate generation process could leave parts of the space
unexplored. Finally, quantitative evaluation criteria for hid-
den outliers currently do not exist. All this calls for an effi-
cient generation method and a procedure to assess its util-
ity. The only existing generator for hidden outliers, HID-
DEN (Steinbuss and Böhm 2017), heavily relies on its hy-
perparameter which one cannot readily tune, as we will ex-
plain. It is unclear whether a value of this hyperparameter
exists that ensures both efficient synthesis and high quality
of hidden outliers.

Contributions Our contributions are as follows. (1) We
prove the existence of hidden outliers. In particular, we
formulate and prove the so-called hidden outlier existence
proposition which asserts that it is always possible to gen-
erate a hidden outlier between an inlier and an outlier of
the full-space approach. (2) Leveraging this proposition, we
propose a new method to efficiently generate hidden outliers,
which we call BISECT. Importantly, BISECT gives certain
guarantees in generating hidden outliers and does not require
any external hyperparameters. (3) We propose a methodol-
ogy to improve outlier detection using hidden outliers. We
apply it to various datasets to showcase the value of hidden
outliers synthesized by BISECT. There are certain obstacles
that are in the way of very general claims regarding any po-
tential superiority of BISECT for outlier detection, as we
will explain in Sections 4 and 5. Having said this, we ob-
served significantly reduced error rates in one-class classi-
fication and supervised outlier detection in our experiments
compared to established methods. (4) We share the code of
BISECT and of our experiments.1

1https://github.com/jcribeiro98/Bisect

2 Related Work
Outlier Generation. There exists an extensive body of
work on synthetic outlier generation in tabular data (Stein-
buss and Böhm 2021). Some of these methods do (Oh,
Hong, and Baek 2019), while others do not (Liu et al. 2019),
require genuine outliers. One approach is to sample points
from a distribution distinct from that of inliers. Other rep-
resentative approaches include adding noise to the inliers
or permuting their attribute values. For a comprehensive re-
view and taxonomy of outlier generation methods, we refer
to (Steinbuss and Böhm 2021). However, the vast majority
of these methods do not verify the “multiple-view” prop-
erty, and may produce outliers not accurately representing
the outlier class.

Generation of Hidden Outiers. To our knowledge, there
is only one method, HIDDEN (Steinbuss and Böhm 2017),
that specifically replicates the “multiple views” property by
generating hidden outliers. At each iteration, HIDDEN ran-
domly samples a candidate point from a hypercube centered
at a random genuine point and checks whether this candi-
date is a hidden outlier. The lateral size of each hypercube
is ε · range, where range represents the maximum range of
values among the genuine data points in any dimension. The
hyperparameter ε ∈ [0, 1] controls the size of each hyper-
cube. However, choosing an appropriate ε value can be chal-
lenging. If values of ε are too small, the generation of hid-
den outliers may fail. Values close to 1 in turn often lead
to inefficiencies due to the generation of many poor candi-
dates. There is no recommended universal value for ε: An
ε value that is efficient for certain datasets might not work
well for different ones. Additionally, different ε values re-
sult in distinct and uncontrollable probability distributions of
generated hidden outliers, potentially leaving out important
regions in the data space. See Appendix for demonstrations.
Our method, BISECT, does not rely on such a hyperparame-
ter and exhibits more predictable behavior. We will compare
BISECT with HIDDEN.

Evaluation of Artificial Outliers. We are not aware of
any established methodology to evaluate hidden outliers.
The paper (Steinbuss and Böhm 2017) primarily focuses on
using hidden outliers for exploratory purposes. To demon-
strate the utility of BISECT and its advantages over HIDDEN,
we leverage evaluation techniques from outlier generation in
general. Synthetic outliers have several applications within
outlier detection (Steinbuss and Böhm 2021). Common use
cases in the literature are self-supervised and supervised out-
lier detection (Liu et al. 2019; Dlamini and Fahim 2021).

Self-supervised outlier detection uses synthetic outliers as
the positive class to construct a two-class classifier. Subse-
quently, this classifier is applicable in various tasks (Chan-
dola, Banerjee, and Kumar 2009), particularly in one-class
classification. The effectiveness of the generated outliers de-
termines the performance of the resulting classifier.

The supervised case for outlier detection is akin to an un-
balanced binary classification problem with an extremely
scarce minority class (Aggarwal 2013). To address imbal-
anced data, a common technique is oversampling the minor-
ity class (Chawla et al. 2002; Oh, Hong, and Baek 2019;



Zheng et al. 2020). This has also been applied in the su-
pervised outlier detection case (Dlamini and Fahim 2021;
Sharma et al. 2018). The quality of the generated data de-
pends on the performance gain achieved compared to the
unbalanced classifier.

Oversampling and self-supervised learning are among the
most frequently used applications of synthetic outliers in
the literature (Khan and Madden 2014; Chandola, Baner-
jee, and Kumar 2009). Furthermore, theoretical studies have
demonstrated that self-supervised classifiers are particularly
well-suited for one-class classification (El-Yaniv and Nisen-
son 2006). Hence, we will evaluate synthetic hidden outliers
with these tasks.

3 Our Method: BISECT
This section presents BISECT, a novel method for generat-
ing hidden outliers. We start with the necessary definitions
and derive new theoretical results regarding the existence of
regions with hidden outliers. Subsequently, we explore how
these findings can be used to generate hidden outliers ef-
fectively. Finally, we comprehensively describe BISECT and
analyze its properties. All propositions and theorems have
their corresponding proofs in the appendix.

3.1 Hidden Outliers and the Hidden Region
Let X = Rd be a metric space, and D = {xi} ⊂ X be a fi-
nite dataset. LetM(·) : X −→ {0, 1} denote an outlier de-
tector model, and letM =M(D) be its fitted version with
D. Next, let the closed set R(M) = {x ∈ X|M(x) = 0}
be the acceptance region (i.e., the one containing inliers)
of M with the boundary ∂R(M). Further, let MS : S ⊂
X −→ {0, 1} be a detector fitted with the projected dataset
over the subspace S ⊂ X , D|S =

{
xi|S

}
. For M(·) and

the set of subspaces {Si}, we define the subspace ensem-
ble of M(·) as the mapping EM : X −→ {0, 1}, such as
EM(x) = a (MS1

(x|S1
), . . . ,MSm

(x|Sm
)), where a is an

aggregation function. We now formally define hidden out-
liers and hidden region:

Definition 1. (Hidden region, hidden outlier, adversary)
Given a fitted outlier detectorM, a subspace ensemble EM,
and aggregation function a = max, define the sets:

H1(M) = R(M) \R(EM),

H2(M) = R(EM) \R(M).

The union H1(M) ∪H2(M) is the hidden region ofM. A
hidden outlier is a point h ∈ X in the hidden region ofM.
The outlier detectorM(·) used is the adversary of h.

For instance, in Figure 1, the shaded area on the left plot
is H1, and H2 is the shaded area on the right.

By this definition, hidden outliers are points that are out-
liers in certain subspaces of X but inliers in the original
space, or vice-versa. This implies that hidden outliers neces-
sarily exhibit the “multiple views” property when {Si} are
generated with the canonical basis of X .

Without a guarantee that a hidden region exists, effec-
tively searching for good candidates is hard. The following
proposition addresses this concern and provides guidance on

(a) (b)

Figure 2: Examples of different hidden regions. R(M) is
marked in green, R(EM) in grey, and the convex combina-
tion of x and y is represented with a dashed line.

where one could generate hidden outliers. The conditions
presented are sufficiently versatile to occur in real scenarios.

Proposition 1. (”Hidden outlier existence”): Let x and y
be points in the previously defined metric space such that
x ∈ R(M) and y /∈ R(M). Assume that there exists a
point z in the convex combination of x and y such as z ∈
∂R(M)⇒ z /∈ ∂R(EM). Then there exists z′ in the convex
combination of x and y such as z′ ∈ H1(M) ∪H2(M).

The existence of z condition in the proposition guarantees
that the convex combination crosses the hidden region.

Example 2. In Figure 2 the dashed line marks the convex
combination of x and y. We marked with a straight line the
intersection of the convex combination with the hidden re-
gion. The condition in Proposition 1 rules out cases like the
one in Figure 2b, where there is no intersection with the hid-
den region. Cases like in Figure 2a that cross the intersection
of boundaries but contain hidden outliers are accepted.

We can limit the search for candidate hidden outliers
to the convex combination of two points. This shifts the
problem from searching in X to searching in the image of
α(t) = ty + (1− t)x, i.e., in the set of points ty + (1− t)x
for t ∈ [0, 1]. The following section elaborates on this.

3.2 Generating Hidden Outliers by Finding Roots
We reformulate α(t) so that the points of the image that are
hidden outliers are now its zeroes. This will allow us to use
the bisection method to generate hidden outliers. Let F be
an indication function, such as:

F (x) =


1, ifM(x) = EM(x) = 1,

0, ifM(x) ̸= EM(x),

−1, ifM(x) = EM(x) = 0.

The roots of the function f = (F ◦ α)(t) are t ∈ [0, 1]
such that α(t) are hidden outliers. To ensure convergence of
the bisection method to a root of f , f must be monotonic.
The following theorem states that f is monotonic when the
image of α crosses the hidden region once.

Theorem 1. (”Convergence into a hidden outlier”) Let f
be defined as before. Assume that at most exist, and are
unique, z and z′ in the convex combination of x ∈ R(M)
and y /∈ R(M) such as: z ∈ ∂R(M), z′ ∈ ∂R(EM),



(a) Before cuts (b) After cuts

Figure 3: An example of the “cut trick” .

z ̸= z′, and both verify the last condition of proposition 1.
Then the bisection method will converge to a root of f .

The theorem straightforwardly extends to the case when
the image of α crosses the hidden region a finite number of
times. This is because segmenting the interval [0, 1] suffi-
ciently many times yields subintervals that fulfill the condi-
tions in Theorem 1.
Example 3. Figure 3 illustrates the process, which we will
term the “cut trick.” In the right plot, six equally spaced
points denoted as t1, . . . , t6 ∈ [0, 1] divide the original line
segment (on the left plot) into five equal-length parts. Dots
represent inliers (in R(M)), while crosses represent outliers
(not in R(M)). Although the original image for t ∈ [0, 1]
does not satisfy the conditions of the theorem, the segments
corresponding to [t2, t3], [t4, t5], and [t5, t6] do meet these
conditions. Consequently, the bisection method can generate
hidden outliers within each of these segments.

3.3 The BISECT Algorithm
Combining all the above results, we propose BISECT (Algo-
rithm 1). It works with the following steps:
1. Randomly select an origin, õ ∈ R(M) ∩ D. If M is a

composition of two functions, m : X → R, a scoring
function, and T : R → {0, 1}, a threshold function, BI-
SECT selects õ using the weighted distribution obtained
by the scoring of m. We do this as we found it to be supe-
rior to random selection during preliminary experiments.

2. Select a random direction v in Sd−1(R), the d-
dimensional unitary sphere. Define a sufficiently large
L ∈ R so that the point y = õ + Lv is not in R(M)
(Lines 1–3). If y ∈ R(M), restart BISECT with a new
origin (Lines 5–7).

3. Obtain a subinterval of the convex combination α(t) =
ty + (1− t)õ using the “cut trick” (Line 4).

4. For this subinterval, perform the bisection method for
f = F ◦ α to obtain one hidden outlier (Lines 9–14).

We now discuss the complexity of BISECT.
Proposition 2. Let nsubs be the number of selected sub-
spaces for the ensemble. The worst-case complexity of BI-
SECT isO

(
log( L

ncuts
) · (nsubs + ncuts) · ℵ

)
where ℵ is the in-

ference complexity of the adversaryM(·).

Algorithm 1: BISECT

Require: õ, ncuts, andM & EM fitted with D.
1: v ← Unif(1,Sd−1(R))
2: l← max

x∈D
∥x∥

3: L = l + Unif
(
1, (− l

2 , l)
)

4: {a, b} ← INTERVAL(õ, v, 0, L, ncuts)
5: if {a, b} = ∅ then
6: Select new origin õ′

7: BISECT(õ′, ncuts,M, EM)
8: c← a+b

2
9: while F (c) ̸= 0 do

10: if F (a) = F (c) then
11: a← c
12: else
13: b← c
14: c← a+b

2
15: return c

Algorithm 2: INTERVAL (cut trick)

Require: õ, v, a, b, ncuts
1: Initialize I = ∅
2: {ti}ncuts+1

i=1 ← sequence(a, b, ncuts)
3: for i in 1 to ncuts do
4: checki←M(õ+ tiv)
5: if checki ̸=checki−1 then
6: Add {ti−1, ti} to I
7: {l, r} ← Unif(1, I)
8: return l, r

According to this proposition, the parameter ncuts used for
the cut trick affects the complexity of BISECT. In practice,
low values of ncuts are sufficient, as we now explain.

Selecting the Number of Cuts. The number of itera-
tions needed for the bisection method to generate a hid-
den outlier in the worst case can be calculated as niter =

Int( log(L/ncuts)−log(Err)
log(2) −1). Where Err is the error rate and

Int(·) is the mapping to the nearest integer. For Err = 0.05
and a unitary interval, five cuts on the interval are the small-
est number of cuts that results in only a single iteration
needed to converge. Since we have found through experi-
mentation that five cuts are usually enough to satisfy the con-
ditions of Proposition 1, we recommend setting ncuts = 5.

Complexity Comparison to HIDDEN. For a fixed
ncuts, O (nsamp · log(L) · nsubs · ℵ) is the worst case com-
plexity of BISECT to generate nsamp hidden outliers.
The corresponding worst-case complexity of HIDDEN is
O (nsamp · P(D, ε) · nsubs · ℵ), where the parameterP(D, ε)
inversely correlates with the probability of generating a hid-
den outlier for a given data at a particular ε (Steinbuss and
Böhm 2017). It is impossible to estimate this parameter be-
forehand. We expect that in practice it will be greater and
more irregular than log(L).



# Clusters # Features # Observations

1, 2, 5 7, 15, 30, 50, 100, 150 1000

Table 1: Characteristics of synthetic datasets.

Dataset # Features |Dfull| # Outliers

Wilt 5 4819 261
Pima 8 768 268
Stamps 9 340 31
PageBlocks 10 5473 560
Heart Disease 13 270 120
Annthyroid 21 7129 534
Cardiotocography 21 2114 471
Parkinson 22 195 147
Ionosphere 32 351 126
WPBC 33 198 47
SpamBase 57 4207 1813
Arrhythmia 259 450 206

Table 2: Characteristics of real datasets.

4 Experiments
In this section, we empirically demonstrate the utility of
hidden outliers generated with BISECT. First, we describe
the synthetic and real datasets and configurations of hidden
outlier generation methods for our experiments. Next, we
compare the runtime performance of BISECT and HIDDEN
on datasets with varying complexity. After that, we study
how various outlier detection tasks can benefit from gener-
ating hidden outliers. To finalize, we briefly comment on the
limitations of the experimental study at the end of the sec-
tion. We implemented the experiments in R and Python2 and
run them on a ThinkPad P14s-gen2 with 16GB of RAM us-
ing Ubuntu v22.04.1. For all calculations, used the CPU, a
Ryzen PRO 7 5850u.

4.1 Datasets
Synthetic Data. To comprehensively evaluate hidden out-
lier generation methods under controlled conditions, we pro-
duce several synthetic datasets using a multidimensional
clustered Gaussian distribution. We systematically varied
the number of clusters, features (columns), and observations
(rows). Table 1 provides an overview of the dataset charac-
teristics; for each combination of parameters, we randomly
generated five synthetic datasets.

Real Data. We use real datasets3 collected by Campos
et al. for evaluating unsupervised outlier detection. To en-
sure a reasonable runtime, we only consider datasets con-
taining fewer than 10,000 observations and fewer than 1,000
features. To ensure reliable performance estimates, we only
retain datasets with more than 30 outliers. Table 2 summa-
rizes the resulting 12 datasets, referred to as Dfull. We also

2Using reticulate (Ushey, Allaire, and Tang 2023).
3https://www.dbs.ifi.lmu.de/research/outlier-evaluation/

use modified versions of these datasets, denoted as D, where
the outlier class is downsampled to 2% of the total number of
observations. Whenever possible, we obtain D from (Cam-
pos et al. 2016). For the Ionosphere and WPBC datasets, we
created the downsampled versions ourselves.

4.2 Method Configurations
We use BISECT and HIDDEN with LOF (Breunig et al. 2000)
as an adversary. In some experiments, we also tried the KNN
outlier detection method (Angiulli and Pizzuti 2002) as an
alternative adversary for BISECT (BISECTK). We configure
BISECT to use the weighted origin selection and fix the num-
ber of cuts to 5. For HIDDEN, we set ε = 0.1, as we found
larger values to be inefficient when generating hidden out-
liers for certain datasets, see Appendix.

To maintain tractability, we limited the number of sub-
spaces used to generate hidden outliers to a maximum of
2048; when necessary, we used feature bagging without rep-
etition (Lazarevic and Kumar 2005) for subspace selection.
When a generational method failed to produce a successful
candidate within a 30-minute timeframe, we regarded the re-
spective experiment as unsuccessful (marked as ot). For all
other methods used in our experiments, we adopted the de-
fault parameter settings suggested by the authors or provided
by their respective implementations.

4.3 Hidden Outlier Generation Efficiency
In this section, we compare the time required by BISECT and
HIDDEN to generate 500 hidden outliers (in seconds).

Synthetic Data. Figure 4a shows the time needed to gen-
erate 500 hidden outliers with BISECT and HIDDEN, con-
tingent on the number of features in a dataset. HIDDEN re-
quires 2–3 times more runtime than BISECT, and this dif-
ference increases with dimensionality. Dimensionality has a
limited impact on the generation time when the number of
subspaces is fixed, as expected by Proposition 2. Addition-
ally, the number of clusters in the data has little effect on the
performance of HIDDEN or BISECT.

Real Data. We used four real datasets with the highest fea-
ture count. To achieve the desired dimensionality, we cre-
ated five lower-dimensional datasets by selecting five dis-
tinct subsets of features with minimal overlap. Figure 4 plots
the time required to generate 500 hidden outliers using BI-
SECT and HIDDEN for each dataset, depending on dimen-
sionality. As with synthetic data, we observe that BISECT is
several times faster than HIDDEN.

Table 3 summarizes the generation times from our exper-
iments, both with synthetic and real data, for BISECT and
HIDDEN. It is evident that the performance of BISECT is
significantly more predictable than that of HIDDEN – the in-
terquartile range for the generation time is an order of mag-
nitude lower for BISECT.

4.4 Outlier Detection Experiments
One-class Classification. We leverage hidden outliers for
self-supervised one-class classification. By augmenting the
training data with these outliers, we train a binary classifier
for one-class classification, following these steps:
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Figure 4: Time to generate 500 hidden outliers (in seconds) in synthetic and real data contingent on feature count.

Min Q1 Q2 Q3 Max IQR

Bisect 9.9 15.3 19.6 25.2 44 9.9
Hidden 9.2 46.2 72.6 124.7 566 78.4

Table 3: Time to generate 500 hidden outliers (in seconds).

1. Divide the dataset Dfull into Dtrain (80% inliers and no
outliers) and Dtest (20% inliers and all outliers).

2. Using Dtrain, generate |Dtrain| outliers with an outlier
generation method and add them to Dtrain.

3. Train a classifier on Dtrain to distinguish inliers and out-
liers, and evaluate its performance on Dtest.

We repeat the experiment seven times for each dataset with
different random splits into Dtrain and Dtest. In Step 2, we use
BISECT, HIDDEN, and Hyperbox (HB). HB is a naı̈ve base-
line that samples points uniformly from the minimal bound-
ing box surrounding Dtrain and retains only those marked as
outliers by LOF. In Step 3, we use random forest4 since it
performs well in binary classification tasks (Wainberg, Ali-
panahi, and Frey 2016).

We compare this self-supervised approach with LOF
and KNN adjusted for one class classification as they
serve as adversaries for BISECT. We also compare it to
DeepSVDD (Ruff et al. 2018), a deep outlier detection
method, and OCSVM, a one-class SVM with a radial ker-
nel (Schölkopf et al. 1999). From generative baselines, we
included AnoGAN, a popular self-supervised baseline, and
MO-GAAL,5 a recent deep-learning-based self-supervised
method (Schlegl et al. 2017; Liu et al. 2019).

Table 4 presents the test ROC AUC scores. We group
LOF-related and KNN-related methods together and iden-
tify the best method within each group using bold font. If a
self-supervised method significantly outperforms its adver-
sary (p-value of the Wilcoxon signed rank test ≤ 0.05), we
mark the respective AUC value with an asterisk. Conversely,
the dagger symbol indicates when a self-supervised method
performs worse than its adversary. Additionally, the overall
best-performing method for each dataset is in italics.

We observe that Bisect-based hidden outlier methods of-
ten outperform their adversary counterparts by much. This

4Implementation from caret (Kuhn and Max 2008)
5Implementation from pyod (Zhao, Nasrullah, and Li 2019)

suggests that we can recommend replacing conventional
full-space outlier detection methods with Bisect-based self-
supervised methods with respective adversaries. In addition,
Bisect-based methods offer a runtime improvement for in-
ference when dealing with high-dimensional datasets. For
instance, using the SpamBase dataset, RF trained after BI-
SECT with LOF as an adversary processes each test point
nearly 10 times (31ms vs 3.4ms) faster in average than LOF.

Supervised Outlier Detection. In this section, we per-
ceive outlier detection as an imbalanced classification prob-
lem, with the train set having very few instances of the mi-
nority class (outliers). We use artificial hidden outliers to
help balance the data, which enables us to train a binary clas-
sification model for outlier detection with the augmented set.
The experiment has the following steps:

1. Take a dataset D with 2% outliers and split it randomly
into 20% train set (Dtrain) and 80% test set (Dtest).

2. Add to Dtest outliers from Dfull, excluding those in D, to
get a more reliable outlier detection quality estimate.

3. Add extra outliers to Dtrain with outlier generation to bal-
ance outlier and inlier numbers. Do the same with over-
sampling, in order to have reference points.

4. Train a classifer on Dtrain and evaluate it on Dtest.

We repeat the experiment seven times for each dataset with
random splits into Dtrain and Dtest. In Step 4, we em-
ploy random forest. In Step 3, we use BISECT, HIDDEN,
and Hyperbox, as before. The oversampling methods6 used
in Step 3 are the neighbors-based approach SMOTE, the
density-based technique ADASYN, and the clustering-based
method DB-SMOTE (Chawla et al. 2002; He et al. 2008;
Bunkhumpornpat, Sinapiromsaran, and Lursinsap 2012).
We also employed an outlier-based oversampling method
using a cWGAN 7, like multiple authors have proposed
(Zheng et al. 2020; Mottini, Lheritier, and Acuna-Agost
2018; Engelmann and Lessmann 2021). Finally, we compare
to random forest trained using only the train data.

Table 5 shows test ROC AUC scores. The two best meth-
ods for each dataset are in bold. A method significantly out-
performing random forest on non-augmented data (p-value
of Wilcoxon signed rank test < 0.05) has an asterisk, while

6Implementations from smotefamily (Siriseriwan 2019)
7Code by https://github.com/johaupt/GANbalanced/



Dataset BISECT HIDDEN HB LOF BISECTK KNN IForest DSVDD OCSVM GAAL
Wilt 0.975* 0.942* 0.520† 0.556 0.970* 0.537 0,720 0.529 0.643 0.653
Pima 0.579† 0.499† 0.523† 0.695 0.563† 0.747 0,718 0.511 0.664 0.498
Stamps 0.954* 0.699† 0.952* 0.895 0.961 0.957 0,935 0.766 0.877 0.913
PageBlocks 0.952 0.911 0.895† 0.931 0.925* 0.661 0,957 0.676 0.619 0.415
Heart Disease 0.806 0.825 0.829 0.839 0.839 0.813 0,799 0.737 0.801 0.818
Annthyroid 0.924∗ 0.877 0.514† 0.767 0.944* 0.747 0,827 0.764 0.596 0.617
Cardio... 0.826* 0.812 0.730† 0.798 0.845* 0.776 0,757 0.626 0.840 0.540
Parkinson 0.822* 0.777 0.779 0.745 0.842 0.838 0,913 0.839 0.738 ot
Ionosphere 0.927 0.535† 0.950 0.946 0.922† 0.970 0,965 0.951 0.801 0.757
WPBC 0.613 0.591 0.588 0.574 0.534 0.635 0,523 0.527 0.499 0.632
SpamBase 0.793* 0.848* 0.793* 0.731 0.800* 0.700 0,791 0.651 0.629 0.700
Arrhythmia 0.756* 0.745 0.719 0.727 0.769* 0.734 0,755 0.740 0.745 0.724

Table 4: Median performance of the different one-class classification methods. DSVDD stands for DeepSVDD.

Dataset BISECT HIDDEN HB Plain RF cWGAN SMOTE DB SMOTE ADASYN # out.
Wilt 0.957 0.945 0.500† 0.951 0.953 0.947 0.956 0.945 19
Pima 0.625* 0.700* 0.642* 0.589 0.584 na na na 2
Stamps 0.967* 0.898† 0.879† 0.948 0.969* na na na 2
PageBlocks 0.982† 0.910† 0.980† 0.993 0.996 0.966† 0.980† 0.961† 20
Heart Disease 0.814* 0.820 0.831 0.731 0.723 na na na 1
Annthyroid 0.981 0.990* 0.471† 0.969 0.980 0.979 0.980 0.978 27
Cardio... 0.921* 0.838 0.641† 0.895 0.916 0.913 0.904 0.918 7
Parkinson 0.549 ot ot 0.590 0.563 na na na 1
Ionosphere 0.937* 0.735 0.905 0.882 0.931 na na na 1
WPBC 0.615 0.640 0.566 0.602 0.547† na na na 1
SpamBase 0.917* 0.868† 0.738† 0.908 0.903 0.920* 0.921* 0.921* 11
Arrhythmia 0.975* 0.973* 0.798* 0.689 0.924* na na na 1

Table 5: Median performance of a random forest coupled with a generational method.

an inverse case is marked with the dagger symbol. The last
column contains the outlier count in Dtrain.

The BISECT method is a clear winner overall, while con-
ventional oversampling techniques are not applicable for
datasets with sparse outliers as they have less than 3 mi-
nority class objects (marked as na). The only other method
thought for scarce examples of the minority class, cWGAN,
failed to significantly improve the classifier as much as our
approach. Hence, we also recommend the BISECT method
for oversampling in the case with few recorded outliers.

Limitations and Future Work. To cover recent and pop-
ular methods, our experiments include various competitors
for supervised outlier detection and one-class classification.
However, we faced difficulties including certain methods
due to either outdated or unavailable implementations (Désir
et al. 2013; Abe, Zadrozny, and Langford 2006; Zheng et al.
2020), or implementations designed solely to replicate out-
comes on specific benchmark datasets (Oh, Hong, and Baek
2019; Dlamini and Fahim 2021).

In addition, there are other approaches, largely or com-
pletely unexplored for these tasks but adaptable like our use
of BISECT. For example, beyond the Hyperbox and HID-
DEN methods we have included in our comparison, 17 out-
lier generation methods reviewed in (Steinbuss and Böhm

2021) fall into this category. The experimental design space
could also extend to other conventional outlier detection
methods from (Campos et al. 2016) — beyond LOF, KNN,
and OCSVM which we have covered. These could serve as
further adversaries of BISECT or HIDDEN, or as competitors
in one-class classification. However, such a broad compari-
son exceeds the scope of one conference publication, and we
see it as future work.

5 Conclusions
Generating outliers is useful. Nevertheless, most outlier gen-
eration methods disregard the “multiple-views” property of
outliers in high-dimensional spaces. Synthetic hidden out-
liers are the sole exception. However, the existing method
for generating hidden outliers is inefficient and sensitive to
hyperparameter selection, as we have shown. Furthermore,
the utility of hidden outliers remains to be shown.

In this paper, we have established that synthetic hidden
outliers exist under versatile conditions and, based on this
theory, propose a way to search for respective candidates
efficiently, which we call BISECT. BISECT is notably faster
than the current alternative.

Next, we developed a methodology that makes use of out-
liers generated with BISECT to enhance outlier detection in
the context of one-class classification and highly unbalanced



supervised outlier detection tasks. In both scenarios, the use
of BISECT yielded significant improvements over conven-
tional methods, surpassing widely adopted alternatives tai-
lored for these tasks. These results confirm the potential of
hidden outliers to advance various outlier detection tasks.
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A Theoretical Appendix
This appendix includes all the proofs for the theoretical re-
sults presented in Section 3, as well as other supplementary
results needed to prove the said results. We include all the
proofs in the order of inclusion in the text. For complete-
ness, the statements are repeated before the proof.

Additionally, we are going to introduce a couple of nota-
tions needed for the proofs. First, let us consider everything
from Section 3. Now, let C(a, b) be the image of the convex
combination of two points of X , a, and b. Unless is stated
otherwise, α(t) = ty + (1 − t)x. Additionally, C(a, b)− is
the image of the convex combination with t ∈ (0, 1] and
C(a, b)+ with t ∈ [0, 1). The set C(a, b)+− is the convex
combination with t ∈ (0, 1).

Whenever we write BX(z, ε) we refer to an open ball
of X centered in z with radius ε > 0. BA(z, ε), with
A ⊂ X , stands for the open ball in the induced topology,
i.e. BA(z, ε) = BX(z, ε) ∩A.
Proposition 3. (”Hidden outlier existence”): Let x and y
be points in the previously defined metric space such that
x ∈ R(M) and y /∈ R(M). Assume that there exists a
point z in the convex combination of x and y such as z ∈
∂R(M)⇒ z /∈ ∂R(EM). Then there exists z′ in the convex
combination of x and y such as z′ ∈ H1(M) ∪H2(M).

Proof. Assume z ∈ ∂R(M), otherwise z ∈ R(M) \
R(EM) trivially. Also, since z /∈ ∂R(EM) by hypothesis, z
has to be in the interior, R(EM)◦. Now, since z ∈ ∂R(M),
by definition of boundary point, ∀ε > 0, BX(z, ε) ∩ (X \
R(M)) ̸= ∅. Recall that, by the notion of induced topology,

C(x, y) ⊂ X =⇒ BC(x,y)(z, ε) = BX(z, ε) ∩ C(x, y).

Then, since z ∈ ∂R(M) ∩ C(x, y), we have

∀ε > 0, BC(x,y)(z, ε) ∩X \R(M) ̸= ∅. (1)

Since,

z ∈ R(EM)◦ =⇒ ∃ε′ > 0, BC(x,y)(z, ε
′) ⊂ R(EM),

we have that

BC(x,y)(z, ε
′) = BC(x,y)(z, ε

′) ∩R(EM). (2)

By (1),
BC(x,y)(z, ε

′) ∩X \R(M) ̸= ∅.
By (2),

B(z, ε′)∩X\R(M) = B(z, ε′)∩X\R(M)∩R(EM) ̸= ∅.

By Zornn’s Lemma, we can find z′ ∈ X such that

z ∈ BC(x,y)(z, ε
′) ∩R(EM) \R(M) = C(x, y) ∩H2.

Changing z ∈ ∂R(M) to z ∈ ∂R(EM) leads to the inclu-
sion to H1.



Before proving Theorem 1 we need to introduce a Lemma
that is going to help us through the proof. It will help us as-
sess when one should expect a boundary point on the convex
combination of two points, and under what conditions.
Lemma 1. Consider X as our metric space as before, and
A ∈ X a subspace. Then,{

x ∈ A,

y /∈ A.
=⇒ ∃z ∈ ∂A ∩ C(x, y). (3)

x ∈ A,

y ∈ A,

∄z ∈ ∂A ∩ C(x, y).

=⇒ C(x, y) ⊂ A. (4)

Proof. First, let us prove statement 3. Let {ti}i∈N be a
monotonone sequence in [0, 1] such that α(ti) ∈ A for all
points in the sequence. As y /∈ A, very clearly such se-
quence has to be bounded. As {ti} is bounded, then, it has a
supremum T . By the monotonic convergence theorem,

ti −→ T.

Assume that α(T ) /∈ ∂A. Then, you can fit an open ball with
radius ε > 0 in A ∩ C(x, y), and get a point z′ = α(T ′) in
the ball such that T ′ = T + ε > T . As T is the supremum,
this cannot happen. Therefore, α(T ) = z ∈ ∂A.

Let us now prove statement 4. Assume that it exists a t in
[0, 1] such that α(t) /∈ A. Then, by the statement 3 of this
very same lemma, ∃z ∈ ∂A, which is untrue by hypothesis.

Now, we can finally tackle the proof for Theorem 1.
Theorem 2. (”Convergence into a hidden outlier”) Let f be
defined as before. Assume that at most exist, and are unique,
other z and z′ in the convex combination of x ∈ R(M) and
y /∈ R(M) such as z ∈ ∂R(M), z′ ∈ ∂R(EM), z ̸= z′,
and both verify the last condition of proposition 1. Then the
bisection method will converge to a root of f .

Proof. The way of proving this statement will be to consider
all inclusion possibilities and check when we can converge
to the function f zeroes using the bisection method. Recall
that the bisection method always converges as long as there
is a sequence of nested intervals [a1, b1] ⊃ · · · ⊃ [an, bn] ⊃
· · · such that the root is always in the sequence, and are such
that sign(f(ai)) ̸= sign(f(bi)). We will first break down
all possible inclusions from the different acceptance regions.
After that, we will study when the function f converges into
a hidden outlier by looking at all its possible values.

First, let us assume that x ∈ R(EM). The case x /∈
R(EM) will be proven afterward.

Part I (x ∈ R(EM)) : Consider that z ∈ R(M) since
R(M) is closed and x ∈ R(M) by hypothesis. Addition-
ally, ∄z′′ ∈ ∂R(M) in C(x, z) as z is the only boundary
point in C(x, z) ⊂ C(x, y) by hypothesis. Then, we have
that C(x, z) ⊂ R(M) by Lemma 1. Now, we have two pos-
sibilities:

1. z ∈ R(EM) : As z hast to be an interior point by hypoth-
esis, C(x, z) is completely contained in R(M)∩R(EM).
Assuming that:

a. y ∈ R(EM): Assume that there are no z′ ∈ ∂R(EM)
in C(z, y). Therefore by Lemma 1, we have that ∀c ∈
C(x, y), C(c, y) ⊂ R(EM), as long as c ̸= z.

b. y /∈ R(EM): As z ∈ R(EM) and y /∈ R(EM),
by Lemma 1 we can find z′ ∈ ∂R(EM). Addition-
ally, by hypothesis, z′ /∈ ∂R(M), and both z and
z′ are the unique boundary points in C(x, y). That
also means that they are the only boundary points
in C(z, z′). Now, as there are no boundary points in
C(z, z′), we have that ∀c ∈ C(z, z′), c ̸= z are not
points of R(M) thanks to statement 4 from Lemma 1.
Lastly, is instant by the same argument that C(c, y) ⊂
X \ (R(M∪R(EM).

Then, in case 1.a, C(x, y) = C(x, z) ∪ C(z, y)
and f(C(x, z)) = −1, f(C(z, y)) = 0. For case
1.b, C(x, y) = C(x, z) ∪ C(z, z′) ∪ C(z′, y) and
f(C(x, z)) = −1, f(C(z, z′)−) = 0, f(C(z′, y)−) =
1.

2. z /∈ R(EM): As z /∈ R(EM) and x ∈ R(EM), by
Lemma 1 and hypothesis, there exists, and is unique in
C(x, y), a point z′ ∈ ∂R(EM) in C(x, z).
a. y ∈ R(EM): This cannot occur since it leads to a con-

tradiction by using Lemma 1 and obtaining a different
z′′ in the boundary of R(EM).

b. y /∈ R(EM): By the statement 4 from Lemma 1 we
have that C(z, y) ⊂ X \ R(EM). Additionally, using
the same argument as in 1.b, C(c, y) ⊂ X \R(M) for
all c ∈ C(z, y) such that c ̸= z. By utilizing statement
3 again with the same argument as in 1.b, but changing
z ∈ ∂R(M) to z′ ∈ ∂R(EM), get that C(x, z′) ⊂
R(M) ∩R(EM).

Thus, we have that for case 2.b f(C(x, z′)) = −1,
f(C(z′, z)−) = 0, f(C(z, y)−) = 1.

Part II (x /∈ R(EM)) : By Lemma 1 and hypothesis,
C(x, z) ⊂ R(M). Consider again:

1. z ∈ R(EM): By Lemma1, there exists z′ ∈ ∂R(EM) in
the convex combination between x and z. As there are
no more boundary points left, we have that C(x, z′)+ ⊂
R(M)\R(M) and C(z′, z) ⊂ R(M)∩R(EM). Again,
let us divide the hypothesis space into two cases:
a. y ∈ R(EM): By pretty similar arguments as in I.1.b

and before, C(z, y)− ⊂ R(EM) \R(M).
b. y ∈ R(EM): As in 2.b, this case is impossible, other-

wise it will lead to a contradiction of the hypothesis,
just like in I.2.b.

In this case, we will have for 1.a that f(C(x, z′)+ =
0, f(C(z′, z) = −1, f(C(z, y)) = 0.

2. z /∈ R(EM)

a. y ∈ R(EM) : There has to exist z′ ∈ ∂R(EM) in
C(z, y) by the statement 3 of Lemma 1. Then, as there
are no more boundary points, we can use statement 4
to obtain that C(x, z) ⊂ R(M)\R(EM), C(z, z′)+− ⊂
X \ (R(M)∪R(EM)), and that C(z′, y) ⊂ R(EM) \
R(M).



b. y /∈ R(EM): Lastly, let us assume that ∄z′ ∈ C(x, y)
such that z′ ∈ ∂R(EM), as we did in I.1.a. Then,
C(z, y) ⊂ X \ (R(EM) ∪R(M)).

Therefore, for 2.a: f(C(x, z)) = 0, f(C(z, z′)−) =
1, f(C(z′, y)) = 0. And, finally, for 2.b: f(C(x, z)) =
0, f(C(z, y)) = 1.

That way, in cases I.1.b, I.2.b, II.1.a, and II.2.a, it is fairly
obvious how to construct a sequence such that we can en-
capsulate all roots. For cases I.1.b and I.2.b it suffices with
selecting the hole interval. For cases II.1.b and II.2.a it suf-
fices to restrict the function f to the convex combination of
a point c ∈ C(z, z′) and x. For cases I.1.a and II.2.b, if one
assumes that there exists another boundary point z′∂R(EM)
also in C(z, y) it can be proven similarly as for cases I.1.a
and II.2.b. In both cases z′ is the only point from R(EM) in
the convex combination, otherwise by Lemma 1 we could
get another boundary point and get to a contradiction. Then
it suffices to take again a point c ∈ C(z, z′)+ and restrict
the f to the convex combination of x and c, as before. Uti-
lizing this idea of segmenting the intervals by a closer outlier
ofM could be extended to tackle the case where there are
more than one z and z′.

This proves the convergence of the bisection method.
However, consider that length([an, bn]) −→ 0 with the bi-
section method. Consider as well that for every h root of f
there exists a neighborhood N(h) of length greater than 0.
Then, N(h) is not the supremum of the sequence [an, bn],
and therefore, the bisection method will converge in finite
time into any point h′ from N(h). I.e., it will find hidden
outliers in finite time.

Proposition 4. Let nsubs be the number of selected sub-
spaces for the ensemble. The worst-case complexity of BI-
SECT isO

(
log( L

ncuts
) · (nsubs + ncuts) · ℵ

)
where ℵ is the in-

ference complexity of the adversaryM(·).

Proof. Consider that we obtained a L sufficiently large as
stated in the steps for BISECT. Then, complexity can be triv-
ially bounded by O (niter · (nsubs + ncuts) · ℵ), with niter be-
ing the number of iterations for the bisection method. As the
bisection method is also bounded by O (log(L′)) being L′

the length of the interval (in our case L′ = L
ncuts

), we have
that:

O (log(L′) · (nsubs + ncuts) · ℵ) ≤ O (niter · (nsubs + ncuts) · ℵ) .

Let us derive the bounding for the bisection method for
completion. Assume that we want to converge to the right
side of the interval w.l.g, as the total length traveled inside
the interval will be equivalent. Consider,

nI∑
i=1

xi − xi−1

2
= L′ − Err,

where nI is a finite number of iterations, and Err the error
of the algorithm. Then, as we want to convert to the right
side, L′:

nI∑
i=1

L′

2i
= L′ − Err.

Dataset ε = 0.1 εopt
Stamps 0.942* 0.853
Annthyroid 0.944* 0.793
Cardio... 0.812 0.815
Parkinson 0.777 0.867*
Ionosphere 0.535 0.969*
WPBC 0.591 0.644
SpamBase 0.848 0.864

Table 6: Median AUC for HIDDEN with ε = 0.1 and optimal
ε in time, in Supervised Outlier Detection.

Dataset ε = 0.1 εopt
Stamps 0.898* 0.699
Annthyroid 0.990* 0.944
Cardio... 0.838 0.815
Parkinson ot ot
Ionosphere 0.735 0.97*
WPBC 0.566 0.644
SpamBase 0.738 0.864*

Table 7: Median AUC for HIDDEN with ε = 0.1 and optimal
ε in time, in One-class Classification.

We can rewrite our series as a finite geometric series by
1
2

∑nI

i=0
L′

2i =
∑nI

i=1
L′

2i . Then, by considering its sum:

1

2

(
1− 1

2nI+1

1− 1
2

)
= L′ − Err. (5)

By (5), and after doing some algebra,

Err =
L′

2nI+1
,

which leads to the desired bounding. Additionally, one could
obtain the number of iterations to converge with an error for
a desired interval length with (5).

B Experimental Appendix
In this Appendix, we include the experimental results sup-
porting the selection of ε. In Table 8 we collected the time
for generating 100 hidden outliers on each task-specific
training set. We selected the ε with the smaller maximum
execution time between a small, medium, and large value of
epsilon (0.1, 0.5 and 0.75, respectively) in this case it was
ε = 0.1. Additionally, we also performed each experiment
with the corresponding fastest epsilon between the tested.
Results were gathered in Table 6 for Supervised Outlier
Detection and in Table 7 for One-class Classification. We
bolded those results with higher median AUC in each row.
We marked with an asterisk those that were significantly dif-
ferent by the Wilcoxon-signed rank test, as in Section 4. As
we can see from both tables, there are no significant differ-
ences between both values. Sometimes εopt degrades the per-
formance of the classifier and sometimes increases it com-
pared to the smaller value of ε.



Datasets One-class classification Supervised outlier detection
.1 .5 .75 .1 .5 .75

Wilt 4.28 10.80 26.89 3.978 10.646 24.776
Pima 0.852 1.512 4.214 0.596 1.039 2.539
Stamps 8.285 5.428 12.719 13.18 5.641 10.018
PageBlocks - - - 4.731 131.461 216.037
Heart Disease 1.151 1.195 1.529 1.1 1.1 1.267
Annthyroid 5.698 4.217 4.577 4.837 4.226 2.267
Cardiotocography 20.661 3.847 3.705 15.638 4.588 4.559
Parkinson 76.473 20.685 27.01 - - -
Ionosphere 38.38 8.524 7.793 53.485 9.82 8.784
WPBC 95.828 7.264 25.046 90.687 7.609 21.963
SpamBase 14.444 12.406 11.004 12.606 13.127 11.878
Arrhytmia 10.277 23.696 15.58 11.819 38.832 25.815

Table 8: Time to generate 100 hidden outliers for each dataset using the training set for each use case.


