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Abstract. This perspective piece calls for the study of the new field
of Intersymbolic AI, by which we mean the combination of symbolic AI,
whose building blocks have inherent significance/meaning, with subsym-
bolic AI, whose entirety creates significance/effect despite the fact that
individual building blocks escape meaning. Canonical kinds of symbolic
AI are logic, games and planning. Canonical kinds of subsymbolic AI
are (un)supervised machine and reinforcement learning. Intersymbolic
AI interlinks the worlds of symbolic AI with its compositional symbolic
significance and meaning and of subsymbolic AI with its summative sig-
nificance or effect to enable culminations of insights from both worlds
by going between and across symbolic AI insights with subsymbolic AI
techniques that are being helped by symbolic AI principles. For example,
Intersymbolic AI may start with symbolic AI to understand a dynamic
system, continue with subsymbolic AI to learn its control, and end with
symbolic AI to safely use the outcome of the learned subsymbolic AI con-
troller in the dynamic system. The way Intersymbolic AI combines both
symbolic and subsymbolic AI to increase the effectiveness of AI compared
to either kind of AI alone is likened to the way that the combination of
both conscious and subconscious thought increases the effectiveness of
human thought compared to either kind of thought alone. Some success-
ful contributions to the Intersymbolic AI paradigm are surveyed here but
many more are considered possible by advancing Intersymbolic AI.
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1 Introduction

Artificial Intelligence (AI) has received both waves of significant attention and
of significant success [89]. AI comes in two flavors: symbolic and subsymbolic AI.
Symbolic AI [66] is ultimately rooted in symbolic techniques whose individual
building blocks carry meaning and are, thus, interpretable (at least in princi-
ple although not necessarily at the full required scale) and where individual
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building blocks are typically (de)composed to obtain a whole. Subsymbolic AI is
ultimately rooted in numerical techniques where the individual building blocks
do not carry direct meaning (beyond the role they happen to play in the context
of the computation) and where the result is given indirectly, e.g., by an itera-
tive optimization procedure fed from training data or experience. Both flavors
of AI have remarkably different and sometimes quite complementary strengths
and weaknesses. Their combination in what we call Intersymbolic AI, thus, has
the potential to add the strengths of symbolic AI and of subsymbolic AI while
canceling out the weaknesses of symbolic AI and of subsymbolic AI, respectively.

The difference is in significance. Symbolic AI studies AI whose building blocks
and operating principles carry meaning, which makes them compositionally sig-
nificant in a semiotic sense [18]. Subsymbolic AI studies AI whose building blocks
do not carry individual clear meaning and yet whose overall outcome carries
(phenomenologically) pragmatic significance or effect. Intersymbolic AI inter-
links symbolic AI and subsymbolic AI such that some building blocks and oper-
ating principles carry meaning, while others do not, in ways to achieve overall
outcomes of increased significance. Just hoping that the respective advantages
of symbolic and subsymbolic AI are additive while their respective weaknesses
naturally cancel each other out is, of course, näıve. But careful combinations of
symbolic and subsymbolic AI fulfill this promise of the best of both worlds.

One analogy why Intersymbolic AI combinations of symbolic AI and sub-
symbolic AI can be more effective than either part alone is similar to how com-
binations of conscious and subconscious thought can increase the effectiveness
of human thought. Just like symbolic AI, conscious thought seems more sym-
bolic and can be explained better compared to subconscious thought that seems
harder to give direct meaning to or explain, even if this is elusive to know [81].
Humans combine both thought processes effectively, which is why such combi-
nations were proposed as analogies for cognitive architectures [98].

Canonical examples of symbolic AI include logic [64,65], planning [30], and
game play [42,63]. Canonical examples of subsymbolic AI include neural net-
works [89] and reinforcement learning [99]. Probabilistic reasoning is a canonical
example but either falls on the symbolic AI side of Bayesian inference in Bayesian
networks [72,89] or falls on the subsymbolic AI side of Bayesian statistics and
Markov chain Monte Carlo [54]. Due to the fundamentally different character-
istics, advantages, and disadvantages of many forms of symbolic AI compared
to many forms of subsymbolic AI, the combination of symbolic AI and subsym-
bolic AI in intersymbolic AI has much to gain if exercised with suitable care.
The weights at individual neurons in a neural network are hard to interpret,
while each operator in a logical formula is easily interpreted. Conversely, neu-
ral networks have a simple and powerful mechanism for learning how they best
reproduce training data [89] while logical formulas are harder to learn [4] and it
is, sadly, challenging to integrate logical knowledge into neural networks [102].

Successful combinations contributing to Intersymbolic AI include a range:

1. combining reinforcement learning with hybrid systems theorem proving and
proof-based synthesis to enable Safe AI in CPS [24–26,78],
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2. combining symbolic proof, first integrals and Darboux polynomials with
eigensystems, sum-of-squares programming and linear programming for
invariant generation of differential equations [96],

3. combining AlphaZero for reinforcement learning on deep neural networks with
theorem proving and nondeterministic programming for loop invariant syn-
thesis [49],

4. combining neural network path tracking and model-predictive control with
hybrid systems theorem proving for safe waypoint following vehicles [52],

5. combining arithmetic simplification heuristics and refinement approximations
with hybrid systems verification and game theory for control envelope syn-
thesis [44],

6. combining neural network verification with complete arithmetic linearization
techniques and hybrid systems theorem proving for safety verification of Neu-
ral Network Control Systems [100],

7. combining Graph Neural Networks with symbolic proof to help automate
higher-order logic provers [10,69].

While quite different, these uses all share the design principle that symbolic
AI principles are combined with subsymbolic techniques. While the relative pro-
portion of the use of symbolic AI versus subsymbolic AI in these combinations
is different, this range shows the potential of Intersymbolic AI for vastly differ-
ent purposes. Two technical connections arise in many of these Intersymbolic
AI uses, dynamic logic proving ideas [75] arise in combinations 1–6 and ideas
from the shielding technique ModelPlex [60] arise in combinations 1 and 4–6.
But many other combinations contributing to Intersymbolic AI are conceivable
more broadly as well, which is why this perspective piece is meant as a call to
the scientific community to notice the challenge and contribute to its solution.
The record here is slanted by the author’s prior specific experience with mani-
festations of Intersymbolic AI, but the general phenomenon of Intersymbolic AI
is by no means meant to be understood exclusive to the existing combinations.

This paper is not the first calling for distinctions and combinations of dif-
ferent kinds of AI (good old fashioned AI [41], neuro-symbolic AI and related
notions [12,28,46], considering such combinations the most important AI chal-
lenges [6]) and it certainly will not be the last.1 The author’s hope is to contribute
to the state of understanding by better identifying the logical root cause for the
divide between symbolic versus subsymbolic AI, calling for a pervasive and sig-
nificantly more broadly interpreted combination in the form of Intersymbolic AI,
and inspiring by showcasing a wide range of successful novel styles of achieving
Intersymbolic AI with entirely different flavors of combinations.

The plan for this perspective piece is to characterize typical symbolic AI in
Sect. 2, subsymbolic AI in Sect. 3, then contrast and compare their strengths
leading to the call for intersymbolic AI in Sect. 4. This paper will then make a
1 The difference between symbolic AI versus subsymbolic AI has also sometimes been

sought in the contrast of traditional versus nontraditional AI, or in rule-based versus
learning-based AI, or in good old fashioned AI [41] versus neural networks. Symbolic
AI versus subsymbolic AI better characterizes the essential source of the difference.
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short foray into one particularly compelling application area for mixing inter-
symbolic AI in cyber-physical systems in Sect. 5, and give a short overview of
successful intersymbolic AI uses in Sect. 6 to demonstrate its wide range before
concluding in Sect. 7.

2 Symbolic AI

Symbolic AI was pioneered already in its purest form of AI by deductive proof
in the first AI tools, the Logic Theory Machine and General Problem Solver,
in the 1950 s by Allen Newell and Herbert Simon [64,65] based on traditional
logic [23,31,33]. Even the origin of logic such as in Aristotle’s syllogisms, Frege’s
Begriffsschrift [23], and Gentzen’s natural deduction [31,82] were already meant
to rigorously capture the human process of argumentative thought and reason-
ing. Since every symbol and operator in logic carries intrinsic meaning, and since
deductive proof preserves meaning, this pure style of symbolic AI has the clearest
significance (in the semiotic sense [18,97] that its parts and outcomes are mean-
ingful), the clearest interpretations (originating from the compositions of the
meanings of the individual symbols and deductive proof rules), and the clearest
explanations (the justification in the form of the resulting deductive proof).

Logical inferences such as the reasoning captured in the logical formula

(rain → wet) ∧ ¬wet → ¬rain (1)

can be justified by deductive proof and carry clear meaning independent from
the question what exactly one means with raining and what exactly one means
by a wet road. The inference stands and can be justified just from the logical
structure of the formula (1) and the meaning of its logical connectives ∧,¬,→.
In an application, formula (1) can be read to say that if an AI assumes that
the road is wet when it is raining, but the AI observes that the road is not wet,
then the AI concludes that it cannot be raining. This is an undeniably correct
inference. Of course, the observation from a visual image that the road is, indeed,
not wet is an entirely different matter, and better handled using subsymbolic AI
in the form of neural networks for image classification. The main mode of using
logic is by deductive proof [9,22,74,88] or satisfiability modulo theory solving
[67], but some uses include symbolic learning [4,17].

Symbolic AI by planning [21,30] and game play [63] are also such that the
individual actions in a plan or game have clear symbolic and meaningful char-
acter, where it is clear what these building blocks mean and what the effect of
taking those actions is. Even in games where the actual outcome of an action
partially depends on chance, the game itself is still described in a meaningful
way, which is ultimately the prerequisite to solving it strategically [62], because
it is hard to play a game strategically that one does not understand. Likewise,
planning requires a clear understanding of the meaning and effect of actions,
otherwise a plan would reduce to mere guesswork, which is the exact opposite of
a rational plan. This principle continues to apply in the significantly more chal-
lenging field of planning under uncertainty [30], which, despite the uncertainty,
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still necessitates a clear understanding of the meaning of each action, as well as
of the remaining uncertainty about its outcome and/or the interference by the
environment. Several different approaches have been introduced for representing
knowledge about actions for planning, including situation calculus [84,85], fluent
calculus [101], event calculus [93], see [61] for a survey.

Fig. 1. A move of the white king at e1 to d2 in a chess play

It takes sufficient symbolic understanding of the rules of chess to find that the
move of the white king from field e1 to d2 in Fig. 1, for example, is a legal move.
Without an understanding of the game at least in the form of which moves are
legal when, and what the objective of the game is in the first place, no strategic
game play beyond random trial and error is possible. Symbolic game knowledge
includes the fact that kings can move one field to any of the up to 8 adjacent fields
not occupied by pieces of the same player and that the objective is to capture
the opponent’s king without losing your own. After a computer program won
checkers, which much later led to solving the game of checkers with perfect game
plays [90], Deep Blue was the first computer to defeat the human world chess
champion [42]. It worked by incredibly efficient heuristic search [71] in games
enabling the exploration possibilities many moves into the future despite the
resulting combinatorial explosion.

Despite an initial excitement about logic and game search based symbolic
AI and additional waves of symbolic AI such as in so-called expert systems [20]
and AI planning [32], purely symbolic AI also has its shortcomings that were
initially underestimated considerably. It is, retroactively somewhat unsurpris-
ingly, exceedingly difficult to exhaustively formalize all required facts about the
world to enable general common-sense reasoning. And, yet, symbolic AI has
achieved impressive feats that go beyond solving chess [71], and use logic to
prove new theorems in Boolean algebra [57], verify hardware and software [15],
solve extraordinarily large SAT instances [11], find bugs and prove fixes in the
Java collections library [38], or prove safety and find bugs in the FAA’s Next-
generation Airborne Collision Avoidance System ACAS X [43], formalize the
proof of the Four Color Theorem [35], the prime number theorem [7], and the
Feit-Thompson theorem on the solvability of finite groups of odd order [36], or
prove the 400 year old Kepler conjecture on sphere packing [39].
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3 Subsymbolic AI

The most canonical example of subsymbolic AI is that of a neural network
(NN) [89], including Convolutional Neural Networks (CNNs) [50], for machine
learning [58]. In its basic form, a (feed-forward) NN is a way of representing a
real vectorial function via a fixed finite sequence of layers

x(n+1) = f (n)
(
A(n)x(n) + b(n)

)
(2)

of real vectors x(n) with fixed nonlinear activation functions f (n) : R → R

and matrices A(n) of real-valued weights and vectors b(n) of real-valued offsets
(of compatible dimensions) describing the linear transformation A(n)x(n) + b(n).
Learning or training an NN consists of backpropagation via the partial deriva-
tives of (2) to optimize A(n) and b(n) so that they better fit to a given training
set of expected input/output data (starting from the final output at the last n).
Even if the data propagation (2) as well as its backward propagation for train-
ing have easily comprehensible computations, the individual weights as well as
the entirety of a NN is nearly impossible to give a clear meaning to, especially
given the size of deep neural networks as in Large Language Models [104] which
presently already have up to a trillion weights. NNs are particularly successful
for supervised learning where an expected input/output function is being learned
based on a significant amount of training data.

If a sufficiently large number of given training images are labeled raining
or not raining, then NN training leads to NNs that can classify other images
effectively provided the original training data was representative for the real
situations. Of course, if all training images with rain were taken at night while
all training images without rain were taken during daytime, then the NN might
classify all training data correctly even if it accidentally learned the concept
of nighttime instead of rain and, thus, generalizes poorly. This is the difficult
phenomenon of a distribution shift that fools learning when the distribution of
examples during learning is not representative of the distribution experienced in
reality. Splitting off a small validation data set from the training data, which is
usually done to avoid overfitting that merely memorizes the available data with-
out generalization capabilities, does not help alleviate those concerns, because
the validation data is chosen from the same distribution as the training data.

Reinforcement learning (RL) [99] is another canonical example of subsym-
bolic AI bridging ideas of machine learning with game theory to learn how to act
in a game scenario from experience. The basic idea is to repeatedly act accord-
ing to some fixed policy, observe the outcome, and increase the probability with
which the policy takes that action in the previous state if the actual outcome is
favorable, otherwise decrease it. For actions that directly reach a terminal state
in which the assigned outcome can be read off, this is easy to tell. For actions
that do not reach a terminal state, their future outcome is uncertain so that an
estimate of the expected payoff based on the present experience reflected in the
present policy is used instead. In its basic form, it suffices to give RL agents
an experiential black box access to the system they are trying to learn how to
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control, without the need for a symbolic understanding of its pieces and their
meanings. RL is very flexible for a range of different problems but is also not
particularly sample-efficient. That is, it takes a very large number of experiments
for RL to actually learn.

To understand why RL is sample-inefficient, imagine having to learn chess
strategies by repeatedly taking random actions on a chess board and observing
whether you’ve won or lost in the end. It is not at all easy to trace this ultimate
fate back to the impact of the individual move decisions along the way (such
as the one in Fig. 1) and takes an absurdly large number of practice plays to
learn meaningful generalizable strategies this way. And yet, this is what the
AlphaZero algorithm ultimately achieved for games including chess and Go using
a massive number of practice rounds by combining Monte Carlo Tree Search
(MCTS) and subsymbolic AI of DNNs [94,95]. AlphaZero is already combining
symbolic and subsymbolic AI principles even if its pieces are still further away
from the compositional and interpretable aspects of canonical symbolic AI.

The blackbox access of RL to the system is simultaneously its blessing and
its curse. The advantage is precisely that not much is needed to use RL. The
downside is that not much is known about the resulting policy. For principle rea-
sons, at most statistical guarantees can be provided for every blackbox numerical
access even to fairly tame continuous systems [79]. For finite state systems with
finite actions, guarantees can still be given in the limit if the (initial) policy never
considers any actions entirely impossible [99]. The reason for the latter require-
ment is exactly that the only good action could otherwise have been considered
impossible initially and would, thus, almost surely never even have been tried.

The performance demonstrated by subsymbolic AI techniques is impressive,
but they are subsymbolic since one would be hard-pressed to give the meaning
and justification for one individual weight picked arbitrarily in the middle of an
underlying NN like (2), for example. This, after all, is not their working principle.
Rather, the overall outputs of an NN and the decisions of an RL agent are a direct
function of the examples and experiences they have seen during training. More
to the point, it is exceedingly difficult to know whether the particular answer
generated by subsymbolic AI is the right one [3,48]. The working principle of
subsymbolic AI, after all, is not one of a composition of lots of little parts with
clear meaning as is the case in symbolic AI such as logic.

4 Intersymbolic AI

Both symbolic AI and subsymbolic AI are useful and have been demonstrated
to solve impressive challenges, even if both also have limitations. In a nutshell,
exemplified for emphasis in the case of its purest form of logic, symbolic AI :

1. has high accuracy and precision: logical inferences follow sound proof rules
that only ever draw correct conclusions from correct premises. While a proof
search does not have to succeed reliably if the proof search procedure is not
deterministic, the proof always justifies correct consequences of the premises.
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2. is self-explanatory: logical symbols carry clear meaning that, by the logical
principle of compositionality, give meaning to any combination of them. More-
over, a proof of a logical formula gives syntactic meaning to and explains the
formula in a way that can be syntactically introspected (which is particularly
apparent in constructive logic [34,55]).

3. depends on manual effort to formalize: one of the biggest strengths of logic
is also its biggest weakness, the fact that logic is ontologically neutral. The
rules of logic do not depend on whatever the specific application is. Having
said that, application-specific conclusions then depend on formalizing the
underlying principles as formulas in the logic that can be used as premises
to draw interesting conclusions from. Knowledge representation is the area of
symbolic AI devoted to this nontrivial challenge [13,61,97].

4. is better at correct reasoning than at common-sense reasoning: it is precisely
logic’s insistence on correctness that holds it back in common-sense reasoning.
In fact, symbolic AI would be perfect at common-sense reasoning, but only
after the nearly infeasible challenge of formalizing all relevant parts of the
world to obtain the required common-sense knowledge. And even if that were
possible, fast symbolic reasoning is difficult to achieve in huge knowledge bases
without useful structures [8]. Besides, a typical common-sense conclusion of
the fact that Tweety is a bird is that Tweety flies. Except that this is, of
course, an incorrect conclusion even if Tweety is a bird, in case Tweety is a
penguin. Except that this is also wrong in case Tweety the penguin found
a jet pack. Nonomonotonic logics partially alleviate this curse but also lack
some of the strengths of classical logics [14,19,29,53].

5. is challenging at scale: while incredibly big and complicated proofs have been
conducted in logic and logic-based reasoning [11,15,35,36,39,43], proof search
is, nevertheless, challenging for complicated questions. The fact that logic
is symbolic so that all of its parts carry meaning and that logic naturally
supports explanations makes sure that humans can help in interactive proof
[35,36,39,43]. But this is both a blessing and a curse, because, for sufficiently
challenging problems, the ability of humans to help also comes with the need
for humans to help. Proving the Kepler conjecture without human help is not
realistic. But a proof of the Kepler conjecture was possible with the combined
help of automatic symbolic logic and manual human effort [39].

Subsymbolic AI has mostly complementary strengths and weaknesses. In a nut-
shell, exemplified for emphasis in the case of neural networks, subsymbolic AI :

1. works without explicit manual programming: even if a lot of art, cleverness,
and manual effort is in the design of a neural network architecture its input
features and in the suitable selection of training data as well as the hyper
parameter tuning, the actual training runs are fully automatic and conve-
niently implemented on highly efficient libraries with GPU bindings such as
TensorFlow [1] and PyTorch [70].

2. scales computationally: the individual operations of a learning algorithm par-
allelize well and the outcome (approximately) fits the given data better the
more computation time is spent learning from the available data according to
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experimental learning rate curves that are approximately linear in the data
[45]. This is in contrast to symbolic AI, where spending more compute time
does not make a proof search succeed any better if it used the entirely wrong
proof strategy to begin with. Parallel computation still helps find proofs if
different proof strategies are used in clever ways or proofs are parallelized
across separate subgoals [40,83,86,91,105]. But, except for very few special
fragments, logical proof search techniques are at least exponential or NP-hard
or even undecidable [5,16,87,103].

3. depends on absurd amounts of data: unlike humans with their (sometimes
fallible) generalization bias [73], machine learning techniques need absurd
amounts of training data [104], but then tend to tolerate errors and generalize
well if the training distribution meets the real-life distribution.

4. is difficult to get correct: the other side of the coin that subsymbolic AI
does not need explicit programming since its behavior is defined implicitly
from data is that it does not support explicit programming so its behavior is
merely implicit and not explicitly clear either. That is why there are numerous
challenges to making AI safe [3,24,47,48]. The unpredictability is particularly
challenging in generative AI, such as represented by Generative Adversarial
Networks (GAN) [37] and Large Language Models (LLMs) [27].

5. is hard to explain: as made prominent with the area of eXplainable AI (XAI),
subsymbolic AI techniques are famously at odds with explanations and even
XAI’s explanation mechanisms in image classification are easily fooled [68].

This complementary distribution of strengths and weaknesses calls for a syn-
ergy of symbolic AI with subsymbolic AI called Intersymbolic AI.

Intersymbolic AI interlinks symbolic AI and subsymbolic AI such that some
of its building blocks carry semantic significance while others remain subsymbolic
creating effectful significance only in the composition, not in the parts. While
not all parts of intersymbolic AI are meaningful, its symbolic parts are and can
carry and preserve a clear semantics within those parts, rendering itself to natural
explanations. While not all parts of intersymbolic AI are held to the principles of
careful compositional semantical design, its subsymbolic parts can benefit from
indirect characterizations of optimization such as end-to-end expectations in
machine learning. While not all parts of intersymbolic AI have equally justifiable
outcomes, its symbolic parts provide clear correctness arguments. While not
all parts of intersymbolic AI need explicit characterizations of common-sense
reasoning aspects, its subsymbolic parts can generalize (within distribution) from
the knowledge that is so hard to capture explicitly except in experience. While
not all parts of intersymbolic AI are explainable, its symbolic parts provide
natural mechanisms for explainability stemming from the symbolic semantics.

Intersymbolic AI supports the mode of operation where some of its parts
obey the symbolic principles of compositional semantic meaning and obtain the
resulting trust, while other parts remain opaque and sidestep the challenging
questions of interpretability and trust by remaining subsymbolic. Intersymbolic
AI does not have to choose one of the above two extremes but can go in between,
enabling combinations of techniques with complementary strengths. By clever
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strategic choices which parts of intersymbolic AI best operate symbolically and
which parts best operate subsymbolically, the respective intrinsic advantages of
both arise naturally in the respective intersymbolic AI parts. Canonical inter-
symbolic AI features symbolic AI in parts where a clear compositional meaning
can be obtained or in which correct outcomes are crucial, and features sub-
symbolic AI in parts where crystal clear definitions of expected behavior are
challenging or in which explicit solutions are difficult or impractical to obtain
and implicit optimization outcomes are better. Other combinations of symbolic
and subsymbolic AI are perfectly conceivable for intersymbolic AI, however.

5 A Case for Intersymbolic AI in Cyber-Physical Systems

One area with a particularly obvious need for mixing symbolic AI and sub-
symbolic AI to form Intersymbolic AI is that of Autonomous Cyber-Physical
Systems. Cyber-Physical Systems (CPS) combine cyber capabilities such as com-
putation with physical capabilities such as the motion of a car or robot or the
flight of an aircraft [2,51,56,59,74,77]. The fact that CPS are safety-critical is
the reason behind the well-deserved attention of symbolic AI generalizations to
cover CPS correctness [2,59,74,77].

In a pursuit to enable more autonomy, i.e., the self-propelled operation of
CPS without external influence or extensive supervision by humans, Autonomous
CPSs see an increased use of subsymbolic AI, such as machine learning with
neural networks, because that increases the flexibility and lessens the need for
explicit manual programming. But the challenge is that this use of subsymbolic
AI in Autonomous CPS significantly complicates safety, exactly because the
CPS is no longer programmed explicitly but is partially optimized or learned
from data. Of course, autonomy can also be achieved through careful design
in sufficiently narrow domains, but the use of learning techniques precisely has
the appeal that not all situations need to be considered explicitly, because of
the generalization capabilities of learning techniques. Despite a lot of progress
in specific domains, it has proven exceedingly difficult to write programs for
image recognition without the use of learning from training data, for instance.
As the development of the CPS moves from being based on intent (in the form
of a manually written program) to experience (in the form of training data), it
gets increasingly difficult, however, to then justify why the resulting autonomous
CPS is safe to use.

More generally, while AI-based autonomy is, in some contexts, the only plau-
sible route toward achieving system operability, the resulting lack of predictabil-
ity is more detrimental to required safety guarantees, e.g., in self-driving cars,
autonomous delivery drones, or mobile robots. Limits in communication, situa-
tional awareness, and scale require autonomous operation for a sufficient dura-
tion until a human driver, pilot, or operator can step in safely. AI helps adapt
to situations flexibly without requiring explicit programming for all situations.
The ironic Catch-22 is that purely data-driven subsymbolic AI technologies fun-
damentally lack the guarantees and predictions required for the safe operation
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of a CPS. This is where a solid logical foundation for Safe AI in CPS [24,78,100]
develops intersymbolic AI combining symbolic and subsymbolic AI aspects to
get the best of both worlds: compelling predictions that symbolic AI proof tech-
niques provide alongside compelling flexibility that subsymbolic AI provides.

While it is fairly obvious that a supervisor could interfere with an AI or
learning agent whenever those go astray, its crucial requirement for CPSs is that
a safety analysis has to identify what exact interference is needed and when in
order to guarantee a safe operation of the AI in the CPS going forward. It is also
important that all interference minimizes its impact on the AI’s learning capa-
bilities. Otherwise, for instance, an excessive safety net might lead to a trivial
learning outcome. A reinforcement learning agent for a car sandboxed in a safe
operating regime might merely learn to always accelerate at full speed, because
its safety net will handle the rest to brake on time before impact. Safe AI for CPS
[24] can exploit the provably correct model monitoring and shielding technique
ModelPlex [60] to identify when and how to interfere with an AI’s decision in
order to keep the CPS safe [25]. This approach even works for (limited) uncer-
tainty about the physical model [26]. The resulting guarantees of Safe AI for
CPS could also help overcome the explainability crisis that hinders the safe use
of AI in railway applications [92].

6 Some Successful Intersymbolic AI Combinations

While the idea of intersymbolic AI combining symbolic AI with subsymbolic
AI is general, some successful combinations may help illustrate the generality
and flexibility of intersymbolic AI. Even if the respective intersymbolic AI fea-
tures are remarkably different, the approaches are still discussed in groups to
better tease out how similarities in goals may nevertheless manifest in remark-
ably different ways of forming intersymbolic AI out of different symbolic AI
and subsymbolic AI combinations. Intersymbolic AI is intentionally meant to be
understood broadly and not limited solely to continuations of the following list
of intersymbolic AI successes.

Safe AI in CPS. As explained in Sect. 5, there is a clear and nontrivial need to
make the use of AI safe in cyber-physical systems safe. Safe AI in CPS [24,78]
has been made possible for the case of reinforcement learning with Justified
Speculative Control [25,26] as well as for neural network control systems with
VerSAILLE [100]. In both cases, the symbolic AI technique of hybrid systems
theorem proving for safe CPS [74,77] has been combined with the subsymbolic
AI of reinforcement learning for learning from active experimentation [99] or
neural networks for learning from experimental data [89], respectively, which
are interlinked with the symbolic AI technique of shielding via ModelPlex to
overcome action discrepancies between known safe and possibly unsafe outcomes
[60]. Besides working for reinforcement learning in CPS and neural network
control systems, respectively, the difference is that safety combines offline and
online analysis elements [25,26] or is entirely conducted offline before launch of
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the system [100]. The neural network control systems verification technique also
uses additional AI techniques of complete arithmetic linearization techniques
[100] to scale symbolic AI arithmetic verification to the scale of subsymbolic AI
neural networks for control. Intersymbolic AI in the form of combinations of the
subsymbolic AI techniques of neural network path tracking and model-predictive
control with symbolic AI hybrid systems theorem proving has also been used for
safe waypoint following vehicles [52] using some of the Safe AI for CPS ideas.

Automatic Symbolic AI for CPS Proofs. Two very different intersymbolic AI
approaches both support totally different ends of the spectrum of making sym-
bolic AI for CPS proof search automatic [74] One concerns Pegasus, the auto-
matic invariant generator for differential equations [96]. The other concerns
CESAR, the automatic control envelope synthesizer for hybrid systems [44].
Pegasus automates the inner loop of the sophisticated mathematical task of
generating invariants for differential equations, with which differential equations
verification becomes decidable [80]. CESAR automates the creative control task
of finding maximally flexible hybrid systems control constraints that make the
hybrid system with its controllers and differential equations safe to begin with.

Even more different than the part of the safety verification task where they
are used are the symbolic AI and subsymbolic AI techniques that are combined
to make them happen. Both Pegasus and CESAR share the use of symbolic
AI ideas from logic for hybrid systems with differential equations [74,77]. But
Pegasus also uses the symbolic concepts of first integrals of differential equa-
tions, which represent conserved quantities, and Darboux polynomials whose
Lie derivatives are polynomial multiples of themselves. CESAR, instead, uses
the symbolic AI concepts of hybrid systems game theory to characterize opti-
mal solutions [76,77]. Pegasus uses subsymbolic principles of eigensystems for
linear differential equations with numerical sum-of-squares programming or lin-
ear programming to find parameter choices for nonlinear differential equation
invariants, while CESAR uses systematic underapproximation refinements and
arithmetic simplification heuristics.

Learning to Learn and Teach Theorems. Proving theorems is hard and learning
to prove theorems is not only difficult, but also made impossible by the acutely
limited number of theorems and proofs to learn from, compared to the absurd
data hunger of machine learning techniques. That is why the Looprl prover [49]
circumvents the issue by providing both a student agent that learns how to
prove theorems and a teacher agent that learns how to pose effective theorem
proving challenges that the student agent can learn to prove theorems from. Both
use an AlphaZero agent [95] with Monte-Carlo Tree Search for a symbolic AI
nondeterministic programming language to describe very high level generic proof
search strategies (such as: “find an invariant that proves the postcondition of a
while loop program”) refined by subsymbolic AI deep neural networks trained
via the AlphaZero agent.
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7 Conclusions and Outlook

The most important observation in this perspective piece is the characterization
of the different features of symbolic AI and subsymbolic AI and explanations
where they come from, from the symbolic and subsymbolic nature respectively,
as well as an analysis of their complementary strengths and weaknesses. The
most important contribution is the call to action in this new field that is here
coined intersymbolic AI combining symbolic AI and subsymbolic AI to increase
the effectiveness of AI likened to the way that the combination of conscious and
subconscious thought increases the effectiveness of human thought. In vastly dif-
ferent applications, a wide variety of entirely different combinations of remark-
ably different symbolic AI and remarkably different subsymbolic AI techniques
to form Intersymbolic AI highlight showcases for the power and potential of
Intersymbolic AI. It is this scientific diversity alongside the common underlying
methodological metaprinciple captured in Intersymbolic AI that gives this per-
spective piece the biggest significance. Future work abounds in the hope that an
equally wide range of scientists notice the even wider potential of the use and
advances of intersymbolic AI.
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