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Abstract: To mitigate security risks of Internet voting, techniques for verifiability have been developed,
allowing the voters to verify that their cast vote has not been manipulated. One such technique is the
use of tracking codes, which does not rely on complex cryptographic mechanisms, and therefore is
often assumed to be more intuitive for the voters. However, no systematic evaluation of the usability,
verification efficacy, and perceived trustworthiness of these systems has yet been conducted. Our
contribution evaluates two variants of a tracking code-based system in a user study (𝑁 = 306), testing
both of the variants in the absence of vote manipulations as well as using different simulated tactics
of vote manipulation. We conclude that both of our proposed variants are perceived as easy to use,
transparent, and trustworthy in the absence of vote manipulation. However, we found varying rates of
verification efficacy based on the vote manipulation tactic, manipulation with detection rates ranging
from 0% to 76%. We conclude that using tracking codes can be a viable approach. At the same time,
more awareness of potential manipulations needs to be raised to achieve the required security level,
irrespective of the verification technique in place.
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1 Introduction

The concept of end-to-end verifiability has been introduced to reduce risks of large-scale
vote manipulations in internet voting and has been accepted as the gold standard in designing
secure voting systems. As such, a number of techniques for cast-as-intended, recorded-as-
cast and tallied-as-stored verifiability has been proposed, with cast-as-intended techniques
presenting a particular challenge from the usability point of view. As such, since many of
them rely on complex cryptographic techniques and non-intuitive procedures, this can lead
to voters being unable to properly apply the verification steps [KV18].

One of these cast-as-intended techniques relies on the use of so called tracking codes [Kü16a;
RRI15; RRR21]. During vote casting, a tracking code is either automatically assigned
to voters by the voting system or (fully or partially) self-chosen by the voter is assigned.
The tracking code is then stored next to the voter’s cast vote. At the end of the election,
the cast (plain text) votes are published together with their associated tracking codes, so
that the voter can verify that the vote next to their code is indeed their intended choice.
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Due to the simplicity of the verification procedure, verification using tracking codes has
been previously suggested as a promising way to implement voter verification in a usable
way [Kü16b; Ma22]. It has furthermore been used in real-world elections, in particular, in
the internal party elections of the Christian Democratic Union (CDU) party in Germany
in 2020 to decide whom the party should nominate as chancellor for the next general
parliamentary elections [Be21]. However, no systematic evaluation of these systems and
effectiveness of their verification techniques has been conducted yet. Our contribution in
this work is therefore the answer to the following research questions:

RQ1 How effectively can voters detect various types of simulated manipulations in tracking
code-based systems?

RQ2 How usable and trusted are the tracking code-based systems perceived?

Answering these research questions, we conduct an online study (𝑁 = 306). In particular,
to study RQ1, we simulate three different types of vote manipulations, relying on the
approach from previous research [Vo22a]. Our study reveals that the detection rate of
manipulated votes differs depending on the manipulation tactic chosen by the adversary,
with 76% of voters being able to detect manipulation in the simplest tactic, yet none of
the voters detecting the manipulation with the most complex one. For studying RQ2, we
test both of the systems without presence of manipulations. We use the System Usability
Scale [BKM09] to evaluate the usability of the system and the Trust in Voting Systems
(TVS) [AKO22] questionnaire to evaluate the perceived trust in both systems. We find that
both systems are perceived in a similar way: both achieved high scores in usability and a
moderate-high level of perceived trust.

Overall, our work concludes that the tracking code-based systems are indeed promising in
terms of being easy to use, perceived as transparent and trusted by the voters. However, we
also show that an attacker controlling the voting client can use deceptive voter interface
modifications to prevent voters from detecting vote manipulations, which is contrary to
the goal of achieving verifiability via tracking codes. We therefore conclude that while
using tracking codes for verification can indeed be a promising direction, more research is
required into protection against the manipulation tactics we investigated.

2 Related Work

The usability evaluation of end-to-end verifiable voting systems has been a subject of several
studies. In particular, the ability of voters to detect various types of manipulations during
vote casting is investigated, e.g. in [Ac14; Ka11; Ku20; Ma18; Vo22a]. There are those
manipulations in which only the chosen candidate is altered before sending the encrypted
vote to the server (simple manipulation types) and those in which the user interface of
the voting client is altered in a way that any information related to verification is removed
(deceptive manipulation). In particular, the deceptive manipulation show high efficacy of
such attacks; i.e. only a minority of voters being able to detect such manipulations, see,



e.g. [Ku20; Vo22a]. None of these studies, simulating the deceptive manipulation, however,
studied verification using tracking codes, but studied other types of verification techniques.

Systems relying on tracking code verification have, however, been a subject of empirical
studies not involving deceptive manipulation of user interfaces – while studying manipulation
detection efficacy and/or how the system was perceived, e.g. from usability point of
view: Marky et al. [Ma21] have studied the ability of voters to detect simulated simple
manipulations, with 84% of participants being able to detect that their vote was altered
(while there was no change in the UI). The study furthermore demonstrated high user
satisfaction as measured by System Usability Scale. In addition, in their study, only 44%
of voters expressed trust in the system by answering that they are confident that they can
verify the integrity of their votes. Other user studies focused on Selene [RRI15], a system
that employs a variant of tracking code-based verification that distributes the tracking
codes after the tally [AS20; Di19; Zo21]. Similar to the study by Marky et al [Ma21], the
studies have demonstrated high usability of the evaluated system, yet low levels of perceived
trustworthiness and lack of understanding of the verification process.

Overall, the related work on tracking codes is limited compared to the amount of research
on the other type of verification approaches and the various ways to implement tracking
codes (see Abschnitt 3). In particular, verification efficacy of such systems given an attacker
capable of modifying user interfaces of the voting client has not been studied yet. However,
those that exist show that such an approach can be promising in terms of ease of use.
Therefore, our research contributes in studying two types of tracking codes regarding
perceived usability and manipulation detection efficacy for three different attacks. In order
to address the issues with perceived trustworthiness and understandability issues, identified
by related work, we developed our proposals in an iterative way.

3 Proposed Voting Systems

In this section we describe the prototypes for two tracking code-based systems that we used
in our evaluations4. As such, we chose to compare two methods of assigning a tracking code
to the voter: partly self-chosen, where the voter chooses half of the code themselves and
the other half is generated by the system similarly to [Kü16b] (System-Self, see Figure 1)
and auto-generated where the entire code is generated by the system (System-Auto, see
Figure 2) 5. We furthermore decided to assign tracking codes to the voters before voting in
order to mitigate clash attacks [KTV12], because adversaries cannot be sure which option a
voter is going to choose, unlike if tracking codes were assigned after vote casting. After
being assigned the tracking code and voting, the voter in both systems gets an option to
download their tracking code as a PDF file, also containing the tracking code encoded in a
4 For a more detailed description of the design process of both systems, see the extended version of our paper

here [Ni]
5 We decided against implementing fully self-generated codes due to usability issues and concerns regarding

voters’ ability to generate unique codes [Bo12]



QR code to facilitate later verification with a mobile device for ensuring better usability
and device independence. After the voting phase is finished, the voters are given an option
of either visiting the bulletin board website listing all the votes with tracking codes, or
scanning the QR code that forwards them to a website showing only the vote assigned to
their code 6. The screenshots showing all the steps in both System-Self and System-Auto are
provided in the extended version of our paper [Ni].

Abb. 1: System-Self Abb. 2: System-Auto

After designing initial prototypes of System-Self and System-Auto, we conducted two rounds
of lab usability testing (𝑁 = 4 and 𝑁 = 6 respectively) and one round of remote moderated
testing using video and chat (𝑁 = 4). Following the feedback from the testing, we made
several enhancements to functionality and usability, such as relaxing the requirements for
partly self-chosen tracking codes.

4 Methodology for the evaluation of the actual system

We describe the manipulation tactics we simulated to study RQ1, the measurements we
used for answering both RQ1 and RQ2 and the study conducted to answer these research
questions.

4.1 Manipulation tactics

We consider an attacker whose goal is to either change the vote cast by the voter into a vote
for another candidate of attacker’s choosing or to nullify the vote, making sure that it is
not included in the tally. We assume that the attacker is capable of at least partial control
over the voting client, being able to modify the cast votes as they are being sent to the
voting system, as well as make changes to the user interface of the voting client. In order to
prevent the voter from detecting a manipulation, such an attacker can therefore be assumed
to attempt various tactics to prevent the voter from verifying their vote. Following previous
research [Ku20; Vo22b], we study the following tactics.

6 Note that in the latter case, the device scanning the QR code needs to be trusted for vote secrecy; on the other
hand, the voter can potentially let it scan a QR code with a tracking code of another voter in case of concerns



Replace-Vote In the simplest tactic, the attacker does not attempt to do anything beyond
manipulating the cast vote, so that the voter still gets their tracking code assigned, and the
tracking code is published next to the vote sent by attacker. Once the voter attempts to verify
their vote, they would therefore find their tracking code next to “Emma Miller”, which is
different to their intended vote for Sarah Wilson (see Abb. 3). Detecting the manipulation
would then require noticing this mismatch.

Remove-Vote In the next tactic, the attacker removes the voter’s vote from the bulletin
board. Note, this tactic can be applicable in an attack where the adversary replaces the vote
and alters the voting client UI so that the manipulated vote is not displayed, or an attack
where the adversary removes or blocks the transmission of the vote entirely. Detecting this
attack would require voter to understand that the absence of their code on a bulletin board is
a sign of a problem with verification (see Abb. 4).

Abb. 3: Replace-Vote Abb. 4: Remove-Vote

Remove-Process The third tactic involves a comprehensive manipulation of the UI with
attackers removing everything related to the verification process. Thus, the voter does not
receive any tracking code at all and is directed to vote casting straight after being welcomed
by the voting system. The texts and graphics on the voting website are furthermore altered to
remove any mentioning of the verification. Detecting such a manipulation requires the voter
to be aware of the verification possibility – e.g. from thorough reading of the information
materials related to the election – and therefore noticing that necessary steps are missing in
the voting system.

The manipulation tactics require different levels of involvement on behalf of the attacker
– as such, while the Replace-Vote tactic does not require any additional action from the
attacker aside from manipulating the cast vote, the Remove-Process tactic requires a much
more thorough modification of the user interface. Hence, depending on the level of access
the attacker has to the voting client, some of the tactics might be much more challenging for
them to perform. On the other hand, applying the tactics Replace-Vote and Remove-Vote
has an advantage for the attacker in that the manipulation would only be detected after the
election (i.e. when the voter either sees the wrong vote next to their code or cannot find
their code at all in the list of all published votes), at which point it can become much more



damaging to the election integrity. The Remove-Process manipulation, on the other hand,
can be detected already during vote casting, which can lead to a more timely mitigation on
behalf of election authorities.

4.2 Measurements

In order to answer our research questions, we collect the following measurements.

Manipulation detection (RQ1) In order to answer RQ1, we evaluate the manipulation
detection rates as the share of participants who reported detecting manipulation when
interacting with both systems with all three manipulations tactics.

Usability and trust (RQ2) We measure both usability and trust in the evaluated systems,
given the scenario where the voters were not subjected to any manipulations. For measuring
usability of the system, we rely on the System Usability Scale. For measuring trust, we
use the Trust in Voting Systems questionnaire [AKO22]. In order to get further insights on
trust perceptions of both systems, we furthermore use the TDIV scale [Ag23] to measure
perceived transparency of the systems.

4.3 Study Procedure

We conducted a between-subject online experiment, resulting in overall seven groups of
participants. Of these groups, five were subjected to one out of three manipulation tactics
with one out of two systems, allowing us to investigate RQ1. Note, since the Remove-
Process manipulation removes any references to vote verification from the system, the
resulting user interface is indistinguishable between System-Auto and System-Self ; hence,
we decided to form one group of participants interacting with this manipulation tactic. For
each of the remaining two manipulation tactics (that is, Remove-Vote and Replace-Vote),
two groups of participants were formed, interacting with System-Auto and System-Self for
the corresponding manipulation tactic. Two more participant groups interacted with either
System-Auto or System-Self system without vote manipulation, allowing us to investigate
RQ2.

The data collection and recruitment in two phases. In the first recruitment phase (conducted
in April 2023), the participants were randomly assigned into one out of four groups, that
is, being assigned either System-Auto with Replace-Vote manipulation, System-Auto with
Remove-Vote manipulation, System-Self with Replace-Vote manipulation and System-Self
with Remove-Vote manipulation. In the second recruitment phase (conducted in December
2023), participants were randomly assigned to one out of three groups, that is, being assigned



either the Remove-Process manipulation, System-Auto without manipulation or System-Self
without manipulation. For an overview of the study procedure, see Abb. 5.

Abb. 5: Study procedure

The study consisted of two parts. In the first part, the participants were instructed to interact
with their assigned voting system and cast a vote for a fictional candidate 7. After completing
the vote casting, the participants in groups with verification process intact were forwarded to
the mock results page, where they were able to view the final tally of the election as well as
verify that their own vote has been recorded correctly. For the participants in a group where
the verification process was removed (that is, simulating the Remove-Process manipulation
tactic), this step was omitted. For the second part, after the voting (for participants in groups
subjected to Remove-Process manipulation) or after the verification (for participants in all
of the other groups), the participants were forwarded to the study questionnaire. We explain
the individual study steps in more details below.

Welcome and informed consent: Upon landing on the initial page redirected from the
recruiting system, participants were prompted to provide informed consent. They were
briefed on the study’s purpose, focusing on exploring their user experience and perceived
trustworthiness of an online voting system designed for general elections. Following this,
participants were randomly directed to one of the four prototypes in the first run and one of
the three prototypes in the second run.

Voting: Before entering the actual voting process of the prototype, participants were
guided to an information page, urging them to vote for the candidate “Sarah Wilson” and
confirm their commitment. Simultaneously, participants were instructed to download an
election instruction letter, mimicking how they would receive it by letter or email in a
real-world election 8. The letter, among other instructions, furthermore included a link to a

7 In order to make it clear for the participants to distinguish between study instructions and parts of the mock
voting system, we employed two distinct color schemes for these two types of pages.

8 The full text of the letters is provided in the extended version of our paper [Ni]



website the participants could use to report any problems they experience with the system.
After downloading the letter, they were forwarded to their corresponding voting system
where they cast their vote.

After participants completed the voting, the participants who interacted with prototypes that
left the verification process intact (that is, participants in groups not subjected to manipulation
as well as participants in groups subjected to manipulation tactics Replace-Vote and Remove-
Vote) were directed to another information page. This page explained that, in a real election,
the verification phase would only begin after the voting and tallying phases are complete.
However, as a part of the study, they could verify their vote immediately after voting. Once
the participants verified their vote, they were guided to the study questionnaire. to As the
participants in groups subjected to Remove-Process were not subjected to any verification
process within the voting system, they were forwarded directly to the questionnaire after
they completed the voting.

Questionnaire: In the final questionnaire, the participants were asked questions about
their experience with the system, including SUS questionnaire for evaluating usability, the
“overall trust” part of the Trust in Voting Systems [AKO22] questionnaire for evaluating
perceived trust and the Transparency Dimensions in Internet Voting questionnaire [Ag23]
for evaluating perceived transparency. The participants in groups subjected to manipulations
were asked whether they have experienced any problems with the voting system and
asked to elaborate on the problems they experienced via an open-ended question. They
were afterwards debriefed about the manipulation and asked whether they have detected
the manipulation and whether they reported it; if they answered that they detected the
manipulation but did not report it, they were furthermore asked about their reasons for not
reporting via a multiple-choice question of (pre-selected reasons based on previous research)
and an open-ended “Other” option. The questionnaire furthermore included an attention
check, as an item “This question is not part of the survey and just helps us to detect bots and
automated scripts. To confirm that you are a human, please choose ‘Disagree’ here”.

4.4 Recruitment and ethics

We used Prolific platform for recruitment, using the gender-balanced option. While Prolific
samples are known to be biased to a younger, educated and digitally savvy population,
previous research shows that the platform can provide sufficient validity for studies related
to security and privacy [TBL22]. We paid participants 4.5 GBP (April 2023) for the data
collection as conducted in April for an estimated 30 minutes of participation, which is
above the hourly rate recommended by Prolific. As the actual median duration of the study
ended up being lower than expected, the reimbursement for the study in December has been
lowered to 3 GBP for an expected duration of 20 minutes, keeping the hourly rate the same.
Moreover, we had a filter that only recruited participants who were fluent in English.



While there is no mandatory ethical review process at our institutions, measures were
taken to ensure participants’ informed consent and confidentiality. Before accessing the
voting system, participants signed a consent form providing details on the study’s purpose,
withdrawal options, and data handling. Researchers’ contact details were also disclosed for
inquiries. Given the sensitivity of political beliefs, all parties and candidates were fictional,
a fact communicated at the study’s outset. As the study involved deception with regards to
vote manipulation, the participants subjected to manipulation were debriefed in the final
study questionnaire about the real purpose of the study and the reason for deception. No
personal identifying information about participants has been collected within the study.

5 Results of the user study

After excluding participants who either voted for a candidate other than Sarah Wilson (as
they were instructed) or failed an attention check within the survey, a total of 306 participants
were included in the data analysis. 149 of the participants (49%) identified as female, 155
as male, one as non-binary and one preferred not to answer. Most of the participants (195,
63%) were between 18 and 30 years old, and most (209, 69%) had at least a Bachelor’s
degree 9. Table Tab. 1 shows the distribution of participants depending on the system and
manipulation type they interacted with, including groups that interacted with a system that
did not include a vote manipulation.

System Manipulation N
System-Auto Remove-Vote 25
System-Auto Replace-Vote 25
NA Remove-Process 25
System-Self Remove-Vote 25
System-Self Replace-Vote 25
System-Self None 92
System-Auto None 89

Tab. 1: Distribution of participants by groups depending on system/manipulation. Note that since
both System-Auto and System-Self look the same under the Remove-Process manipulation, we do not
mention a specific system for this manipulation tactic.

5.1 RQ1 - Manipulation Detection

A total of 56 participants (44%) who were subjected to a manipulation reported it using
the form on the website referenced in the study instructions. In the survey, 61 participants
(49%) reported having problems with verifying their vote when asked a question about
experiencing any issues with the system before debriefing. When asked whether they
detected the manipulation after debriefing, 71 participants (57%) responded that they

9 The full breakdown of the demographics is included in the extended version of our paper [Ni]



detected and reported the manipulation, while 31 (25%) more answered that they detected
the manipulation but did not report it. Tab. 2 shows a breakdown of manipulation detection
rates using different metrics by the system and manipulation tactic.
System Manipulation Voting System Survey before Debriefing Survey after Debriefing
System-Auto Remove-Vote 13 (52%) 16 (64%) 21 (84%)
System-Auto Replace-Vote 15 (60%) 16 (64%) 25 (100%)
System-Self /System-Auto Remove-Process 0 (0%) 0 (0%) 16 (64%)
System-Self Remove-Vote 9 (36%) 16 (64%) 17 (68%)
System-Self Replace-Vote 19 (76%) 13 (52%) 23 (92%)

Total 56 (45%) 61 (49%) 102 (82%)

Tab. 2: Overview of manipulation detection rates reported either via the voting system, survey
before debriefing, or survey after debriefing (including participants answering that they detected the
manipulation but did not report it within the system), separated by system/manipulation.

In order to understand the effect of either system or manipulation tactic on the detection
rate, we decided to use the rate of participants reporting the manipulation during voting
as our main measurement, in order to avoid the inaccuracies resulting from self-reporting
within the survey. Figure 6 shows 95% confidence intervals 10 for all combinations of
system/manipulation tactic. As such, our results show that while detection rates were similar
between the two systems for each manipulation, the differences between manipulations are
more pronounced, with Remove-Process manipulation being particularly hard to detect.

Abb. 6: 95% confidence intervals for manipulation detection rate, for all combinations of system and
manipulation tactic.

10 For all calculations of the confidence intervals, we used R package “DescTools”



5.2 RQ2 - Usability and Trust

Tab. 3 provides an overview of the mean scores for usability (using the SUS scale, ranging
from 0 to 100) and trust (using the TVS “overall trust” scale, ranging from 1 to 7) for
both System-Self and System-Auto (among the participants that were not subjected to any
manipulation). Both of the systems fall within the range of “Good” to “Excellent” grades
for usability [BKM09] and elicit a moderate to high level of trust.

System-Auto System-Self
Usability 𝑀 = 81.01

𝑆𝐷 = 13.54
𝐶𝐼 = 78.23; 84.02

𝑀 = 83.07
𝑆𝐷 = 14.22
𝐶𝐼 = 80.11; 85.98

Trust 𝑀 = 5.02
𝑆𝐷 = 1.41
𝐶𝐼 = 4.72; 5.31

𝑀 = 5.35
𝑆𝐷 = 1.46
𝐶𝐼 = 5.06; 5.67

Tab. 3: Overview of usability and trust scores for each system (𝑀 : mean, 𝑆𝐷: standard deviation,
𝐶𝐼: 95% confidence interval)

We furthermore calculated the scores from the scales for the perceived information
availability, understandability, verifiability and general transparency of the systems, see
Tab. 4, resulting in a moderate to high level of fulfillment across all the dimensions for both
systems. While both of the systems had similar scores for perceived information availability,
understandability and general transparency of the systems, the difference in scores for
participants’ perceived capability of the system to enable verification of cast votes was more
pronounced, hinting at the need for further investigation in this direction.

System-Auto System-Self
Information availability 𝑀 = 4.92

𝑆𝐷 = 1.1
𝐶𝐼 = 4.7; 5.15

𝑀 = 4.97
𝑆𝐷 = 1.44
𝐶𝐼 = 4.7; 5.25

Understandability 𝑀 = 5.7
𝑆𝐷 = 0.78
𝐶𝐼 = 5.54; 5.87

𝑀 = 5.76
𝑆𝐷 = 0.98
𝐶𝐼 = 5.59; 5.96

Verifiability 𝑀 = 5.72
𝑆𝐷 = 0.77
𝐶𝐼 = 5.56; 5.88

𝑀 = 5.98
𝑆𝐷 = 0.73
𝐶𝐼 = 5.83; 6.14

General transparency 𝑀 = 5.4
𝑆𝐷 = 1.27
𝐶𝐼 = 5.16; 5.68

𝑀 = 5.69
𝑆𝐷 = 1.28
𝐶𝐼 = 5.45; 5.95

Tab. 4: Overview of scores TVID Dimensions for System-Self and System-Auto (𝑀 : mean, 𝑆𝐷:
standard deviation, 𝐶𝐼: 95% confidence interval). The scores are calculated as mean of Likert scale
items, ranging from 1 (low) to 7 (high). The 95% confidence intervals are calculated using the
bootstrapping method, due to non-normal distribution of data.



6 Discussion

Study limitations Our research was carried out among participants, most of whom
lacked familiarity with internet voting systems. Consequently, it raises the question of
how applicable our results are to different demographics. This includes voters in nations
like Estonia or Switzerland where internet voting is established, and the representation of
various demographics beyond the younger, educated Prolific sample. Furthermore, as the
data collection has been conducted in two phases, it is not clear whether this separation has
contributed to a difference between Remove-Process and the other two manipulation tactics.
Furthermore, in our study, the participants voted for a fictional candidate, minimizing
personal data collection and promoting broader participation. While this approach reduced
potential dropout due to privacy concerns, it’s essential to note that using fictional candidates
may impact participant seriousness in reporting.

Manipulation detection (RQ1) Our study shows relatively low verification detection
rates for our systems. As such, none of the voters reported detecting manipulation using the
link in the election instructions for the Remove-Process manipulation. Even if self-reporting
of manipulation detection is taken into account (that is, assuming that the participants are
telling the truth about detecting the manipulation but not reporting it), the rate of undetected
manipulations remains up to 64% depending on the manipulation tactic. Furthermore, the
verification process using tracking codes is optional – that is, the voter has to actively
choose to verify their vote after the election is over. This can lead to low verification rates,
as demonstrated by Internet voting in Estonia, where only around 5% of voters choose to
verify their votes [Es24] 11. Combined with low manipulation detection rates, the risk of
undetected manipulation can be high if only a small percentage of voters chooses to verify
their votes, and among the ones that do, a large share does not detect their votes being
manipulated.

Our findings show that the Remove-Process manipulation was by far the hardest to detect.
Since this manipulation implies that no hints are given to the voter via the voting client
user interface, it is critical to communicate the need to verify one’s vote via alternative
channels (e.g. media campaigns) and provide instructions outside of the voting system
specifying how to verify one’s vote. Since similar studies of other verification techniques
show improvement in verification rates given properly designed instructions available to
voters as paper materials [Vo22a], designing such instructions for tracking code-based
verification is an important direction of future work.

Overall, all three types of simulated attacks can become threats in a real election. Therefore,
additional education is needed on a societal level outside the voting system, as especially
instruction letters are not sufficient to detect different kind of manipulations. Additionally,
ensuring the existence of reliable reporting channels is essential for the voters to report

11 Note that the Estonian voting system relies on a different verification approach.



manipulations. Investigating most appropriate ways to establish and communicate such
channels, as well as processes for handling reported manipulations (in particular, also
accounting for voters who might lie about verification failures, aiming to create distrust in
the election result) is an important direction of future work.

Our study furthermore has shown a large discrepancy between voters detecting and reporting
the manipulation during or directly after interacting with the voting system, and self-reporting
detecting the manipulation after being debriefed about its presence. Such discrepancy can
be explained by several reasons, such as social desirability bias (i.e. participants not wanting
to admit that they missed the manipulation), participants not feeling necessary to report
a manipulation in a study setting, or not being able to find a link to the reporting form.
Nonetheless, the real manipulation detection rates can be only roughly estimated, and a
consistent metric for such an estimation has to be applied for further studies on manipulation
detection rates, to ensure that the results of the studies are comparable with each other.

Usability and trust (RQ2) Our findings show moderate to high scores of usability
and trust in both of our two proposed prototypes (with no manipulations). However, our
proposed prototypes do not provide any information about how such types of systems are
secured, nor do they inform voters of remaining risks such as voter coercion or violations of
eligibility due to insufficiently secure voter authentication. Consequently, it remains an open
question how trust will be affected if we notify people about the potential security risks
related to electronic voting, including manipulations. Furthermore, our findings show a
difference in perceived verifiability, with the prototype having a partly self-chosen tracking
code perceived as more verifiable, as indicated by voters being more likely to agree with
statements such as “I can confirm that the voting system accurately recorded my vote”. One
possible explanation could be voters feeling a greater sense of control over their tracking
code, thus becoming more engaged in the verification process. Nonetheless, this disparity
did not result in a notable variance in perceived overall transparency or trust. As studies
indicate that there are additional factors affecting both transparency and trust that were not
addressed in this research [Ag22], further investigation is needed.

Further limitations of tracking code-based verification Our proposed voting systems,
as well as systems relying on tracking code-based verification, do not address several
critical risks that can be an issue in Internet voting. As such, while both System-Self and
System-Auto offer an option to use a second device for verification using QR codes, such an
option is not enforced, and the voters are furthermore not informed about the risks of using
the same device for voting and verifying. Furthermore, as verification can only be done
after tallying, vote manipulations would not be detected during vote casting, which might
make it more challenging to support the voters (e.g. by telling them to cast their vote via
an alternative voting channel in case of failed verification, as is the common practice in
countries implementing Internet voting) or otherwise address them after the fact. This issue



might become critical even in absence of actual vote manipulations, if there are voters who
falsely claim verification failures. Finally, our study do not address the issue of coercion
attacks which tracking code-based systems in general are prone to. While such attacks
are addressed within the Selene voting system, the resulting system relies on complex
cryptographic techniques, thus making the verification process potentially more difficult to
understand (see Abschnitt 2). Therefore, future studies need to investigate how to address
the risk of coercion attacks when developing tracking code-based systems.

7 Conclusion

Using tracking codes in Internet voting systems can provide an easy and intuitive way for
voters to verify the integrity of their cast votes. Our study shows that systems relying on such
verification can achieve a high level of usability and trust on behalf of the voters. However,
we demonstrate that verification efficacy of tracking code-based systems can be lacking if
the attacker can be assumed to have full or partial control over the voting client (e.g. the
voting website) – an adversarial capability that cast-as-intended verification approaches,
including tracking codes, were specifically designed to protect against. Depending on the
specific manipulation tactic such an adversary can apply – such as removing all references
of the verification process from the voting client user interface – the rate of voters who
detect such a manipulation can be critically low, as shown by our study where none of the
voters have noticed such a manipulation. Other kinds of manipulation tactics, involving
attacker who is able to hide the vote from the voter’s view (either by modifying the user
interface or by blocking the vote from reaching the voting system, e.g. by interfering
in the network communications), achieve a higher verification efficacy. However, even
with such tactics, up to 64% of participants in our study failed to detect and report vote
manipulation. Our findings imply that tracking code-based verification can potentially be
used for low-stake elections where vote manipulation is not a critical issue. However, in
more high-risk environments, additional care must be done to ensure that the verification
efficacy of the implemented systems remains sufficiently high, e.g. with the use of properly
designed and evaluated information materials educating voters on the verification process,
as well as properly functioning and easy to use communication channels for reporting
detected manipulations. Future research into development of such information materials
and reporting channels is therefore required.
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