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A reactive transport model was employed to investigate the influence of multiple hydrate phases during
acetic acid attack on Portland cement paste. The simulation accounted for the dissolution of primary cement
hydrates like Ettringite, Portlandite and C-S-H, along with the formation of silica gel products impacting
diffusivity. The simulations primarily utilized independent material parameters, though the effective specific
surface area of C-S-H phases required adjustment, indicating that only a small fraction is active in bulk paste

compared to experimental values obtained from powders. Experiments involved exposing hardened cement
paste samples to acetic acid (pH = 3) for durations ranging from 35 to 84 days. The model predicted changes
in mineral assemblages, porosity, and pore solution chemistry versus degradation depth and time. Comparison
of calculated Ca and Si-contents with experimentally obtained values from yXRF analysis demonstrated good
agreement of within 6% error, highlighting the importance of considering multiple minerals.

1. Introduction

Cement-based materials have limited resistance to aggressive acidic
environments, commonly encountered in containers for animal manure,
silage in agriculture [1-3], the food industry [4], alternative energy
structures using biogas or geothermal water [5,6], wastewater struc-
tures [7-9], cooling towers, downhole oil wells, and exposure to natural
acid rains and carbonation. The performance of cementitious materials
relies on their ability to withstand aggressive species ingress over time.
Consequently, extensive alterations in phase assemblage composition
and experimentally determined information about chemical reactions
between aggressive species and various hydrated phases of cement
paste are imperative. These thermodynamic and kinetic data inform
reactive-transport models predicting prolonged cement-based materials
deterioration under diverse acid exposures and boundary conditions.

In acid attacks, the pore solution pH decreases, disrupting the
equilibrium in the cement paste matrix and rendering all cement phases
thermodynamically unstable at pH values below 10 [4,9,10]. This leads
to the dissolution or alteration (decalcification) of cement hydration
products through hydrolytic decomposition, resulting in substantial
material degradation. As degradation progresses, the affected layer
thickens, thereby enhancing its protective capabilities and shifting
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the dissolution reaction from a kinetically-controlled to a diffusion-
controlled regime [2,10]. The effective diffusivity of acid species in
the damaged material is typically an order of magnitude higher than
in undamaged material [11,12]. Nitric and acetic acid attacks induce
rapid degradation, forming a highly porous layer due to leaching of
highly soluble calcium salts (nitrates and acetates) [1-4,10,11]. Con-
versely, slower degradation by acids forming low-solubility acid salts,
like sulfuric acid, occurs through the precipitation of a protective layer
(e.g., gypsum) blocking the pores [2,7-9]. The porous degraded layer
has low mechanical strength and contains silica gel with a pore solution
pH similar to the external acid. This layer also includes Brownmillerite
(at pH 3 to 4), aluminum hydroxide gel (pH 3 to 4), and amorphous
ferric hydroxide (pH 1 to 2), with the calcium salt of the acid deter-
mined by solubility and liquid saturation [1,13]. A transition zone, a
mechanically sound region, experiences a gradual pH increase until
reaching the undamaged core material value. With a drop in pore
solution pH, Portlandite dissolves first, followed by calcium silicate
hydrate (C-S-H), and calcium aluminate phases [1-4,10]. The depth of
these zones depends on material composition, acid type, and solution
concentration and saturation. Thermodynamic modeling [1,4,9,10] of
acidification and leaching in cement and cement blended with silica
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fume systems was comparatively studied in PHREEQC, utilizing the
CSH3T solubility model [10,14], constructed from three C-S-H end
members [10]. In a recent study, Roosz et al. [15] conducted a semi-
batch experiment on OPC degradation by acetic acid, comparing results
with thermodynamic predictions employing C—(A-)S-H phases, char-
acterized by their Ca/Si and Al/Si ratios. While models accurately
represented most liquid compositions, discrepancies in Si and Al at
low pH revealed data gaps. NMR analysis identified an unexpected
aluminosilicate gel, leading the study to propose a new composition
and equilibrium constant for this phase.

Thermodynamic (TD) models, when integrated into reactive trans-
port models, hold significant relevance for modeling experimental stud-
ies, such as those conducted by Dyer [16]. In his work, Dyer employed
an inverse modeling approach to empirically estimate the apparent
diffusion coefficient based on the pH increase observed in an external
acidic solution. However, this approach did not account for the time-
dependent or spatial variations in porosity, instead representing an
averaged diffusion rate over the entire degradation period for both
degraded and intact cement paste. This highlights the need for more
accurate modeling that can capture the dynamic evolution of porosity
and material properties over time. The integration of improved TD
models into advanced reactive transport (RT) models is critical for
enhancing predictive accuracy. RT models, which couple chemical
thermodynamics and kinetics with diffusive and convective transport
processes, possess the essential capability to predict and extrapolate
complex degradation mechanisms in cement-based materials [17]. This
makes them invaluable for forecasting the long-term performance and
durability of such materials under aggressive environmental conditions.

However, their effectiveness hinges on a substantial set of input
parameters and experimental data for accurate model calibration and
validation. The parametrization of RT models, especially in the context
of rarely studied degradation processes in cement-based systems, such
as acetic acid attack, presents a particular challenge and demands
validation tests. Limited predictive capabilities arise from the absence
of crucial links between chemical reaction kinetics, pore structure
changes, and ion mass transport in current modeling approaches [18,
19].

In prior investigations aimed at addressing this issue, various re-
search teams initiated their modeling studies utilizing the software
CrunchFlow [20], primarily concentrating on the carbonation pro-
cess within cementitious structures. In these studies, the C-S-H-phases
were simplified to a single phase coupled without considering phase
conversions among the various C-S-H-phases [21-23].

This study aims to bridge the abovementioned research gaps and
addresses identified limitations by developing a model that imple-
ments dissolution-precipitation kinetics of multiple C-S-H-phases and
their phase conversions, offering a more comprehensive understand-
ing of degradation mechanisms in cement-based systems. The funda-
mental parametrization approach proposed is validated by extensive
experimental investigations.

2. Materials and methods
2.1. Materials and sample preparation

Hardened cement paste (hcp) with a water to cement mass ratio
(w/c) of 0.35 was investigated. In each case, after mixing the solids
and water with an IKA RE-166 stirrer (IKA-Werke GmbH & Co. KG,
Staufen, Germany) at room temperature, a plastic bottle with a vol-
ume of one liter was completely filled with the resulting paste in
three steps, always followed by densifying using a vibrating table.
The sealed bottles were shaken for 24 h at room temperature in a
Hei-MIX Reax 2 overhead shaker (Heidolph Instruments GmbH & Co.
KG, Schwabach, Germany) to ensure a homogeneous hardening and
afterwards stored at 20 °C. After at least 21 days, drilling cores with
a diameter of either 10mm or 50mm and a thickness between 15
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and 35mm were prepared out of this hardened paste. The lateral
surfaces of these drilling cores were embedded in epoxy resin (MC-
DUR 1800, MC-Bauchemie Miiller GmbH & Co. KG, Essen, Germany)
and afterwards these samples were stored in a small volume of deion-
ized water (water volume/sample surface <20 ml/cm?) at 20°C until
the age of 28 days. The composition of the employed CEM I 42.5R
cement determined by X-ray fluorescence spectroscopy (XRF) and X-ray
diffraction (XRD) is described in Berger et al. [10].

2.1.1. Acetic acid attack

The drilling cores (initially 13 small and four big drilling cores)
with a diameter of 10 mm and 50 mm embedded in epoxy resin as
described in 2.1 were at the age of 28 days placed in a box filled with
261 of diluted acetic acid. The solution was continuously stirred and
the pH value of the solution was kept constant at pH = 3 by contin-
uous titration with an OMNIS titration system obtained by Deutsche
METROHM GmbH & Co. KG (Filderstadt, Germany). Despite the ex-
periment was carried out in an air-conditioned room at 20°C, due
to the heat development of the acid attack, the temperature of the
solutions was approximately 25°C. The solution was renewed after
3 days, and thereafter at 6 subsequent timepoints, to mitigate the
accumulation of acetate ions and prevent the calcium ion concen-
tration from exceeding 200 mg/L. Calcium ion concentrations were
subsequently determined using microwave plasma atomic emission
spectrometry (MP-AES), employing a 4100 MP-AES instrument from
Agilent Technologies Deutschland GmbH (Waldbronn, Germany).

Sampling was conducted at 12 discrete time points and subsequently
analyzed to elucidate the temporal evolution of the acid attack. The
sampling of a small drilling core was conducted after: 7, 14, 21, 28,
35, 42, 49, 56, 63, 70, 77, and 84 days. In addition, at specific time
points (28 days, 56 days, 70 days, and 84 days), a larger drilling core
was extracted. Each time a sample was removed, the volume of the
solution was adjusted to keep the ratio of volume of solution to the
sample surface constant at approx. 180 cm?/cm?.

2.2. Methods

2.2.1. Micro X-ray fluorescence spectroscopy (uXRF)

After the acid attack, the drilling cores with a diameter of 10 mm
were prepared for Micro X-ray fluorescence spectroscopy (¢XRF) inves-
tigations by cutting along the direction of attack, afterwards embedding
in epoxy resin (Epoxy 2000 resin and hardener from Cloeren Tech-
nology GmbH, Wegberg, Germany) under vacuum using a SimpliVac
Vacuum System obtained by Buehler (ITW Test & Measurement GmbH,
Leinfelden-Echterdingen, Germany) and finally polishing with an Au-
toMet 250 obtained by Buehler (ITW Test & Measurement GmbH,
Leinfelden-Echterdingen, Germany). The polishing process is described
in detail in Caron et al. [24].

The investigations were carried out with a Bruker M4 TORNADO
uXRF instrument (Bruker Nano GmbH, Berlin, Germany) using a
rhodium target to generate the high-energy radiation, a poly-capillary
lens with a spot size of 25um and a 30mm? silicon drift detector
(SDD) for energy-dispersive detection of the fluorescence radiation. All
measurements were performed under vacuum conditions at 20 mbar
with an accelerating voltage of 50 kV and a current of 200 pA. The X-
ray energy spectra were collected in the range 0-40 keV. The intensities
of the following elements were obtained: Na, Mg, Al, Si, S, Cl, K, Ti,
Mn and Fe. For each sample, 10 measurements were carried out along
a line along the direction of attack with a resolution of 25pm and a
measurement time of 1s per spot. The mean value of each of these 10
measurements was evaluated.

Since this method cannot detect elements lighter than Sodium, like
Hydrogen, Carbon and Oxygen, the absolute contents of elements in the
samples cannot be determined. Therefore, the change in content of the
relevant elements relative to the unaltered inner part of the samples
was investigated. For each sample, the measured intensity for a given
element at each spot was normalized with the mean intensity for this
element obtained for the unaltered part of this specific sample.
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3. Reactive-transport mechanisms
3.1. Introduction

A reactive transport model (RTM) incorporating various mecha-
nisms of mineral dissolution and precipitation is presented, wherein
thermodynamic, kinetic, and transport processes are taken into ac-
count. As described by Brunet et al. [21] the challenges building such
models are 3-fold:

» develop a reactive transport model under experimental con-
straints

+ understand and quantify the role of hardened cement paste prop-
erties

+ link the material composition with long-term behavior.

Within these systems the overall deterioration of the cement-based
materials can be reaction rate or transport limited, depending on which
is the rate determining step (RDS). This RDS can also vary within
the temporal evolution of the simulation, depending on how the pa-
rameters change in the system. This dependence on reaction rate or
transport limiting step can also be described by the Damkohler number
(Day ;) which gives the relation between surface reaction to diffusional
transport [25].

A 1D numerical model based on transport, thermodynamics, and
kinetics was developed in CrunchFlow [20] to address this issue. Omit-
ting convective terms from the transport formulation simplifies the
problem without compromising its fundamental characteristics. From
reaction thermodynamics perspective, C-S-H solid solution modeling
plays an important role in mineral modeling, allowing us to account
for the formation and evolution of C-S-H-phases and their conversion
to amorphous SiO,.

3.2. Transport

3.2.1. Diffusion

The transport equation consists of diffusion, convection and reaction
terms (sink/source), in which the convection term can be neglected if
the model is diffusion controlled. The change of the microstructure is
taken into account by adjusting the parameter by the local porosity,
tortuosity and the effective diffusion coefficient [26].

7] a i 9C
= (®S.C)) = - <<p D¢ SLa—x‘ +R; @

with @ as the porosity, C; as the concentration of species i [mole/m?],
Dieff as effective diffusion coefficient of species i [m?/s], S, as the
saturation index and R;; as sink or source term from the reaction
of species i with mineral j. The concentration should be corrected
by ion activity coefficients, typically calculated using the extended
Debye-Hiickel equation, as a function of a molar ionic strength of the
solution [27], valid for moderate concentrations of up to 1 or even 2
mol/L.

This formulation can be extended by the Nernst-Planck-Equation
(NPE) to elucidate the transport behavior of charged species (ions) un-
der the influence of both concentration gradients and applied electrical
fields. This equation offers insight into the interplay between diffusion
and migration processes for multiple ionic species within an electrolyte
solution [28].

Mathematically, the NPE describes the relationship between the flux
(J;) of a specific ionic species i, its concentration gradient (VC;), the
electrical potential (), and the mobility (D,/(RT)) of that particular
ion [26]:

z;FD;
J; = =DVC, = " CVy @

where J; is the flux of species i, D; is its diffusion coefficient, C; is its
concentration, z; is its charge number, F is Faraday’s constant, R is the
gas constant, 7' is the temperature, and y is the electrical potential.
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The NPE combines diffusion and migration (or electromigration) con-
tributions to comprehensively depict intricate ionic systems involving
numerous ion interactions. These mechanisms result in tightly linked
variations in ionic strengths and diffusion concentrations.

3.2.2. Porosity
The porosity of the bulk medium is determined by summation of
the volume fractions of each mineral (@) [26,29]:

N

bulk _

@bu _1—Z<pj 3
j=1

where N represents the number of minerals in the mixture and @,
represents the volume fraction of each mineral in m® mineral per m’
medium. This expression accounts for the fact that the total poros-
ity is equal to unity minus the combined volumes occupied by each
individual mineral. Consideration of the volume fractions and the
resulting porosity in each cell and at each time step enables incorpo-
ration of temporal and spatial variations in the diffusional transport
mechanism. Porosity changes and volume fraction dynamics are tightly
coupled; consequently, updates to the porosity values occur simulta-
neously with modifications to the composition of the material. This
approach provides a comprehensive representation of the interplay
between porosity, mineralogy, and transport properties, enabling im-
proved prediction of transport behavior throughout the cementitious
material.

Within the conversion of one mineral to the other, not only the gain
and loss of the mineral need to be considered but also the change of
molar volumes [22]:

t+6t) _ 5O (1+51)
@j.k = (Djk + Vj T Ty - ot (€))

molar volume
of mineral j

volumetric
reaction rate

Here, the evolution of mineral formation can be quantified via
changes in porosity (@). For the following time step (¢+6¢), the updated
porosity ((15;’,:'5')) for a specific mineral phase (j) and computational el-
ement (k) is determined by accounting for the generated molar volumes
of the minerals (VJ.’"”’“) and their respective reaction rates (ri.’lj&)).
3.2.3. Tortuosity

To address the evolving effective diffusion coefficient due to
changes in microstructure and porosity an exponential form based on
Archie’s Law can be used [21,22,26]:

D?ff =X D;Nater 5)

where @ denotes the porosity, k is the cementation factor, Dieff repre-
sents the effective diffusion coefficient of specie i, and D"3®" refers to
the initial diffusion coefficient in water of specie i.

A cementation exponent of x =4.8 [-] is adopted, consistent with
the value previously used by Brunet et al. [21]. With this parametriza-
tion, the effective diffusion coefficient varies significantly with poros-
ity, accounting for the impact of tortuosity on transport rates.

3.3. Reaction

3.3.1. Reaction equation

Several researchers [21-23,30,31] have previously investigated the
behavior of cement-based materials under chemical attack, including
phases in the simulation like calcium hydroxide (CH), calcium silicate
hydrate (C-S-H) and calcite (CaCOs). Mostly they were dealing with
the interaction of wellbore cement and CO,.

Despite these efforts, many limitations remain, particularly con-
cerning the characterization of C-S-H-phases. In prior studies, C-S-H
has been treated as a single entity, despite the existence of numerous
distinct C-S-H-phases with varied Ca/Si-ratios, specific surface areas
(SSA), and reaction kinetics. These differences can impact the rate and
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Portlandite

1.0 Portlandite + 2.0 HF —— 1.0 Ca®* 4+ 2.0H,0

Ettringite

38.0H,0

1.0 Ettringite 4+ 12.0 HT —— 2.0 APt 4+3.050,2~ + 6.0 Ca?t +

Quartz
1.0 Quartz—— 1.0Si0,(aq)

C1.67SH4.34
1.0C; ¢7SH, 34 + 3.34HT
4.34H,0

D

1.67 Ca?T 4+ 1.0Si0,(aq) +

C1.505H3.97
1.0Cy 5oSH307 + 3.00HT
3.97H,0

1.50 Ca%t + 1.0Si0,(aq) +

g
C1.3OSH3.53

1.0Cy 30SH3 53 + 2.60HT
3.53H,0

1.30Ca?* + 1.0Si0,(aq) +

p
C1.005H2.86

1.0C; 0oSH2 g6 + 2.00HT
2.86 H,0

1.00 Ca%t + 1.0Si0,(aq) +

C0.33SH2.49
1.0Cyg3SH5 49 + 1.66 HT
2.49H,0

0.83Ca%" + 1.0Si0,(aq) +

Silica gel
1.0Si0,(am)—> 1.0Si0,(aq)

Fig. 1. Mineral phases used in the simulation.

extent of decalcification, and considering them will lead to a more
realistic understanding.

To overcome this limitation, a previously well-defined batch reac-
tion of a cement paste under acetic acid attack was simulated [10]
containing, additionally to CH, amorphous SiO,, Quartz, Ettringite, and
five distinct C-S—H-phases as described in [32]: C, ¢7SH,4 34, C; 50SH;3. 97,
C30SH3 53, Cj goSH, g6 and Cyg3SH, 49. Here the number refers to the
molar content at constant Si-content. Each phase exhibits unique char-
acteristics, including distinct Ca/Si-ratio, SSA, and dissolution behav-
ior. The used mineral phases including the C-S-H-phases are shown in
Fig. 1. Incorporating these five C-S—-H-phases into the model is expected

to provide a more comprehensive understanding of the decalcification
process, potentially yielding new insights into the underlying chemistry
and physics. This approach may also enhance the understanding of
the complex relationships between C-S-H-phases, pore structure, and
deterioration processes.

3.3.2. Dissolution—precipitation behavior

Solid solution transformation refers to the gradual replacement of
one mineral component with another [33]. Understanding the mecha-
nisms behind this process is crucial for developing systems including
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several minerals like cementitious materials. When modeling the de-
terioration of C-S-H-phases, it is crucial to simulate the sequential
transformation of one phase to the next, accounting for the resulting
changes in Ca/Si-ratio. This sequential approach enables the accurate
representation of calcium dissolution from the mineral phases, which
is a critical aspect of the deterioration process.

In this simulation the transition of the phases is implemented as
complete dissolution and precipitation process. This interrelated pro-
cesses with individual dissolution constants and dissolution kinetics
govern the mineral transition. These constants are influenced by local
environment eg. temperature, pH-value and local species. Due to the
lack of values for some parameters (namely, the precipitation rate
constant and effective surface areas), a fitting to stability and accuracy
was necessary. The precipitation rates of the C-S-H-phases were kept
same in this simulation. The parameters used are listed in Table 1.

By using the distinct solubility constants and dissolution kinetics it is
possible to simulate a more realistic system to understand the temporal
evolution of the distinct phases.

3.3.3. Transition State Theory (TST)

Mineral reactivity kinetics can be described by the Transition State
Theory (TST). This theory provides a general reaction rate equation that
can be employed to model reaction kinetics [20]:

R = Ak (ay+)" <1 - IAP)

K,

©

where R is the reaction rate [rnole/s], A is the reactive surface area
[m?], k is the rate constant [mole/m?s|, ay+ is the activity of HY, a
is the rate dependency, K,, is the solubility product, and IAP is the
ion activity product. By incorporating the rate dependency on H*, the
non-linear dissolution behavior by acids can be captured. The term
(1-1AP/K,,) determines the reaction direction in terms of dissolution
or precipitation. When this term is negative, the solution is super-
saturated, indicating that the mineral will precipitate. On the other
hand, a positive term indicates undersaturated solutions, suggesting
that mineral dissolution will take place. The temperature dependence of
the rate constant is determined utilizing the Arrhenius equation, setting
25 °C as the reference temperature [20].

3.3.4. Specific Surface Area (SSA)

The definition of specific surface areas (SSA) for individual min-
erals are associated with uncertainties caused by the lack of reliable
information, especially when it comes to different C-S-H-phases with
different Ca/Si-ratios. The values used for the SSA of C-S-H-phases vary
and because researchers only used one single C-S-H-phase, the change
in SSA could not be resolved. Suda et al. [34] synthesized hydration
products with different Ca/Si-ratios and build a regression function to
predict the SSA dependent of the Ca/Si-ratio.

According to this, the Specific Surface Area (SSA) in [m?/g] can be
calculated [34]:

SSA_g_p = 269.3 —325.1 log (%) @

4. Simulation framework

Geochemical modeling plays a critical role in understanding the
behavior of minerals. The usage of geochemical frameworks can easily
be applied to cement-based materials chemistry. Besides CrunchFlow,
there are several geochemical frameworks available, e.g. PHEEQC,
MIN3P and PFLOTRAN.

PHREEQC was already used by several researchers to model the
cement chemistry. Due to the usage of other researchers there already
exists a database for cementitious systems [27]. The limitations here
lying in the 1D-only simulation and the missing porosity—permeability
coupling to update the temporal and local change of transport be-
havior [26]. CrunchFlow [20] has these features so that the transient
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simulation of cement with updated porosity could excel in tackling
transient scenarios. Constraints of CrunchFlow are the single-liquid
phase and the missing parallelization, limiting their applicability to
large systems or distributed computing environments. Therefore, more
complex simulation need special work to couple CrunchFlow with
parallelized transport frameworks (eg. Computational Fluid Dynamic
(CFD) frameworks) to couple highly parallel transport solvers with the
chemical reactions and porosity update capabilities of CrunchFlow. One
approach in this field was already done by Beisman et al. [35].

An extensive review of the available geochemical frameworks is
available in Steefel et al. [26].

4.1. CrunchFlow

In this investigation, CrunchFlow [20] — developed at the Lawrence
Berkeley National Laboratory — was applied to address simultaneous
reaction and transport challenges in porous media. Capable of solving
energy, momentum, and mass conservation equations, CrunchFlow
precisely captures complex chemico-physical phenomena in porous and
fluid domains [20,26]. Widely utilized in geochemical studies, it has
been adopted for dissolution processes in cement-based materials, such
as wellbore cement and reactions with CO, [21,23,26].

CrunchFlow employs Finite Volume Method (FVM) to integrate
Partial Differential Equations (PDEs) from transport and reaction ki-
netics. Transport computed via: (1) Fick’s law with uniform diffusion
coefficients or (2) Nernst-Planck-Equation with individual diffusion
coefficients, accommodating accelerated/retarded transport [26].

The database can effortlessly incorporate customized reactions, in-
cluding unique C-S-H-phases and their thermodynamics/kinetics. Its
capacity accommodates even complex environments with an unlimited
number of reactions.

4.1.1. Local densities/porosities

While the local porosity is defined as the local fraction of bulk in
a volume, the local density is defined by the sum of all volume frac-
tions including their specific density, which changes between different
minerals.

The local porosity (@) refers to the ratio of pore space within a given
volume to that same volume. This quantification represents the portion
of the total volume occupied by voids or interstitial spaces.

Conversely, the local density (p8¢*) signifies the mass per unit vol-
ume encompassed within that particular volume. It is determined by
calculating the summation of individual volume fractions (¥;) for each
mineral phase present, multiplied by their respective specific densities.
Thus, the relationship can be expressed as follows:

N

=Y (Viopy) ®)

Jj=1

CrunchFlow updates porosity at each timestep, adapting local trans-
port properties. It calculates mineral volume fragments with differ-
ing molar volumes, allowing precise monitoring of porosity shifts,
e.g. denser calcite layers decreasing local transport speeds.

The influence of local densities exerts a significant impact on both
transportation processes and chemical reactions. For instance, an in-
creased density layer may hinder the penetration of acids, thereby
decelerating the global reaction rate.

This update is done by calculating first the local porosity incorpo-
rating all bulk minerals (Eqgs. (4) and (3)) and then derives the effective
diffusion coefficient (D, Eq. (5)).

The reactive surface area (A) in each grid block k for the reaction
in Eq. (6) is updated in Crunchflow involving also the local porosity
and local volume fractions of the mineral j at time t according to the
following equation [20-22]:

» Primary minerals, initially characterized by the user through
volume fraction and specific surface area (SSA)
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liquid bulk
Dirichlet BC Neumann BC
pH=3.0 - T=25°C zero-flux
i L1 i
"4 mm 13 mm '
X

Fig. 2. Illustration of the 1D simulation domain.

dissolution
9

precipitation

+ Secondary minerals, initially characterized by a volume fraction
of zero

o 2/3
< —k ! > R dissolution
0

, @) Tk
Ay = Ak, o \2/3 1o
< — > , precipitation
o)

4.1.2. Primary species/Secondary species

CrunchFlow is using the canonical form for the reactions. In this
form the species are split into primary and secondary species. Sec-
ondary species refer to the concentrations of the products or the amount
of reactions in the system while primary species refer to the chemical
elements. Secondary species can therefore be written as a combination
of primary species. With this method the number of equations can be
reduced to the number of secondary species [26,29,36-38].

4.1.3. Kinetic reaction options

As described before in the TST formulation of Eq. (6) the kinetics
of dissolution and precipitation is dynamically controlled by over-
and undersaturation. Considering different kinetics for dissolution and
precipitation this equation needs to be formulated for both reactions
separately. For this situation it is possible to define separate kinetics
for the reversible reaction in which the same formulation as in Eq. (6)
is used separately for dissolution and precipitation but always one
mechanism being suppressed [20].

5. Case setup
5.1. CrunchFlow

In the given study, a computational simulation was executed for
the Portland cement (PC) mixture previously described by Berger et al.
[10]. The liquid phase within this system was maintained at a consis-
tent pH value of 3.0, which included the presence of acetic acid. To
allow a better representation of concentration gradients’ development
on the surface, both the solid and liquid regions were modeled in
the simulation. This approach enabled the interface between them to
dynamically adjust through dissolution and precipitation processes.

Further specifying the system, appropriate initial and boundary
conditions are necessary, shown in Fig. 2.

The domain is split into a liquid domain of /};qy;¢ =4 mm and a solid
domain which represents the cement specimen of / ;4 = 13 mm. During
the experiments a maximum length of around 10 mm was influenced
by the acid attack so that a length of 13 mm was chosen to be able
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to show all changes. In this study, the spatial domain is discretized
into individual elements of size 5/ = 0.1 mm. Consequently, the entire
domain encompasses a total number of 170 elements. The automated
time discretization functionality of CrunchFlow managed the tempo-
ral resolution of the simulation, ensuring convergence up until the
maximal duration of 84 days.

5.1.1. Region compositions and physical parameters

Our model incorporates nine minerals, including calcium hydroxide
(Portlandite) CH, five C-S-H-phases, Quartz, Ettringite and amorphous
SiO,. Each mineral is described through thermodynamic and kinetic pa-
rameters. Accounting for phase equilibria among multiple solid phases
enables the simulation of coexisting mineral assemblies.

The C-S-H-phases are used from Trapote-Barreira et al. [32] in
which the volumetric fractions are calculated from the densities
(C-S-H = 2.7580 and CH = 2.2414 g/cm3). Increments of Ca/Si-ratios
used (1.67, 1.5, 1.3, 1.0, 0.83), were in a stepping of around 0.2 from
the highest value of 1.67 to the lowest of 0.83.

In approaching nearer to the authentic system, quantities of Ettrin-
gite and Quartz were incorporated. The inclusion of Ettringite serves as
a bridge between a complete representative composition, which would
include all aluminate phases, while maintaining a manageable number
of variables within a simplified model.

Over the whole simulation the temperature was set to constant 25 °C
and the saturation to 1.0. The cementation factor « is used from [21,22]
and set to 4.8 [-].

In Table 1 the dissolution and precipitation rate is given in logarith-
mic scale and also the used H+—dependency (a) for Eq. (6) is shown. In
the last column the initial mineral composition leaned on Berger et al.
[10] is shown. To simplify the model, the additional phases from Berger
et al. [10] to the ones existing in the current model are summarized in
the first C-S-H-phase (C; 47SHy34)-

Table 2 presents the diffusion coefficients (D) and initial concen-
trations (C) of various species in solution. The presented concentra-
tions, in conjunction with the diffusion coefficients, provide valuable
insights into the spatial distribution of species within the solution.
Concentration signifies the quantity of a substance existing per mass
[mole/kg]. This concentration is then in CrunchFlow internally con-
verted to [mole/m?] to fit Eq. (1). In Table 2, also the concentrations are
reported for both the pore solution and the acetic solution, which has
been adjusted to achieve a required pH value of 3.0. The corresponding
hydrogen ion concentration (H") required to attain the specified pH
level has been computed by CrunchFlow.

Referencing Leaist and Lyons [39], an identical diffusion coefficient
value has been assigned for the diffusion of acetic acid, acetate, and
their associated complexes.

The thermodynamic parameters such as molar volumes (V™"¢),
molar masses (M), solubility product (Ksp), and stoichiometric coeffi-
cients are presented in Table 3. Molar volumes signify the space occu-
pied by one mole of a substance, while molar masses indicate the total
mass of one mole of a mineral in [g/mole]. Solubility products quantify
the equilibrium constant for the dissociation of the minerals, providing
the saturation state for Eq. (6). Stoichiometric coefficients specify
the ratio of reactants and products involved in balanced chemical
equations, also providing quantities of species for post-processing.

5.2. Post-processing

In order to facilitate compatibility between the outcomes gener-
ated from pXRF experiments and simulation results, it is essential to
implement post-processing procedures.

The primary function of uXRF lies in surface elemental analysis,
providing an elemental mapping along a specified line. To ensure
consistency between experimental data and simulated results, both
sets must be subjected to equivalent data treatment processes. This
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Table 1
Kinetic parameters/Mineral composition.
Mineral Dissolution rate Precipitation rate Kinetic SSA H*-dependency Composition
log k log k Mechanism Calibrated Theoretical a V;
[mole/m?s| [mole/m?s| [m?/g] [Vol %]
Portlandite -7.0° TST 2.0 16.5" - 0.066
C,67SH, 34 —8.364¢ ~7.00° D/P 4.0 196.9¢ 0.03" 0.566
C,50SH; o7 —8.535¢ ~7.00* D/P 4.0 212.1¢ 0.03° 0.01
C,30SH; 53 -9.569¢ —-7.00* D/P 1.0 232.3¢ 0.03* 0.01
C,00SH, 56 ~10.940¢ ~7.00° D/P 4.0 269.3¢ 0.03* 0.01
Co53SHp49 ~10.983¢ ~7.00° D/P 4.0 295.6¢ 0.03° 0.01
SiO,(am) - —12.007 P 4.0 - 0.00
Quartz —13.39f TST 4.0 - 0.01
Ettringite —10.00* TST 1.0 - 0.10

(D/P): Separate formulation of dissolution and precipitation; (P): Precipitation only; (TST): dissolution/precipitation in both directions;

a Fitted value;

bo[22];

¢ [34]

4 [32]

¢ Proximate to [22,23];

f CrunchFlow database.

Table 2
Primary and Secondary species.

Specie Diffusion coefficient Concentrations

D, [mz/s] G [mole/kg]

Value Ref. Acetic solution Pore solution
Primary species
H* 9.310E-09 [23] 1.082E — 03 2.498E — 12
Ca%* 0.793E-09 [40] 9.182E - 11 2.2943E - 02
cl- 2.03E-09 [40] 1.000E - 10 1.0000E — 10
K* 1.96E-09 [40] 1.000E — 10 1.0000E — 03
Na* 1.33E-09 [40] 1.000E — 10 1.0000E — 02
Al34r 0.559E-09 [23] 1.000E — 10 3.0512E -23
AlO,~ 1.0E-09* - 1.000E — 10 1.0000E — 06
Fe,* 0.604E—09 [23] 1.000E — 10 1.0000E — 06
SO42’ 1.23E-09 [23] 1.000E — 10 9.9985E — 07
Acetic Acid(aq) 1.3E-09 [39] 6.867E — 01 1.0000E — 10
Si0,(aq) 0.921E-09 [22] 1.001E — 10 1.8475E — 07
Secondary species
OH~ 5.270E-09  [40] LIITE - 11 5.886E — 03
Acetate 1.3E-09 [39] 1.331E -02 9.147E - 11
Ca(CH;3C00),(aq) 1.3E-09 [39] 1.297E - 12 8.184E —21
C21CH3COO+ 1.3E-09 [39] 7.359E - 12 8.529E — 12

a fitted value

involves consideration of the material’s changing local density and
normalization to the reference state within the undamaged region.

Initially, the individual elemental quantities associated with every
mineral phase present in the simulation output require extraction.
Subsequently, the conversion from volume to mass values should be
adjusted based on their corresponding local densities and normalized
relative to the undamaged bulk.

The calculation of the normalized mineral fractions entails the mul-
tiplication of the mineral volume (Vj) obtained from the simulation, the
mineral density (p;), the stoichiometric fraction (n;;) of the particular
element within each mineral, and the element density (p;). The mineral
density can be determined using its molar volume (VJ."””E) and molar
mass (M;). The elemental content (£2;;) in each mineral phase can then
be written as:

Pj ) nji - pi

2 mole
v e

i =V

1D

Once these calculations have been performed for all minerals within
each computational cell, the resulting fractions are aggregated and
subsequently normalized to the final node to align them with the
undamaged domain conditions.

For all time steps

Mass Fractions
Calculating mass fraction of Ca/Si from each mineral

Sum Up

Summing up all Ca/Si mass fractions from all minerals

Local Densities
Normalizing mass fractions to local densities

Normalize
Normalizing to uninfluenced area (last node)

Fig. 3. Post-processing to obtain local Ca/Si amounts from.

These steps are shown in Egs. (12), (13) and illustrated in Fig. 3.

0,
Q=221 a12)
P
0,(x)

Q,(last node) a3

Q;mrM(x) -

In the given system, calcium (Ca) and silicon (Si) serve as the
primary constituents for evaluating its performance. These elements
were selected due to their distinct stoichiometric content in the min-
erals. Through the integration of varying volume and mass fraction
data, coupled with density modifications, a comprehensive evaluation
of multiple mineral phases system’s interactions can be accomplished.

5.2.1. Quantifying the results with masked RMSE

In order to assess the discrepancy between simulated and exper-
imentally obtained data, the Root Mean Square Error (RMSE) was
employed as a quantitative metric for comparison. Specifically, the Ca
and Si content derived from experimental analyses and that calculated
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Thermodynamic values.
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Mineral Molar volume Molar mass Solubility product Stoichiometric coefficients
ymele [em? /mole| M, [g/mole] K,, at 25 °C ca* Si0, H* H,0 Al S0,%"

Portlandite 33.056" 74.0927° 20.1960" 1.00 0.0 -2.00 2.00 0.0 0.0
C, 67SH, 34 73.181% 201.834 29.133¢ 1.67 1.0 -3.34 4.34 0.0 0.0
C, 50SH; 7 68.418" 188.698 25.328¢ 1.50 1.0 -3.00 3.97 0.0 0.0
C,30SH; 53 62.784° 173.159 20.950¢ 1.30 1.0 —-2.60 3.53 0.0 0.0
C, 00SHa 56 54.268° 149.670 14.583¢ 1.00 1.0 —-2.00 2.86 0.0 0.0
Co53SH 49 49.505% 136.534 11.150¢ 0.83 1.0 -1.66 2.49 0.0 0.0
Si0, (am) 29.000° 60.0843" —2.7136" 0.00 1.0 —-4.00 2.00 0.0 0.0
Quartz 22.6880" 60.0843" —4.0000° 0.00 1.0 —-4.00 2.00 0.0 0.0
Ettringite 715.00 1279.2947 62.5362° 6.00 0.0 -4.00 2.00 2.00 3.0

a calculated with density from [32];
b CrunchFlow database;
¢ [32].

following post-processing of the simulation outcomes were contrasted.
Subsequently, these sets of Ca and Si contents were treated as vectors
to compute the RMSE value for each individual cell. With this method
the accuracy can be evaluated quantitatively.

The RMSE can be calculated by:

T (-9’
N -1
with y, as the simulation result of point k, y, as the experimental result

of point k, and N as the total number of data points.

While the RMSE is unit dependent, the normalized values are used
so that the output can be directly used as percentage of accuracy.

The Root Mean Squared Error (RMSE) was narrowed to the masked
Root Mean Squared Error (mRMSE) as a metric for evaluating the
discrepancy between predicted and measured values within specified
domains. This approach was adopted due to the presence of non-
representative or non-existing experimental data points, specifically
those originating from experimental regions exhibiting features such
as material loss. The omission of these data points from the RMSE
calculation enabled the derivation of an error value that accurately
represented the model’s performance in the regions of interest that were
most pertinent and significant. Consequently, the mRMSE assessment
was carried out exclusively on the specified, unimpaired areas. Further
details about the used domains are shown in Fig. 8 and Table 4.

Fig. 4 presents the comprehensive schematic representation of the
modeling workflow using CrunchFlow and post-processing.

RMSE = a4

6. Results

The objective of this chapter is to elucidate the outcomes of the
CrunchFlow model implementation, followed by a comparative analysis
with experimental results. As previously described, the degradation of
cement is not determined by a singular parameter; hence, the con-
sideration of diverse spatial and temporal parameter fields becomes
important. A description of various parameters and comparisons at
distinct time intervals will be presented.

One essential parameter to investigate is the porosity, which plays
a critical role in transportation processes, notably influencing variabil-
ities in diffusional transport, as evidenced by Eq. (1). The temporal
development of the porosity signifies the transition from a denser ce-
ment matrix to a less dense architecture. Consequently, this information
provides initial insights into how porosity modifications affect transport
mechanisms.

In the depicted representation, denoted as Fig. 5(a), the porosity val-
ues show an authentic progression despite the limitation in achieving
such fine-grained measurements for this parameter.

The pH-value exhibits analogous characteristics to porosity, a prop-
erty that cannot be precisely quantified in the bulk yet remains an
essential parameter for evaluating the validity of mechanistic outcomes.

In Fig. 5(b), it can be seen that the dissolution of Portlandite was
not in thermodynamical equilibrium, leading to further dissolution with
the result of an elevation of the bulk pH-value relative to its initial
condition. Sequential leaching of dissolved Portlandite to the liquid
domain results in a decrease of the pH-value from the acetic liquid into
the bulk phase. Concurrently, an increase of the pH-value in the liquid
phase occurs near the solid-liquid interface.

The increase of the pH value in the liquid phase induces a modi-
fication of the pH gradient, which, in turn, influences the transport of
species, thereby impacting the overall process dynamics. Consequently,
simulating both the solid and liquid domains enables the emergence of
a more realistic, self-organized distribution of concentration fields for
all species. These findings underscore the significance of modeling both
the bulk and liquid phases to accurately capture the complexities of the
system and replicate its behavior with fidelity.

6.1. Mineral composition

The mineral composition holds particular significance in this sim-
ulation, given that one of the primary objectives is to model the
interaction of various C-S-H-phases. Consequently, highlighting the se-
quential conversion of mineral phases becomes crucial. Fig. 6 illustrates
all individual mineral phases at discrete time steps.

Fig. 7 presents a detailed illustration of the mineral phases within
the affected zone at 84days of acetic attack. Notably, Portlandite
(Ca(OH),) exhibits the most rapid consumption during this process,
leading to substantial modifications in the system’s chemical makeup.
With the depletion of rapidly reacting Portlandite, the primary drivers
for dissolution shift towards the transformation of C-S-H-phases and
the precipitation of amorphous SiO,.

Despite the lack of discernible variations in total porosity after the
first big porosity increase, as depicted in Fig. 5(a), it should be noted
that mineral conversions persist in its absence.

6.2. Validation of the model using calcium and silicon contents

One key performance indicator to validate the model is the calcu-
lated calcium concentration derived from yXRF measurements. Nor-
malized calcium concentrations generated from the simulations, as
described in Section 5.2, facilitate a comparative assessment with
experimental data on a qualitative and quantitative basis.

Qualitative analysis refers here to identify the distribution and evo-
lution, such as slope and transition zones (concentration drop), of the
Ca or Si concentration compared with the experimental results, while
in the quantitative analysis the mRMSE is assessed by the deviation of
the calculated error.

In Fig. 8, the transmission of the elements, Ca and Si, from the
experimentally tested specimen to the extracted data is depicted. In-
dicated within the bulk material are locations where color transitions
occurred. Notably, up to a depth of 2.2mm, the solid medium was
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Fig. 4. Flow chart of the

fractured, necessitating epoxy resin reinforcement for yXRF analysis.
Consequently, to align the data with a reference domain, an adjustment
by masking the domain via the mRMSE was executed. This comparison
also explains the divergent onsets of the experimental data sets in
Figs. 10 and 9.

Experimental findings, shown in Figs. 9 and 10, indicate a good
agreement between the model’s predictions and experimental results
across all time intervals spanning from 35 to 84 days. Notably, the
most favorable correspondence is observed at 70 and 77 days, with a
nearly exact match evident. This is corroborated by the low mRMSE
value (Table 4) and excellent quantitative agreement. Specifically, at 77
days, the smallest mRMSE value is attained in the calcium distribution,
accompanied by the best agreement near the attacked interface. This
improved consistency shows the enhancement of using multiple C-S-H-
phases as mentioned in Section 3.3.1. The simulation demonstrates a
more gradual evolution of calcium content, in absence of an abrupt
decline in calcium content.

This excellent congruence between the simulation and experiments
extends beyond just the quantitative assessment of the overall calcium
contents, which may be subjected to normalization influences. Quali-
tatively, the trends in calcium content, such as curvatures and slopes,
exhibit remarkable consistency with experimental observations.

parameter optimization.

The secondary criterion for validating the model pertains to the sili-
con content, also in the same time intervals ranging from 35 to 84 days.
This variable exhibits greater uncertainty due to the influence of vari-
ous mineral phases and their thermodynamic characteristics, including
individual molar mass and molar volume, which determine the volume
and mass fractions in simulation and the results of post-processing.
In addition to this inherent complexity arising from the presence of
diverse minerals, the data displays a good level of agreement with the
experimental findings.

It is important to acknowledge the significant correlation between
the normalized Ca and Si concentrations, and the local densities as
elucidated in Section 4.1.1. The aforementioned elements’ contents
are expressed relatively to the total bulk mass, calculated for each
computational cell. Consequently, the depicted Si content in Fig. 10
surpasses unity, attributable to an approximately six-fold increase in Si
concentration when contrasted to the original bulk material, inclusive
of Portlandite.

The biggest deviations can be seen at time step 42 and 84 days.
The local increase in Si content between 5 mm and 6 mm at day 42 may
be attributed to a more rapid local density variation, as a comparable
trend mentioned before at the calcium content.
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Bulk Domain [mm] Table 4
Results of the masked root mean square error.
-4 -2 0 2 4 6 8 10 Time step X bulk Xtulk mMRMSE
1 ! ! ! ! ! ! Initial Calcium
- - — - 28 days 35 4.2 8.0 0.067
35 days 42 1.0 8.0 0.118
70 2.5 10.0 0.074
_ - 1|7 32 daye 77 2.2 10.0 0.061
D 56 days 84 1.5 10.0 0.131
2 70 days Silicon
2 05 77 days 35 4.2 8.0 0.202
= 84 days 42 1.0 8.0 0.546
o 70 2.5 10.0 0.260
77 2.2 10.0 0.338
§ 84 1.5 10.0 1.075
0 0 ‘ é 4‘1 é é lb 1‘2 14 density variations, resulting in mRMSE that surpass those observed for
calcium.
Simulation Domain [mm] All values of the mRMSE as well as the representative domains
(a) Porosity evolution (Xmin to Xmax) are presented in Table 4.
7. Discussion
Bulk Domain [mm]
4 -2 0 2 4 6 8 10 In this study, determining material parameters presented a
‘ ‘ : formidable challenge owing to the intricate nature of the system being
Initial examined. The contrast between simplified models characterized by
- - --28days restricted parameters and variables, and authentic experimental data
10 - - --35days generated considerable uncertainties, thereby complicating the process
— - - —-42days of parameter estimation.
_L 56 days Within the scope of this research, various interactions among sev-
0] 70 days eral mechanisms occurred during the simulations. The thermodynamic
7:“ 77 days and kinetic behavior of every mineral phase influenced the overall
> 5 84 days simulation through modifications to local compositions, subsequently
%_ impacting transport phenomena (for instance, via alterations in poros-
ity).
= This investigation involved modeling the dissolution of diverse
C-S-H-phases. Expanding the model to incorporate additional phases
and species presents a promising avenue towards a more accurate
00 i 2‘_ é 3 ‘ 10 ‘ 12 ‘ 14 representation of real systems. However, it introduces further uncer-

Simulation Domain [mm)]
(b) Evolution of the pH-value

Fig. 5. Evolution of the porosity and pH-value in the simulation. Simulation Domain
according to Fig. 2.

At 84 days, a persistent inconsistency becomes apparent with a con-
tinually increasing difference between measured and simulated data.
Here the discrepancy is continuously rising, which could point to a
faster change in porosity or a faster precipitation of amorphous SiO,,
which has a higher relative Si-content.

6.3. Computational time and error

The presented simulation required an average runtime of approxi-
mately 5 min to reach the end time of 84 days. The average time step
(variable modified) was around the magnitude of 10~3 to 10~* days.
This still shows a sufficient efficiency of the single-core computation.

Furthermore, the accuracy of all time steps of Si and Ca-contents
was evaluated using the mRMSE. The calcium distribution had a higher
accuracy of up to an error of around 6% at two time steps and
three time steps could reach an error of below 10%. The elevated
uncertainties in silicon distribution can be attributed to the presence
of multiple silicon-containing phases and the increased sensitivity to

10

tainties. These originate primarily from the substantial number of
material parameters that, when obtainable, may have been derived
under ideal conditions and hence might not directly be applicable to
cementitious systems. Roosz et al. [15] compared OPC degradation
by acetic acid with thermodynamic predictions, revealing gaps in Si
and Al behavior at low pH. While only amorphous silica and gibbsite
were predicted, NMR identified an aluminosilicate gel, prompting the
proposal of a new composition and equilibrium constant for this phase.

This data is particularly relevant for blended cements with high-Al
pozzolans like metakaolin. However, incorporating such detailed ther-
modynamic models into reactive transport simulations is challenging.
To improve practicality, future models should simplify by reducing
the number of involved phases, while still enhancing predictions for
modern cement durability in aggressive environments.

The integration of multiple C-S-H-phases marked a substantial
advancement towards simulating real-world samples. This progression
stems from enhanced porosity evolution resulting from the synergistic
effects of distinct C-S-H-phase reactions and their unique reaction
kinetics.

7.1. Parameter uncertainties

In the context of model coupling, a significant effect lies in the
material parameters, particularly concerning the degradation of C-S-H-
phases. The sequential emergence of distinct phases hinges upon their
dissolution and precipitation behaviors. Experimental investigations,
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Fig. 6. Assessing mineral phases behavior through normalized volume fractions analysis in a long-term simulation at different time steps between 35 and 84 days. Simulation

Domain according to Fig. 2.

0.25 -
= Portlandite
I C1.67SHa.34
| C1.50SH3.97
C SH.
0.2 [+ 1.305H3.53
- C1.005H2.86
— n Co.835H2.49
i B $i02(am)
c ——— Quartz
g 01> B Ettringite
@ I
s I
« L
£ 0.1}
< L
> L
5-1072 |
O 7\

Simulation Domain [mm]

Fig. 7. Assessing mineral phases behavior through normalized volume fractions analysis in a long-term simulation at 84 Days. Simulation Domain according to Fig. 2.
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Fig. 8. Extraction of normalized Ca and Si contents from the corresponding test
specimen at 77 days determined by uXRF. Gray areas at the top and bottom are initial
epoxy coatings prior to the acid attack. The yellow epoxy coating on the left was added
after the acid attack. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

involving pure phases, serve to elucidate individual parameters; how-
ever, such findings do not encapsulate the combined effects in the entire
compositional framework. As a result, the extensive array of material
parameters harbors inherent uncertainties necessitating optimization
processes.

Our examination reveals several influential parameters requiring
calibration or approximations. Three most important are here:

+ the Specific Surface Area (SSA) and
« the precipitation kinetics of the C-S-H-phases

The value of the SSA was adopted based on dissolution kinetic
data presented by Trapote-Barreira et al. [32]. A big divergence exists
between the experimental results from Suda et al. [34] and estimations
derived from eg. Brunet et al. [21,22] and Zhang et al. [23], which
raises two plausible explanations:

First, the SSA reported by Suda et al. [34] for synthetic C-S-H-
phases might not mirror the actual surface area engaged in chemical
interactions due to the coexistence of clogging phases within the com-
position. Consequently, the reported SSA values might overestimate the
true accessible reactive surface area.

Second, the SSA impacts the dissolution rate via Eq. (6). While
the data from Trapote-Barreira et al. [32] might implicitly already
account for the SSA, direct incorporation into the dissolution constant
might enhance accuracy by reducing two parameters to a single one.
Nevertheless, neglecting variations in reactive versus total SSA within
the bulk may result in ambiguous parameter values.
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Addressing these challenges warrants concurrent determination of
both reaction kinetics and real-time SSA throughout the reaction pro-
gression. Such an integrated strategy promotes improved comprehen-
sion of the role played by SSA in reaction dynamics and facilitates more
refined characterization of the system.

The precise precipitation rates of all distinct C-S-H-phases remain
the same and only change as a whole. This is due to the absence of
experimental data and experimental knowledge of identifying distinct
C-S-H-phases in the bulk which complicates the definition of exact
precipitation rates for all individual C-S-H-phases.

Lastly, the employed cementation parameter functioned effectively
in our model is derived by cement-CO, interactions [21,22]. Although
subjected to different reactions during acid attacks, it delivered accept-
able performance in our investigation but might need further under-
standing of applicability.

7.2. Post-processing

Based on the obtained uXRF experimental data, the normalized
mass fractions of silicon and calcium were derived. The post-processing
stage yielded satisfactory outcomes for the extracted components. How-
ever, discrepancies emerged between the simulated and experimental
findings, particularly concerning the silicon content, are primarily in
regions with high porosity. These differences can be attributed to the
normalization procedure which is influenced by the porosity. During
this process, the total mass fractions are initially accumulated and sub-
sequently adjusted based on the local density. Consequently, variations
in porosity lead to increased errors.

Despite these inconsistencies regarding the silicon content, the qual-
itative comparison displayed excellent agreement between simulations
and experiments. Thus, the proposed post-processing procedure re-
mains an appropriate technique for correlating computational results
with experimental data from the yXRF.

It should be noted that the experimental data does not provide
definitive proof of the existence of distinct C-S—H-phases, which exhibit
varying Ca/Si-ratios and significantly influence the silicon content.

7.3. Transport

In transport phenomena, the rate of substance movement is gov-
erned by the interplay between the diffusion coefficients and the con-
centration gradient. The diffusion coefficient is primarily influenced by
the porosity and other interacting species.

To elucidate these effects, computational simulations were carried
out employing two distinct methodologies. The impact of the NPE
was neglected in the first approach, resulting in the assumption of
a constant diffusion coefficient throughout the system. Conversely, in
the second scenario, a boundary condition (BC) was imposed in close
proximity to the initial surface. A comparative analysis of the results
obtained using each technique is intended to distinguish the individual
contributions of the diffusion coefficient’s inherent properties and the
concentration gradient’s influence on overall transport behavior.

7.3.1. Influence of Nernst-Planck-Equation

To assess the impact of a consistent diffusion coefficient on ion
transport, the individually specified diffusion coefficients listed in
Table 2, which are used in the Nernst-Planck-Equation (NPE) have been
replaced with an uniform averaged value, denoted as D;;_,,,,; = 2.01E
—09 m?/s. Consequently, the NPE is neglected, and instead, a constant
diffusion coefficient is incorporated into Fick’s second law (Eq. (1)).

In Fig. 11, the substantial influence of varying diffusion coefficients
among the species is evident. While the proposed simulation, including
the NPE, reaches a mRMSE of 0.06 for Ca and 0.34 for Si, the same
simulation without NPE using the averaged diffusion coefficient can
only reach a mRMSE of 0.30 for Ca and 0.74 for Si.
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Fig. 9. Comparison of the experimental results from uXRF and the simulation for the Ca’*-concentration at different time steps. Simulation Domain according to Fig. 2.

This effect underscores the necessity of employing the NPE in such
simulations to accurately model ion transport. The absence of this con-
sideration led to a further deterioration progression by approximately
2mm.

It is essential to note that the proposed simulation exhibits a re-
markable level of agreement with values obtained from experiments.
At the interface, the model demonstrates an almost exact solution
at 77 days. The significance of including a detailed composition of
the pore solution becomes evident when attempting to simulate the
deterioration process. Although the pore solution remains incomplete
and simplifications have been made, a high degree of accuracy can
nonetheless be attained.

7.3.2. Influence of acidic water domain

During the conducted experimental investigations, a stirred tank
apparatus was employed for the experimental studies. Establishing
a defined boundary condition (BC) in the simulation at the tank’s
interface proved challenging due to the movement of the fluid within
the vessel. For computational analysis, a liquid domain with dimensions
of 4 mm was selected. In order to examine the impact of the location of
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this boundary condition on the results, its position was adjusted from
4.0mm (at x=0.0mm) to 1.0 mm (at x= 3.0 mm), situated in proximity
to the free surface.

The results of the BC, displayed in Fig. 12, shows that, as it can
be predicted: if the BC is set closer to the surface, the concentration
gradient becomes greater so the attacked interface moves further. This
happens due to the steeper concentration gradient imposed by the fixed
BC. It also shows that the chosen distance from the BC to the initial
surface of 4mm gives the best result. Also the results of the mRMSE
can quantify this: the chosen 4 mm domain results in a mRMSE of 0.06
for Ca and 0.34 for Si but for the smaller domain of 1 mm could only
reach 0.14 for Ca and 0.40 for Si.

Considering the BC it should also be noted that during the experi-
ments the pH-value was set by titrating acetic acid. The solution was
repeatedly refreshed at various time points, yet the solution still exhib-
ited minimal variations over this time period, as previously discussed in
Section 2.1.1. Therefore also the composition of species changes over
time which again has an influence on the chemical reactions by the
change of composition.
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Fig. 10. Comparison of the experimental results from xXRF and the simulation for the Si-concentration at different time steps. Simulation Domain according to Fig. 2.

8. Conclusion

The present study introduces a refined model involving nine mineral
phases, enabling the explicit representation of five distinctive C-S-H-
phases during degradation of cement-based materials under acetic acid
attack. This enhancement facilitates a more precise description of the
degradation process, encompassing aspects such as porosity evolution,
calcium leaching, and silicon dissolution.

Experimental analysis was conducted on specimens utilizing Mi-
cro X-ray Fluorescence (uXRF), revealing their degradation depth de-
pendence. The obtained data was compared with a developed post-
processing workflow of the simulation results for a comprehensive com-
parison between the experimental findings and the proposed model’s
predictions. The accuracy of the simulation compared with the ex-
perimentally determined distributions of calcium (Ca) and silicon (Si)
at different time steps was assessed utilizing the masked Root Mean
Squared Error (mRMSE) metric, which attained a value as low as 6 %.
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The simulations were executed employing primarily material pa-
rameters obtained from independent measurements, encompassing dif-
fusion coefficients, solubility products, molar volumes, and dissolution
rates. The specific surface area (SSA) and precipitation rate of C-S-H-
phases required modification to facilitate phase interactions during
the simulation process. The two-order-of-magnitude lower calibrated
values compared to theoretical SSA suggests only a small fraction of
the C-S-H actively contributes to reaction kinetics. This is attributed
to localized reaction boundaries, phase blockages, and microstructural
complexity.

The precipitation kinetics of C-S-H-phases necessitate calibration
to ensure a sequential phase transitions within these phases. By this
adjustment, their formation can be influenced, subsequently impacting
the volume fractions and ultimately the porosity.

However, for a more profound comprehension of the reaction ki-
netic parameters and kinetic aspects governing the acidic attack on
cement paste, it is essential to further investigate microstructure de-
pendency of kinetic parameters in future research.
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To address further development of this advanced model, a broader
scope of mineral phases and species, such as different types of alu-
minates as well as iron-containing phases and more complex pore
solution, must be incorporated. However, with each added parame-
ter comes inherent uncertainty. Parametric investigations demonstrate
the importance of identifying these uncertainties and assessing their
influence on changes in material behavior.

In order to facilitate these investigations, advancements in experi-
mental and modeling techniques as well as computational workflows
are essential. Sensitivity analyses and optimizations will play a cru-
cial role in calibrating and validating the vast array of parameters,
such as local density evolution and distinct precipitation rates for
all C-S-H-phases, that arise from incorporating comprehensive ma-
terial behavior. Also improvements in experimental findings about
porosity evolution will help to validate not only the chemical com-
position but also transport mechanisms. In order to extend the model
to 2D and 3D meso-scale mortar and concrete systems, encompass-
ing interconnected multi-component reactions with aggregates, it is
essential to employ computationally advanced frameworks. The com-
plexity of these reactive-transport models for durability extrapolations
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of cementitious materials necessitates the utilization of parallelized
calculation methods to efficiently process large volumes of data and
reduce computational time.
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