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Maria Giuseppina Bisogni5,6, Till T. Böhlen7 , Mauro Campanella4, Mario P. Carante1,2 , Daiyuan Chen8,
Angelica De Gregorio9, Pavel V. Degtiarenko10 , Pedro De la Torre Luque11 , Ricardo dos Santos Augusto12 ,
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Abstract. The fluka Monte Carlo Radiation Transport and Interaction code package is widely used
to simulate the interaction of particles with matter in a variety of fields, including high energy physics,
space radiation, medical applications, radiation protection and shielding assessments, accelerator studies,
astrophysical studies and well logging. This paper gives a brief overview of the fluka program and describes
recent developments, in particular, improvements in the modelling of particle interactions and transport
are described in detail. In addition, an overview of selected applications is given.

1 Introduction

fluka [1] is a Monte Carlo code capable of simulating
the transport of all elementary particles and ions in com-
plex geometries and materials. Possible beams include all
flavourless and strange neutral and charged hadrons that
do not undergo strong decays, ions as light as deuterons
and as heavy as uranium, muons, electrons, positrons and
photons. Hadronic resonances can be produced and can
decay during nuclear interactions. The energy range sup-
ported by fluka is from 1 keV (keV/ n for ions) to 1021 eV
for most particles. There are two notable exceptions: pho-
tons and neutrons can be transported down to 100 eV and
10−5 eV respectively.

fluka is used in various fields, including medical
physics, cosmic ray studies, shielding, dosimetry, radiation
protection, calorimetry, detector simulations, accelerator-
driven systems and more. The user community has several
thousand members worldwide and is continuing to grow.

This paper is structured to give a global overview of
the code, focusing on the developments made over the
last decade. For the most part, the reader is referred to
the relevant literature for features that have been stable
for a long time. Some of these features are recalled in this
paper when their description is only available in hard-to-
access references (typically hardback conference proceed-
ings with no electronic counterpart). New additions and
recent developments are described in some detail below.
The history of fluka is presented in Section 2, followed
by a general review of the fundamental interaction mod-
els contained in the code in Section 3. Recent develop-
ments in hadronic models are summarized in Section 4.
Section 5 is dedicated to new point-wise fully-correlated
neutron transport, Section 6 deals with recent develop-
ments in the EM part, while Section 7 covers novelties
about charged particle transport. Examples of recent and
advanced fluka applications are presented in Section 8.
Finally, Section 9 briefly describes some technical improve-
ments.

2 History of FLUKA

The “first” fluka was born in 1970, when Johannes
Ranft, then working at RHEL (UK), developed the first
analogue hadron cascade code, named “fluka” after
“FLUktuierende KAskade”. In the same year, J. Ranft got
a position at the Karl-Marx-Universität, Leipzig (GDR),
and until the dissolution of the GDR, the development
of fluka, in particular the development of the hadronic
models, took place mainly in Leipzig.

Starting from these early pioneering efforts, three
different generations of “fluka” codes can be distin-
guished over the years, which can be roughly identified
as the fluka of the 1970s (main authors J. Ranft and
J. Routti), the fluka of the 1980s (P. Aarnio, A. Fassò,
H.-J. Moehring, J. Ranft, G.R. Stevenson), and, from 1989
to 2019, the modern fluka (A. Fassò, A. Ferrari, J. Ranft
and P.R. Sala). This paper describes the fourth genera-
tion of the fluka code which is a further evolution of the
modern fluka, and which is still authored by A. Fassò,
A. Ferrari, and P.R. Sala. Johannes Ranft passed away in
2018. This paper is dedicated to his memory.

Each new “generation” was not just an improvement
on the existing program. It was a quantum leap in code,
physics, design and objectives. The same name “fluka”
has been retained as a reminder of this historical develop-
ment – mainly as a tribute to J. Ranft, who was involved as
an author and mentor from the beginning until his death –
but the third and fourth generation codes are completely
different and much more powerful than the previous gen-
erations. In fact, the modern fluka is a completely new
model, with many capabilities that have not been present
in any of the previous fluka generations.

The modern fluka [1–6] was born at the INFN
in 1989. It was mainly the work of Alfredo Ferrari and
Paola Sala, with important contributions from Alberto
Fassò and Johannes Ranft. Its development was carried
out entirely within the INFN until 2003 when CERN
joined it. This was done under an agreement between the
two institutions and the authors. This agreement came
to an end in 2019. The development and maintenance of
fluka is continued by the surviving legitimate authors,
Alberto Fassò, Alfredo Ferrari, Paola Sala, and their col-
laborators in the framework of the fluka Collaboration.
The code is publicly available at http://www.fluka.org.
At present there are worldwide more than six thousand
active users for the last fluka generation.

3 The FLUKA models: a general description

The following is a summary of the various models used
in fluka to describe nuclear and atomic interactions and
transport. The nuclear interaction models are by far the
most complex part of the code, a scheme showing the rela-
tions between incident particles/energies and the various
algorithms used for that purpose is shown in Figure 1.

3.1 Hadron-Nucleon interactions

An essential prerequisite for a successful description
of hadron–nucleus elastic and inelastic scattering is an

http://www.fluka.org
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Fig. 1. Inter-relation among the different nuclear interaction models used by fluka.

accurate hadron–nucleon interaction model. Details on the
different approaches for different projectiles and energies
used in fluka for the description of hadron–nucleon inter-
actions can be found in [7–9]. For nucleons, pions, kaons
and anti-nucleons elastic, charge exchange, strangeness
exchange and annihilation on nucleons, a mixture of fits
to available experimental data and phase shift analyses
is used up to a few GeV. Non-elastic (particle produc-
tion) hadron–nucleon interactions up to a few GeV’s are
based on the production and subsequent decay of hadronic
resonances through resonant and non-resonant channels.
The relative probabilities of the different channels are cal-
culated according to available experimental and prescrip-
tive data and then extended to unmeasured channels using
isospin symmetry considerations [8].

At higher energies, fluka relies on the hadroniza-
tion of hadronic strings to describe the particle-producing
hadron–nucleon interactions. In fact, in QCD, the colour
field acting between the quarks is carried by gluons, the
vector bosons of the strong interaction, which are them-
selves “coloured”. Thus, the characteristic feature of glu-
ons (and QCD) is their strong self-interaction, which
unfortunately prevents the use of the QCD Lagrangian in
the non-perturbative, soft pT regime, which dominates the
bulk of hadron interactions. If we imagine that the quarks
are held together by colour lines of force, the gluon-gluon
interaction will pull them together in the form of a tube or
a string. Due to quark confinement, the energy required to
“stretch” such a string becomes increasingly large, until
it is sufficient to materialise a quark-antiquark pair from
the vacuum, and the string breaks into two shorter ones,
with still (anti)quarks at either end.

Several quark-string models exist; in fluka, the
hadron–nucleon interactions are described within the

framework of the Dual Parton Model (DPM) [8,10]. The
Dual Parton Model is a special quark/parton string model.
It gives reliable results up to tens of TeV. In the DPM,
hadron–hadron interactions lead to the production of two
or more QCD colour strings. From these, hadrons must
be produced. These hadronic strings are then hadronized
using a native fluka hadronization algorithm.

Some examples of the performances of the fluka
DPM implementation can be found in the next sections.
In particular, Section 4.3 contains a few comparisons with
experimental data, while describing recent improvements
to the hadronization algorithm.

3.2 Hadron–Nucleus interactions: PEANUT

In the second fluka generation, the intermediate (E <
5 GeV) energy model was based on the production and
decay of one or more resonances to model the primary
hadron–nucleon interactions in conjunction with a param-
eterized intra-nuclear cascade. Similarly, the high-energy
hadron–nucleus event generator was based on parame-
terizations for the number of primary collisions, as well
as for the intra-nuclear cascade. Both models did not
include any evaporation stage and were unable to pro-
duce low-energy particles and/or residual nuclei. Despite
many improvements in the parameterizations, in the kine-
matics and the treatment of the nuclear effects [7,13,14],
those models became increasingly inaccurate, particularly
at energies below 1 GeV. Therefore, since 1991, these
two models have been gradually replaced by the peanut
model [2,8,9,15,16] (PreEquilibrium Approach to NUclear
Thermalization). At that time, most Monte Carlo codes
still lacked a correct treatment of the nuclear thermal-
isation process, including a pre-equilibrium phase, with
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the exception of lahet, which included a specialised algo-
rithm [17], and geant3, which implemented an older ver-
sion of peanut [15].

peanut was originally designed to simulate the inter-
actions of nucleons, pions and γ-rays with nuclei from
approx. 2 GeV down to the reaction threshold (or 20 MeV
for neutrons). As far as photo-nuclear reactions are con-
cerned, details can be found in [18].

Since then, the model has undergone a long evo-
lution and is now able to treat all stable1 hadrons
and anti-hadrons, and real and virtual photons inelas-
tic interactions with nuclei, from the threshold up to
10–20 TeV, laboratory energy. Starting with Fluka2023.3,
the old model, which was still used in some niche situa-
tions (for photon-nucleus interactions in the intermediate
energy range), is no longer distributed.

As explained in Section 3.1, up to a few GeV, inelas-
tic hadron–nucleon collisions are described by resonance
production and decay. A model based on the Dual Parton
Model [10] (DPM) takes over at higher energies. It is pos-
sible to extend DPM to hadron–nucleus collisions [10,19]
using the Glauber-Gribov approach [20–23]. Furthermore,
DPM provides a theoretical framework for the description
of hadron diffractive scattering in both hadron–hadron
and hadron–nucleus collisions.

The hadron–nucleus reaction mechanism is therefore
modelled in peanut by the Glauber-Gribov cascade, fol-
lowed by the Generalised Intra-Nuclear Cascade (GINC),
smoothly coupled to statistical (exciton) pre-equilibrium
emission [24,25]. The pre-equilibrium stage is in turn fol-
lowed by evaporation or fragmentation of the excited
remainder and finally by gamma de-excitation.

Some of these steps are omitted, depending on the pri-
mary hadron energy. The onset of the Glauber-Gribov cas-
cade with the resulting multiple primary collisions occurs
at a few GeV. Lower energy hadrons go directly to the
GINC stage or, in the case of protons and neutrons below
a few tens of MeV, to the pre-equilibrium stage.

An obvious requirement for all models involving an
intra-nuclear cascade is that the wavelength associated
with the motion of the hadron must be much shorter than
the mean free path of the hadron inside the target nucleus,
and also much shorter than the mean distance between
two neighbouring nucleons. It is easy to show that such
an assumption breaks down for energies below a few hun-
dred MeV (see [26]) unless special care is taken in the
introduction of quantum effects and in the treatment of
the effect of the nuclear mean field. In any case, at energies
well below 100 MeV INC models are definitely ruled out
and one has to resort to pre-equilibrium models to prop-
erly describe particle emission. Indeed, peanut includes a
similar model as a second stage after the INC part for suf-
ficiently large projectile energies (E > 50 MeV) or directly
as the first stage at lower energies.

At the end of the INC stage, three further steps are
performed before completing the reaction:

1 In this context, “stable” means either stable or subject only
to weak or electromagnetic decays.

– Pre-equilibrium [24,25] stage, whenever all excited
nucleons are below a given energy threshold (typi-
cally 30–50 MeV);

– Evaporation stage, whenever the pre-equilibrium stage
is finished, and the system can be assumed to be equi-
librated;

– Final de-excitation stage when the excitation energy
is below the threshold for particle emission and it is
dissipated through photon emission.

A description of the physics involved in all stages can
be found in [2,8,9,16], together with several examples of
its performances when compared with experimental data.
One example is presented in Figure 9 where the computed
double differential spectra for the reactions 90Zr(p,xn) and
90Zr(p,xp) at 160 MeV are compared with experimental
data [27,28]. A summary of the main steps of our approach
is provided in the following sections, giving more emphasis
on recent and/or unpublished developments.

3.2.1 Glauber-Gribov cascade

The Glauber formalism [41,42] allows computing the scat-
tering amplitude as well as all relevant cross-sections for
hadron–nucleus interactions, using the knowledge of ele-
mentary hadron–nucleon scattering and of the nuclear
ground state only. The equations used in peanut can
be found in references [8,16]. Here we only remind that
the Glauber theory allows us to compute the total, elas-
tic, non-elastic (aka absorption or particle production),
and inelastic (incoherent elastic or quasi-elastic) scat-
tering cross-sections starting from the hadron–nucleon
scattering amplitude and the target nucleus density
distribution.

Expressing the hadron–nucleon scattering amplitude
by means of the S-matrix approach in impact parameter
space:

ShN (~b, s) = eiχhN (~b,s) = ηhN (~b, s)e2iδhN (~b,s)

the Glauber cross-sections for inelastic and elastic scatter-
ing can be written as (Ψi is the initial state global wave
function of the target nucleus):

σhA Σf (s) ≡
∑

f

σhA fi(s)

=

∫
d2~b

∫
d3~u |Ψi(~u)|2

∣∣∣∣∣∣



1−
A∏

j=1

ShN (~b− ~rj⊥, s)





∣∣∣∣∣∣

2

(1)

σhA el(s) =

∫
d2~b

∣∣∣∣∣∣

∫
d3~u |Ψi(~u)|2



1−
A∏

j=1

ShN (~b− ~rj⊥, s)





∣∣∣∣∣∣

2

(2)

σhA el and σhA Σf are the cross-sections for elastic scat-
tering and inelastic scattering to excited states. They
do not include contributions from individual hN non-
elastic (particle production) interactions.
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The total cross-section can be expressed as:

σhA T (s) = 2
∫

d2~b

∫
d3~u

|Ψi(~u)|2
1−

A∏
j=1

ReShN (~b− ~rj⊥, s)

 . (3)

The quasi-elastic cross-section (incoherent–elastic) is:

σhA qe(s) ≡ σhA Σf (s)− σhA el(s). (4)

The absorption (particle production) cross-section can be
written as:

σhA abs(s) ≡ σhA T (s)− σhA el(s)− σhA qe(s) =

=
∫

d2~b

∫
d3~u |Ψi(~u)|21−

A∏
j=1

{
1−

[
1− |ShN (~b− ~rj⊥, s)|2

]}
≡
∫

d2~b µhA abs(~b, s). (5)

An example of the application of the Glauber-Gribov
cascade plus the Generalized Intranuclear Cascade (next
section) is presented in Figure 4 for 31 GeV/c protons on
carbon, compared with experimental data from the NA61
experiment [12]. Other examples can be found in Section 4.

3.2.2 Generalized IntraNuclear cascade

Hadron–nucleus non–elastic interactions are described in
our model in the framework of the IntraNuclear Cas-
cade (INC) model, possibly applied after a Glauber-
Gribov cascade if the projectile energy is in excess of
a few GeV. The concept of the INC model was devel-
oped at the very beginning (the original ideas go back
to the end of the 50s [43,44]) of the history of energetic
nuclear interaction modelling but it is still valid and in
some energy ranges it is the only available choice. The
model is intrinsically a Monte Carlo model, well suited for
numerical applications, while no closed analytical expres-
sion can be derived without severe approximations. In
the energy range going from the pion production thresh-
old (approx. 290 MeV for a free nucleon, down to 200 MeV
for nucleons in nuclei because of the Fermi motion) to
high energies, INC models are widespread tools to describe
hadron–nucleus interactions. At lower energies, a variety
of pre-equilibrium models work very well, with founda-
tions in physics that become increasingly more robust as
the energy decreases, in contrast to those of INC.

In our INC stage, all particles are transported along
semi-classical trajectories that are subject to curvature in
the Coulomb and nuclear potentials. In this way, refrac-
tion and reflection at the nuclear surface are taken into
account, and the Coulomb effects are properly described.
The nuclear potential depths and shapes used for neu-
tral and charged hadrons have been found to have a
strong influence on the results: more details can be found

in [2,8]. A discussion of the assumptions underlying the
INC approach and related references can be found in [26].

The basic assumptions of the fluka INC model can
be summarized as follows:

1. The target nucleus is modelled as a few concentric
spheres of different densities, adapted to reproduce
the experimental density distribution of nuclei;

2. Nucleons in the target nucleus move according to a
density-dependent potential derived from the local
Fermi energy;

3. The projectile impact parameter is selected with
a constant probability over the geometrical cross-
section area;

4. Hadrons propagate like free particles in the nuclear
medium, with interaction probability per unit length
given by free space cross-sections, properly averaged
over the Fermi motion of the target nucleons, times
the local nuclear density; an exception is represented
by photons and pions where the effect of nuclear
medium on the free cross-section in the ∆ region are
taken into account according to [45–47];

5. The particle motion is formulated in a semi-classical
way. It is subject to a mean nuclear potential, and to
the Coulomb potential, which must be added to the
free kinetic energy of the particle as it travels through
the nucleus. The depth of the nuclear field and the
radial profiles depend on the particle and the energy;

6. The effect of the nuclear mean field on the particle
motion produces curved trajectories in a semi-classical
approach, according to energy and momentum conser-
vation, depending on the model. The curvature effects
induced by the nuclear mean field are usually referred
to as refraction and reflection effects;

7. Interactions occur like in free space in the centre of
mass System of the two colliding hadrons. Because of
Fermi motion, obviously, the laboratory frame will not
coincide with the frame where the target nucleon is at
rest, but suitable Lorentz boosts are applied to trans-
form the secondary particles back to the laboratory
frame;

8. Interactions occur in a completely incoherent and
uncorrelated way. No coherence or diffractive effects
among successive interactions are taken into account.
No multi-body or cluster processes are included, with
the exception of muon, pion, and photon absorption;

9. Quantum effects include Pauli blocking, nucleon–
nucleon correlations, fermion anti-symmetrization
and coherence length (for elastic and charge exchange
elementary interactions), and formation zone (for
inelastic ones) effects;

10. Secondaries are treated exactly like primary particles,
with the only difference being that they start their
trajectory already inside the nucleus;

11. Binding energies are calculated from recent nuclear
mass databases [48]. They evolve with the evolution
of the reaction and account at every emission stage
for the proper Q.

It should be emphasized that the typical problems of
INC codes with binding energies and reaction Q’s are
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completely solved in our approach, due to the use of
dynamically changing binding energies.

In the following, we will summarize the implementa-
tion of the assumptions introduced in the fluka model,
such as the required quantum effects and some impor-
tant features related to nuclear physics, such as coales-
cence. We will also briefly discuss some special treatment
of pions, kaons, antinucleons and negative muon capture.
Other stages of the interaction that occur after the INC:
pre-equilibrium, nuclear evaporation, fission and finally
gamma de-excitation will also be described. These aspects
are essential for a reliable prediction of the abundance of
residual nuclei after a reaction.

3.2.3 Nuclear density and Fermi motion

In both stages, INC and pre-equilibrium, the nucleus is
modelled as a sphere with density given by a symmetrized
Woods-Saxon [49] shape for A > 16, and by a harmonic
oscillator shell model for light isotopes (see [50]). A stan-
dard local density approximation Fermi momentum dis-
tribution is implemented in peanut in order to compute
the nucleon mean field:

dN
dk

=
|k|2

2π2
(6)

for k up to a local Fermi momentum kF(r) given by

kF(r) =
(

3π2

2
ρ(r)

) 1
3

. (7)

Densities, and therefore Fermi momenta, are evaluated
separately for protons and neutrons.

3.2.4 Quantum effects

The main quantum effects considered in the INC
and pre-equilibrium stages of fluka include Forma-
tion Zone, Coherence Length and Nucleon–Nucleon anti-
symmetrization. They are essential in reducing hadron re-
interaction rates with respect to naive expectations based
on free hadron–nucleon cross-sections.

3.2.4.1 Pauli blocking. This is a well-known effect due
to the fermionic nature of nucleons: for each energy level
there can be at most four nucleons, namely two protons
and two neutrons, each pair with opposite spin. Thus,
interactions that would result in a nucleon occupying an
already-filled level are not allowed.

3.2.4.2 Formation zone. A simple treatment of the INC
at high energies leads to an overestimation of the com-
puted particle yields whenever the incident energy is
higher than a few GeV. The experimental evidence sug-
gests that a mechanism exists that limits the number
of re-interactions of energetic (fast) particles. The physi-
cal mechanism at work is the so-called “formation zone”.
This concept has a sound theoretical foundation [51,52]
and is analogous to the Landau–Pomeranchuk–Migdal

effect [53,54], which has been carefully verified experimen-
tally. However, an exact derivation would require knowl-
edge of the generated hadron wave functions. In any case,
it is not clear whether it should be applied to the reso-
nances produced by the hadronisation rather than to their
final decay products.

An approximate formula can be derived if one con-
siders that hadrons are composite objects and that the
typical time of the strong interaction is of the order of
1 fm/c. After emerging from an inelastic interaction, it
takes some time for hadrons to “materialise” and be able
to undergo further interactions. This time can be esti-
mated qualitatively by considering a secondary particle
with mass M and momentum components p‖ and pT with
respect to the original projectile direction. After carrying
out a Lorentz transformation to the frame in which the
longitudinal momentum is zero, the uncertainty principle
provides:

t̄ = ∆t ≈ ~
ET

=
~√

p2
T +M2

. (8)

This time interval can be translated into the particle
proper time, τ , and the lab frame time, t, taking care
of the Lorentz dilation among the various frames:

τ =
M

ET
t̄ =

~M
p2
T +M2

(9)

tlab =
Elab

ET
t̄ =

Elab

M
τ =

~Elab

p2
T +M2

. (10)

The time interval in the lab frame can be also expressed
as a function of the particle rapidity, y, by:

tlab = t̄ cosh y =
~√

p2
T +M2

cosh y. (11)

If such an interaction has to take place inside a nucleus,
the condition for having (possible) re-interactions of our
secondary particle can be expressed by:

v · t ≤ RA ≈ r0A
1
3 . (12)

Such an equation can be used to define a critical rapid-
ity above which the particles have no chance of inter-
acting, and in fact “materialise” outside the nucleus.
Inserting typical values for pions into equation (11), ET ≈
0.3 GeV, E ≈ 10 GeV, exemplifies that the formation zone
can easily exceed the radii of heavy nuclei. All this deriva-
tion should be considered as pragmatic theory-inspired
and semi-quantitative approach. It does not attempt to
be a solid theoretical derivation.

Among all the other uncertainties, it is not clear
whether the particle entering the formulae must be the
final one, or rather the “mother” resonance. Neverthe-
less, the concept is very powerful, and excellent agreement
with experimental data has been obtained for hadron–
nucleus and nucleus-nucleus interactions using a universal
scale factor for the formation time as a free parame-
ter [16,52,55]. Indeed, in peanut, the adopted universal
parameter in front of equation (11) is just 1.
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3.2.4.3 Coherence length. Another critical issue is the
“coherence” length after elastic or charge exchange
hadron–nucleon reactions. In analogy to the formation
zone concept, such interactions cannot be localized bet-
ter than the positional uncertainty associated with the
four-momentum transfer of the collision. Re-interactions
occurring at distances shorter than the coherence length
would interfere with each other and, in any case, cannot
be treated as independent interactions on individual nucle-
ons. The coherence length concept is applied in peanut
to the secondaries generated in inelastic, charge exchange,
or, more generally, quasi-two-body interactions, with the
following recipe: given a two-body interaction with four-
momentum transfer q = p1i − p1f , between a particle 1i
and a nucleon 2i with final particles (which could be res-
onances) 1f and 2f the energy transfer seen in a frame
where the particle 2 is at rest is given by:

∆E2 = ν2 =
q · p2i

m2
. (13)

From the uncertainty principle this ∆E2 corresponds to an
indetermination in the proper time given by:∆τ ·∆E2 = ~,
which boosted to the lab frame gives a coherence length:

∆xlab =
p2lab

m2
·∆τ =

p2lab

m2

~
ν2
. (14)

3.2.4.4 Nucleon–Nucleon anti-symmetrization. An
important quantity which can be computed in the Fermi
gas model is the so-called correlation function. Due to
the anti-symmetrization of the fermion’s wave function,
given a nucleon at position ~r in a nucleus with density
ρ0, the probability of finding another alike nucleon at
position ~r ′ is decreased for small values of the distance
r = |~r − ~r ′| by a factor

g(x) = 1− 1
2

[
3
x2

(
sinx
x
− cosx

)]2

(15)

where x = KF ·r, KF is the (local) Fermi momentum, and
the factor 1

2 in front of the parenthesis accounts for the
two possible spin orientations.

3.2.5 Other nuclear effects

3.2.5.1 Coalescence. Emission of energetic light frag-
ments, d, t, 3He, and α through the coalescence mech-
anism is included all along the peanut reaction chain.
Coalescence allows to reproduce the high-energy tail of the
light fragment spectra [56,57]. An example of the deuteron
emission spectrum from protons reactions on Aluminum
at 14.6 GeV/c is shown in Figure 2, together with pions,
protons, and kaons differential production cross-sections,
all compared with experimental data [11]. Double differ-
ential spectra for positive pion production for the same
reactions are shown in Figure 3.

3.2.5.2 Hard core. The strong nuclear interaction
between nucleons includes a short-range repulsive com-
ponent, known as hard core. The radius of this repulsive
core is of the order of 0.5–1 fm. As a result, a hadron that
underwent an h–N interaction cannot re-interact with
another nucleon before exiting from the hardcore zone.

3.2.6 Special cases addressed by the PEANUT model

3.2.6.1 Pions. The modelling of π nucleus interactions
in peanut [2,7,8] in the ∆ resonance region follows the
theoretical approach of Oset and collaborators [45], taking
into account:

– The resonant nature of the π–N interaction, mostly
dominated by the ∆(1232);

– The effect of the nuclear medium on the π–N interac-
tion;

– The possibility of absorption (both s-wave and p-wave)
on two or more nucleons;

– The resonant nature of the pion-nucleus potential,
which is rapidly varying with the pion energy.

3.2.6.2 Kaons. All nuclear effects already present in
peanut are exploited in the fluka implementation. The
initial kaon–nucleon interaction is described by means of
phase shift analysis [58–60]. Isospin relations are used to
link different charge states. Mass differences are taken into
account. K+ and K0 interact weakly with nucleons, only
the elastic and charge-exchange channels are open up to
800 MeV/c (π production threshold). Thus their interac-
tions are easily described and they are a good probe of
the nuclear medium, in particular the Fermi distribution.
Examples of quasi-elastic K+ scattering from nuclei can
be found in [5]. Conversely, a variety of hyperons can be
produced in K− and K̄0–N interactions, with the Σπ and
Λπ channels already open at rest.

3.2.6.3 Negative muon capture. Negative muons coming
to rest are captured on atomic orbitals and can either
decay or be eventually absorbed by the nucleus, via the
weak interaction process µ−+p→ νµ+n embedded how-
ever in the nuclear environment.

Since this process is slow, it is assumed to occur after
the muon has cascaded down to the (muonic) atomic K-
shell. The muonic X-ray de-excitation in this phase is
taken into account in fluka. The slight reduction in the
muon decay rate due to binding is also taken into account.

Muon capture rates are computed following the
Goulard–Primakoff [61] formula. This formula involves
a calculated nuclear effective charge, and Pauli blocking
terms that are determined by fits to experimental data.
The parameters adopted in fluka are those suggested
in [62]. In addition to the single-nucleon reaction described
above, absorption on a nucleon pair is also considered, as
suggested for example in [63]. Single-nucleon absorption
alone would lead to a dramatic underestimation of both
the high-energy tail of the emitted nucleon spectra and the
emitted neutron multiplicity. The two-body mechanism is
in fact the first approximation to a more coherent absorp-
tion description that allows for different energy-sharing
mechanisms. Spectra with different relative probabilities
for two-nucleon absorption are shown in Figure 5 for the
µ− absorption on lead, together with the experimental
data. In fluka, a probability of 20% for two-body absorp-
tion is assumed. Work is in progress for a better estimation
of the two-body probability as a function of the nuclear
mass. Kinematics for two-nucleon absorption is then cal-
culated according to the phase space. The absorption
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Fig. 2. Laboratory rapidity distribution of pions, kaons, pro-
tons and deuterons for 14.6 GeV/c protons on Aluminum.
Please note the long energy/rapidity tail of deuterons which
extends well beyond the evaporation range and which is nicely
reproduced by the coalescence mechanism. Histograms with
dashed areas are peanut calculations and their statistical
errors, and symbols are experimental points [11].

position in the nucleus is sampled as a function of the
nuclear density for single-nucleon interactions and as a
function of the square of the nuclear density for the two-
nucleon mechanism. The model adopted does not attempt
to describe any additional features that are driven by
details of the nuclear structure, as this would go well
beyond the scope of a general-purpose interaction and
transport code. The results in terms of the capture ratio
and the spectra of the emitted particles are more than
satisfactory, as shown in Figure 5 for lead and calcium.

3.2.6.4 Antinucleons. Low-energy anti-nucleons collid-
ing with nucleons undergo elastic, charge exchange, and
annihilation processes. Bendiscioli and Kharzeev [33]
wrote a complete review of available experimental data
on anti-nucleon interactions on nucleons and nuclei.
They also provide parametrizations for the different
cross-sections depending on the energy range. These
parametrizations can be joined together for a smooth
Monte Carlo sampling. The result for the antiproton-
proton system is shown in Figure 6 together with experi-
mental data from [33]. Particle multiplicities and spectra
following annihilation are calculated through the produc-
tion and decay of two or more resonant intermediate states

Fig. 3. Double differential positive pion spectra for the same
reaction as in Figure 2 as a function of transverse mass, for
different rapidity intervals. The spectra are scaled by a factor
of 2. Data from [11]

whose branchings are adjusted to reproduce experimental
multiplicities.

Anti-nucleon interactions on nuclei occur preferen-
tially on peripheral nucleons. Reaction cross-sections are
roughly proportional to the square of the nuclear radius.
In fluka, the annihilation depth is chosen as a function of
the atomic number, the interaction being more and more
peripheral as the nuclear mass increases. Annihilation is
the dominant process up to about 1 GeV/c. Examples of
experimental [33] and simulated reaction cross-sections
are shown in Figure 7.

Final particle spectra and multiplicity are influenced
by final state interactions, in particular by pion absorption
and charge exchange. For instance, the average charged
pion multiplicity following p̄ annihilation at rest decreases
from 3.1 on deuterium to 2.4 on uranium. Examples of
peanut results are shown in Figure 8. In the case of com-
pounds, the relative annihilation probabilities are calcu-
lated following [64] for hydrogenated compounds, and [65]
for other compounds. Satisfactory agreement between
fluka results and experimental data has been published
by the AEGIS collaboration [66].

3.2.7 Pre-equilibrium stage

The INC step goes on until all nucleons are below
50 MeV (with the further specifications discussed before)
and all particles but nucleons (typically pions) have been
emitted or absorbed. At the end of the INC stage a
few particles may have been emitted leaving a so-called
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Fig. 4. Left: double differential laboratory momentum distribution of 31 GeV/c protons on Carbon for various angular inter-
vals (from 0–10 mrad to 360–420 mrad). Dashed histograms: fluka (peanut) results. Symbols: experimental data [12]. Right:
same for negative kaons (from 0–20 mrad to 180–240 mrad).The spectra are scaled by a factor of 2.

Fig. 5. Neutron spectra following negative muon capture on lead (left) and calcium (right). Dots are experimental data from
references [29–32], histograms are fluka calculations. For the case of lead, the three curves correspond to a percentage of 2-body
absorption of 0, 20 and 100% respectively. For the case of calcium, the curve corresponds to a 20% 2-body percentage which is
the value adopted in the code on a phenomenological basis.
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Fig. 6. p̄ p total and partial cross-sections as a function of lab-
oratory momentum. Data (symbols) from [33] and references
therein. Lines are fluka simulations.

Fig. 7. p̄ nucleus reaction cross-section at different momenta
as a function of target mass. Data (symbols) from [33] and
references therein. Lines are fluka simulations.

“compound” nucleus (actually the nucleus is not yet at
all in an equilibrated state and the term “compound” is
somewhat incorrect, but it is in common use). The nuclear
configuration is characterized by:

– the total number of protons, Z0
pre, and neutrons, N0

pre,
of the compound nucleus;

– the number of particle type excitons (nucleons excited
above the Fermi level), np (np = npro + nneu);

– the number of hole-like excitons (holes created in the
Fermi sea by the INC interactions), nh;

Fig. 8. Charged pion multiplicity after p̄ annihilation at rest
as a function of target mass. Data (symbols) from [33] and
references therein. Star symbols are fluka simulations.

– the compound nucleus excitation energy U (U =
√
s−

MN0
pre,Z

0
pre

, where
√
s is the centre of mass energy of

the system);
– the compound nucleus momentum components,
pi comp.

All the above quantities can be derived by properly
counting what occurred during the INC stage and they
represent the input configuration for the pre-equilibrium
stage.

Already in 1966 Griffin [24] described the spectra fol-
lowing nucleon-induced reactions in terms of a “preequi-
librium” model, that is, a transition between the first step
of the reaction and the final thermalization.

Since then, many models have been devel-
oped (see [25] for an exhaustive review). The two
leading approaches (with many different implementa-
tions) are the quantum-mechanical multi-step model [67],
which has a solid theoretical background, but is complex
and entails some difficulties for the description of multiple
nucleon emissions, and the exciton model [24,25,68],
which relies on statistical assumptions.

The exciton formalism employed in peanut follows
that of M. Blann and coworkers [69–72], called the Geom-
etry Dependent Hybrid Model (GDH).

The pre-equilibrium process in the exciton model is
described as a chain of steps, each step corresponding to
a particular configuration of “excitons”, where an exci-
ton can be either a particle above the Fermi surface or a
hole below the Fermi surface. The statistical assumption
underlying the exciton model is that any partitioning of
the excitation energy E among n, n = nh + np, excitons
has the same probability of occurring. The nucleus pro-
ceeds in the chain by nucleon–nucleon collisions, which
increase the number of excitons by two units. The chain
stops and equilibrium is reached when either the exciton
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Fig. 9. Double differential neutron (left) and proton (right) spectra following 90Zr(p,xn), and 90Zr(p,xp) reactions at 160 MeV.
Histograms are peanut calculations for several emission angles (indicated in figure), symbols are experimental data [27,28].
The spectra are scaled by a factor of 2 for (p,xn) and by a factor of 3 for (p,xp).

number n is sufficiently high or the excitation energy is
below any emission threshold.

The initial number of excitons depends on the reaction
type and the cascade history.

At each step, there is a definite probability Px,n(ε) of
emitting a nucleon of type x and energy ε in the con-
tinuum. This probability depends on the exciton config-
uration, the inverse cross-section, and the re-interaction
probability.

The GDH [70,72] formulation includes an impact
parameter dependence on all the position-dependent
quantities entering the model, and it constrains the exci-
ton state density to take into account the variation of
Fermi energy with position. The fluka approach (see [8]
for details) is similar but with a few differences. First of all,
geometry-dependent quantities are no longer averaged as
a function of the impact parameter, but localized, event-
specific, values are used, since the position of the first
interaction is known from INC. This locality is progres-
sively released with an increasing number of excitons by
averaging over increasingly larger fractions of the nucleus.

For the exciton re-interaction rate, nucleon–nucleon
cross-section corrected [73] for Fermi motion and Pauli
principle, have been used. Further corrections connected
to nucleon correlations and to coherence considerations
after scattering events have been introduced when com-
puting the re-interaction rate, for consistency with what is
done in the INC. These corrections proved to be very use-
ful and prevented the need for somewhat arbitrary reduc-
tion factors of the nucleon–nucleon cross-sections, which
were often required in similar models to match the exper-
imental data.

In the exciton model, the angular dependence has to be
somehow added, since it is not intrinsic to formulation. A
non-isotropic angular distribution has been implemented

in peanut, following the fast particle approximation [74],
as implemented by Akkermans et al. [75].

At the end of the pre-equilibrium stage, a true
compound nucleus is left with Zres and Nres, moving
with ~pres, and with excitation energy U . The evapora-
tion/fission/fragmentation stage is then simulated start-
ing from this configuration.

3.2.8 Evaporation/Fragmentation/Fission

Evaporation in fluka is based on the standard
Weisskopf–Ewing formalism [76], which is an application
of the detailed balance principle. A description of the basic
formalism can be found in [8,77]. Over the years, the algo-
rithm has been vastly improved with the addition of

– Improved state density ρ ∝ exp (2
√
aU)/U5/4 where U

is the excitation energy and a the level density constant
– Analytic integration of the emission widths
– Competition with γ emission
– Sub-barrier emission, obtained by modification of the

inverse cross-section:

σxinv = (R+ λ)2 ~ωx
2E

ln
(

1 + exp
(2π(E − VC)

~ωx

))
where VC is the Coulomb barrier, λ the particle-
reduced De Broglie wavelength, and ωx a penetrability
factor that ranges between 2 and 6 MeV, depending on
the particle type

– Emission of heavy fragments up to A ≤ 24

For low-mass residual nuclei (A ≤ 16) the evaporation
is substituted by a phase space Fermi Break-up model
[8,78,79].

Fission is also in competition with evaporation.
The algorithm in fluka [8,77] follows the approach of
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Fig. 10. Fragment mass distribution from 1 GeV protons on
208Pb computed with peanut (dark cyan symbols) and com-
pared with experimental data (red symbols [34]). Experimental
data were actually measured at GSI in reverse kinematics. Also
shown in the figure is the fragment mass distribution after the
cascade stage (green symbols), and after the pre-equilibrium
stage (dark blue symbols). The coloured blobs and the associ-
ated labels show the various processes resulting in the different
ranges of product masses.

Atchison [80], with several recent improvements that will
be described in Section 4.13.

The evaporation/fission stage is of utmost importance
for the correct calculation of residual nuclei. Examples of
the results obtained with fluka are shown in Figures 10
and 11.

3.2.9 Residual nucleus de-excitation

The evaporation stage ends when the nuclear excitation
energy becomes lower than all separation energies for
nucleons and fragments. This residual excitation energy is
then dissipated through a cascade of consecutive photon
emissions until the ground state is reached. The gamma
de-excitation algorithm in fluka proceeds through statis-
tical emission, rotational emission, and transitions among
experimentally known levels, as described in [81].

More recently, the full set of data on nuclear levels and
gammas has been retrieved from the RIPL [82] database
and is exploited in all stages of the reaction chain.

Examples of applications to prompt photon emission
as a monitoring tool for hadron therapy are published in
[6,83].

3.3 Nucleus–nucleus interactions

Reactions initiated by ions are dealt with by different
event generators, depending on the projectile energy. The
code switches gradually between event generators at the
threshold energies.

At the highest energies (up to 1011 GeV/n) and down
to approximately 12.5 GeV/n, fluka calls DPMJET-
III [84–87]. From Fluka2021 on, the latest version, 19.3, of
DPMJET-III [88] is available through an improved inter-
face.

For ions in the few GeV/n energy range and down
to approximately 0.1 GeV/n, fluka uses an interface to

Fig. 11. Fragment mass distribution from 1 GeV protons on
238U computed with peanut (dark cyan symbols) and com-
pared with experimental data (red symbols) [35,36]. Experi-
mental data were actually measured at GSI in reverse kine-
matics.

a modified version of rQMD–2.4 [89,90]. rQMD is a rel-
ativistic quantum molecular dynamics model that can
also be run in intra-nuclear cascade mode. Examples of
fluka results compared with experimental data when
running with the modified RQMD–2.4 model can be found
in [86,91].

The Boltzmann Master Equation (BME [92]) model
has been implemented into fluka to deal with the low-
est energies, below about 150 MeV/n. BME describes the
thermalization of a composite nucleus, created in the com-
plete or incomplete fusion of two ions. The fluka imple-
mentation [93] samples from the results of the numerical
integration of the BME. Complete fusion covers the low-
est impact parameter interval. For more peripheral colli-
sions both a three-body description of the reaction and
a single nucleon break-up/transfer are modelled. For all
event generators, the final de-excitation of the remain-
ing equilibrated nucleus is handled by the fluka evapo-
ration/fission/fragmentation module. Moreover, in recent
years both rQMD and BME have been interfaced with the
peanut pre-equilibrium module [83].

3.4 Transport and interaction of low-energy neutrons

In most fluka applications, neutrons are a very impor-
tant radiation component. For neutron energies above
20 MeV, fluka handles neutron interactions, as for all
other hadronic interactions, with microscopic models.
Below this threshold, the complexity of nuclear physics
requires specialised algorithms. The standard method for
low-energy neutron transport in fluka is a multi-group
algorithm based on publicly available evaluated nuclear
data files. Multi-group transport is a perfect tool for many
applications because it is fast and reliable. Comparisons of
the fluka multi-group transport with experimental data
have been published already in ’90 [94,95]. However, it
requires an estimated spectrum for the group averaging
of the cross-sections and, by definition, does not allow a
direct link between the exact neutron energy and the cor-
responding cross-section/reaction products. Furthermore,
due to the inclusive distribution provided by the data sets,
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energy conservation is only ensured on average and not at
each interaction. A major step forward has been realized
in fluka and made available to the public with the fluka
2021 version: the point-wise fully correlated neutron trans-
port, described in Section 5.2.

3.4.1 Group-wise cross-sections

The multi-group technique, which is widely used in low-
energy neutron transport codes, splits the energy range
of interest into a given number of intervals (“energy
groups”). Elastic and inelastic reactions are not simu-
lated as exclusive processes, but by transfer probabilities
from group to group, forming a so-called “down-scattering
matrix” (up-scattering is also possible in the thermal
energy range). In the fluka neutron cross-section library,
the energy range up to 20 MeV is divided into 260 energy
groups of approximately equal logarithmic width. 31 of
these groups are thermal. The angular probabilities for
neutron scattering are obtained by discretising a P5
Legendre polynomial expansion of the actual scattering
distribution, preserving its first 6 moments. A multi-group
scheme is also used to treat gamma production by low-
energy neutrons (but not gamma transport). There are
42 gamma energy groups in the fluka library, covering
the range from 1 keV up to 50 MeV. The actual energy of
the produced photon is randomly sampled in the energy
interval corresponding to its group, except for a few impor-
tant gamma lines such as the 2.2 MeV capture transition
of deuterium and the 478 keV photon from the 10B(n,α)
reaction. These photons are transported in the same way
as all other photons in fluka, using continuous cross-
sections and an explicit and detailed description of all
their interactions with matter. This allows the produc-
tion of electrons, positrons, and even secondary particles
from photo-nuclear reactions. The recoil protons from the
interactions on the hydrogen and the protons from the
14N(n,p) reaction as well as the α particles from 10B(n,α),
are explicitly produced and transported. No other charged
secondary particles, including fission fragments, are trans-
ported but their kinetic energy is deposited at the point
of interaction (kerma approximation). For most materials,
fluka libraries contain group-dependent information on
residual nuclei produced by low-energy neutron interac-
tions, which can be used for activation studies. The stan-
dard fluka neutron cross-section library includes more
than 250 different materials (natural elements or single
isotopes), selected for their interest in physics, dosimetry,
and accelerator technology. The preparation of the library
involves the use of the NJOY code [96,97] and several ad
hoc programs written to tailor the output to the particular
fluka structure [98]. Hydrogen and carbon cross-sections,
which are of particular importance for the neutron slow-
down, are also available for different types of molecular
binding: free gas, H2O, CH2, and ice for hydrogen, free gas,
and reactor graphite for carbon. For some important ele-
ments (Al, Fe, Cu, Au, W, Pb, Bi) cross-section sets with
different degrees of self-shielding have been included in the
fluka libraries. Some cross-sections are available in the
library at two or three different temperatures, mainly for

simulations of calorimeters with cryogenic media. Doppler
broadening is taken into account.

Point transport was and is available as a user option for
a few isotopes because of their relevance: 1H, 2H, 3He, 4He
and 12C. For the reactions 10B(n,α), 7Li and 14N(n,p)14C,
the α and the proton respectively are explicitly generated.

3.5 EMF

Electro-Magnetic Fluka (EMF) deals with the transport,
interaction and scattering of electrons from 1 keV to
108 TeV and photons from 100 eV to 108 TeV. Photon
atomic interaction cross-section are taken from evaluated
databases (currently EPICS2017 [99], see Sect. 6), or from
specially developed fluka algorithms as it is the case
for Compton [100], bremsstrahlung, and for the Landau–
Pomeranchuk–Migdal effect for both bremsstrahlung and
pair production [4].

The treatment of the photoelectric effect takes into
account the angular distribution of the photo-electrons
in a fully relativistic manner [101]. In addition, fluores-
cence and Auger electron emission are simulated for six
K and L single sub-shells [102,103]. Compton scattering is
described with full consideration of orbital electron motion
and binding, with a shell-by-shell, element-by-element
description of atomic orbitals (see [100] for details).

Photon polarization is considered when modelling pho-
toelectric, Compton and coherent (Rayleigh) interactions.
Accurate sampling of the electron–positron energy and
angular distribution is accounted for when modelling pair
production.

The code inherently distinguishes between electrons
and positrons. As a result, it is able to reproduce specific
differences in their interactions with matter. These include
stopping power, pair production and bremsstrahlung. In
fluka, the latter is treated by combining low-energy
results from Berger and Seltzer [104] for the differential
cross-section data with the analytical high-energy DBMO
theory including Coulomb and Elwert corrections at ener-
gies above 50 MeV. The treatment takes into account the
Landau–Pomeranchuk–Migdal (LPM) [53,54] and Ter–
Mikaelyan [105] (soft photon suppression polarization)
effects.

Photon–nuclear interactions, including giant reso-
nance, quasi-deuteron, and resonance interactions as well
as virtual photon–nuclear interactions originating from
electrons, positrons, high-energy hadrons, and muons, are
implemented from the threshold up to approximately
100 EeV [102]. More details on the implementation of the
photon–nuclear interactions are given in the following sec-
tions. These interactions have recently been thoroughly
revised and improved.

Optical photons can be generated and transported.
Optical properties of materials have to be provided by the
user, as well as emission spectra and intensities of scintil-
lation light. Cherenkov photons are generated according
to the standard emission law. Transport includes coherent
scattering, absorption, reflection, and refraction on bound-
aries. Transport time is calculated and recorded. Examples
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of fluka performances in optical photon applications can
be found in [106,107].

Electromagnetic products of nuclear interactions are
also explicitly treated by EMF since it is fully coupled to
the hadronic interaction models.

3.6 Charged particle transport

The transport of charged particles includes continuous
energy loss, energy loss straggling, δ-ray production and
multiple Coulomb scattering [4,83,108], fully integrated
with transport in a magnetic field when requested.

3.6.1 Ionization losses

The most important atomic processes that charged parti-
cles undergo during their passage through a medium are
related to Coulomb scattering, both with the nuclei and
with the electrons. Interactions with the latter give rise
to electronic stopping power, which is the dominant pro-
cess for particle energy loss down to very low energies,
resulting in the characteristic shape of the depth-dose
profile for charged particles heavier than electrons with
the Bragg peak at the end. The energy loss of charged
particles is usually expressed as the mean energy loss
per unit path length and the corresponding fluctuations
around the mean. In fluka the electronic stopping power
for heavy particles is calculated based on an improved
Bethe-Bloch formalism including higher-order corrections
[109–113], starting from 1 keV energies up to the max-
imum energies supported by fluka. Approximate trans-
port of particles below the energy cut-off is also performed
according to their residual range.

A description of the implementation in fluka of the
electronic stopping power and associated fluctuations for
particles heavier than electrons can be found in [83,114].
Here a few reminders are given, together with a focus
on the practical implementation of the Mott correction,
which is important for medium-heavy nuclei.

The formula for the average, unrestricted, energy loss
of particles much heavier than electrons and with charge
z, can be expressed by:
(

dE

dx

)

0

=
2πner

2
emec

2z2
eff

β2

[
ln

(
2mec

2β2Tmax

I2 (1− β2)

)
− 2β2

+2zL1 (β) + 2z2L2 (β) +MC (z, β)

−2
C (β)

Z
− δ (β)

]
(16)

for spin 0 particles and by a corresponding expression for
spin 1

2 particles.
β is the projectile velocity relative to the speed of light,

ne is the target material electron density (ne = ρNAvZ
A

for a given element), I its mean excitation energy, M is
the projectile mass, γ = 1√

1−β2
, Ti = (γ − 1)Mc2, pi =

βγMc2, are the projectile kinetic energy and momentum,
and Tmax is the maximum energy transfer to a stationary
electron, which is dictated by kinematics and given by (

√
s

Fig. 12. Neutrino Charged Current (ν CC) interaction cross-
section on nucleon as a function of neutrino energy. Data at
sub-TeV energies are νµ CC from [37]. Data and band at the
highest energies are from the IceCube experiment, [38,39], aver-
aged over νµ and ν̄µ. Lines are simulations from fluka: black
νµ, red 0.5(νµ+ ν̄µ). On the right, σ/Eν . Bottom, zoomed view
of the high-energy part, σ not divided by ν energy.

is the centre-of-mass energy):

Tmax =
2mec

4p2
i

s
=

2mec
2β2γ2

1 + 2γme
M +

(
me
M

)2 . (17)

The terms δ, C/Z, L1, L2, and MC are all corrections
to the Bethe-Bloch formalism. The “density correction”
δ, and the shell correction C, which are important at
high and low energy respectively, will not be discussed
further. The reader can refer to the extensive literature
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about these corrections, and to references [83,114] for
details about the fluka implementation.

zeff is the projectile “effective charge” which takes into
account the partial neutralization of the projectile charge
z when its velocity is not much larger than those of the
atomic electrons, the fluka implementation is briefly dis-
cussed in [4,83], as well as the implementation of the z3,
Barkas [115], and z4, Bloch [112], corrections (indicated
by L1 and L2).

The expression for the restricted energy loss of parti-
cles much heavier than electrons and charge z, with energy
transfers to atomic electrons restricted at Tδ, is given by:
(

dE

dx

)

0Tδ

=
2πner2

emec2z2
eff

β2

[
ln

(
2mec2β2Tδ

I2 (1− β2)

)
− β2

(
1 +

Tδ

Tmax

)

+2zL1 (β) + 2z2L2 (β) +MC (z, β)Tδ − 2
C (β)

Z
− δ (β)

]

(18)

for spin 0 particles and by a corresponding expression for
spin 1/2 particles.

The Mott correction is applied as a parameterized
factor in fluka based on offline calculations [114], to
yield the appropriate stopping power factor based on the
relationship between Mott and Bethe differential cross-
section (dσM

dε and dσB
dε , respectively)

MC (z, β) ∝
∫ (

dσM
dε
− dσB

dε

)
εdε (19)

where ε is the transferred energy. Secondary electron pro-
duction spectra and energy loss fluctuations are corrected
as well. Overall, straggling in fluka simulations, using the
Mott cross-section, was verified to be within the intervals
of measured variances for various combinations of rela-
tivistic ions and targets as measured in [116].

The contributions of radiative losses for positrons
and electrons due to photons below the threshold for
explicit production are computed consistently with the
bremsstrahlung data, accounting for the Ter-Mikaelyan
and LPM corrections when required. This contribution is
added to the continuous losses due to ionization.

3.6.2 Ionization fluctuations

Ionization fluctuations are reproduced with a fluka-
specific algorithm, which represents an alternative imple-
mentation with respect to the Landau-Vavilov distri-
bution [117]. The fluka algorithm exploits statistical
properties of cumulants of distributions, particularly the
cumulants of the distribution of Poisson distributed vari-
ables, applied to elementary charged hadrons, ions and
leptons [4].

For a given particle and known energy, step length,
and secondary electrons, δ, explicit production threshold
combination, the cumulants of the energy loss distribution
can be computed starting from those of the δ production
cross-section. The problem is then reduced to sampling
from a distribution with given cumulants/moments. In
fluka, this is solved via the expansions given in [118],
for transforming a Gaussian random variate into a vari-
ate of given cumulants, up to the 6th order. This model

can be applied for discrete losses below a predetermined
δ-ray production threshold, taking into account the latter
production cross-sections as well as the effect of Mott cor-
rections, matching the average restricted stopping power.
Distant collision fluctuations [119] can be included in the
same formalism [4]

3.6.3 Multiple Coulomb Scattering

The transport of charged particles in fluka features an
original implementation of multiple scattering, based on
the Molière theory of Multiple Coulomb Scattering [108].
It is characterized by a “condensed history” approach
which optimizes computation time since it does not sample
all interactions individually and also accounts for correla-
tions between the final step angular distribution, lateral
deflections (average/second moment), path-length correc-
tions and its variance. This methodology greatly enhanced
the accuracy of energy deposition/track-length scoring
over a single step, further complementing the automatic
energy deposition apportioning algorithm of fluka.

A rejection technique is used to apply nuclear form
factors and spin-relativistic corrections at the 1st or 2nd

Born approximation level [108]. Additionally, it includes
the Fano correction for charged hadrons and muon multi-
ple scattering [122].

Optionally, a Single Scattering method can be acti-
vated albeit with a CPU penalty [3]. It consists of an
algorithm based on the Mott formula with a screening
factor consistent with Molière’s theory implementation in
fluka. It is also capable of reproducing electron back-
scattering and energy deposition in very thin material lay-
ers where Molière theory does not apply.

3.7 Neutrino interactions

fluka has its own neutrino interaction generator,
that embeds the basic neutrino–nucleon interaction in
the peanut nuclear environment. Quasi-elastic neutrino
interactions are sampled according to the formalism
in [133], accounting for the mass of the produced lepton.
Validation of the algorithm and of the Fermi motion as
implemented in peanut is described in an experimental
paper about neutrino interactions in liquid argon [134].
At higher energies, the resonant and deep inelastic scat-
tering (DIS) channels open. The production of ∆ reso-
nances is modelled following Rein–Sehgal [135]. No other
resonance is considered. Care is taken to avoid double-
counting with the non-resonant DIS channel, with a linear
decrease (increase) of the resonance (DIS) probability as a
function of the mass of the intermediate hadronic system.

The (anti)neutrino-nucleon DIS generator, called
NUNDIS, is described in references [136,137]. The
NUNDIS package treats neutral current (NC) and charged
current (CC) DIS interactions for neutrinos and antineu-
trinos incident on protons and neutrons, based on stan-
dard Parton Distribution Function (PDF) sets, in the
energy range from threshold to at least 10 TeV. It sam-
ples the energy of the outgoing lepton, its angle and (for
CC) the polarization. It also returns a set of variables to
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the peanut model, including the squared four-momentum
transfer, Q2, the squared mass of the hadronic sys-
tem, W 2, and the flavour of the partons entering and
leaving the interaction. Based on these variables, the
fluka hadronization then proceeds to the creation of the
hadrons, and then the standard peanut mechanisms take
care of their propagation and, possibly, of the final state
interactions in the target nucleus.

At present, NUNDIS adopts the GRV98 [138] PDF
set in the NLO (DIS) version. The Extrapolation from
Q2 = 1 GeV2 to Q2 = 0 has recently been improved by
adopting the formulation of Bertini et al. [139].

NUNDIS predictions in terms of total cross-section
agree very well with available experimental data, even
at the highest energies where there is no longer a lin-
ear dependence with the neutrino energy, as shown in
Figure 12.

The output from the sampling of DIS events, at parton
level, is passed to the hadronization package of fluka, to
be treated in the same way as for hadron–hadron interac-
tions. Thus, neutrino events profit from the original fluka
treatment of low-mass chains, which allows for accurately
reproducing low-DIS events (see [6]), of particular interest
for the next generation neutrino oscillation experiments.

Initial state effects (essentially Fermi motion) and final
state effects are simulated in the peanut framework.

NUNDIS was able to accurately reproduce event rates
and topologies in the ICARUS experiment at Gran Sasso
as in [140]. The unique capability of fluka to describe
gamma de-excitation after neutrino interaction is demon-
strated in the analysis of low-energy events in the liquid
argon detector ArgoNeuT [141].

3.8 Online evolution of activity and dose

Both PEANUT and the low-energy neutron algorithm
provide information about residual nuclei. fluka allows
the user to calculate online the time evolution of radioac-
tivity and to propagate radiation products at selected
times after the irradiation. “Online” refers here to the
same run used for the prompt simulation. The advantage
with respect to commonly used two-step methods, where
the residual nuclei distribution is stored and subsequently
transmitted to an evolution code, is both the easiness of
use and the fact the exact spatial distribution of the resid-
ual nuclei is retained.

The time evolution of radioactive isotopes is cal-
culated analytically with an algebraic solution of the
Bateman [142] equations that incorporate decay and
build-up during and after irradiation [143]. Up to seven
different decay branching ratios for each isotope are
included in the decay tree. 51 different decay modes are
supported, including all those with delayed particles, like
β−n. Known isomeric states are included in the evolution.

The generation and transport of decay radiation is pos-
sible. A dedicated database of decay emissions has been
created using mostly information from NNDC [144], some-
times supplemented by additional data, and checked for
consistency. Emitted and transported products include γ,
α, β±, X-ray conversion, and Auger electrons. Decay prod-

ucts are not correlated, meaning that, for instance, an α
transition to level i in the daughter nucleus could be fol-
lowed by γ rays competing to level j. However, in all cases,
the primary transition is correctly sampled and never dou-
bly counted. Particular care is taken in the simulation of β
spectra, with the inclusion of Coulomb, recoil, and screen-
ing corrections.

The user can specify arbitrarily complex irradiation
profiles with multiple intensities and time intervals, as
well as multiple cooling times at which the various quan-
tities are to be evaluated. The user can even choose to
assign different material compositions to selected regions
for immediate and delayed radiation transport.

4 Recent developments in the hadronic
interaction models

4.1 Colour transparency

The observed hadron–nucleon cross-section, σhN , is just
the average of the cross-sections corresponding to all pos-
sible (quark) configurations of the incoming hadron.

Considering the incoming hadron as a colour dipole (q-
qbar for mesons, q-qq for baryons), and with some
hypotheses on the distribution of spatial configurations,
P (ρ2), with the constraint

∫
dρ2P (ρ2) = σhN , a fluctuat-

ing σ can be used within the Glauber formalism.
Recalling equation (5) in Section 3.2.1, in the Glauber

formalism, the absorption (particle production) cross-
section can be written as σhA abs(s) ≡

∫
d2~b µhA abs(~b, s).

Let us introduce the thickness function for non-elastic
reactions, Trj , where ρj is the density distribution for
the jth target nucleon, Trj(~b, s) is the amount of nuclear
matter seen by the incident hadron traveling along the
impact parameter ~b, when folded with its profile function,
κhN (~b, s).

Trj(b) =

∫ +∞

−∞
dz

∫
d
2
~s ρj(

√
z2 + s2) κhN j(

√
b2 + s2 − 2bs cosφ)

=

∫ +∞

−∞
dz

∫
d
2
~s
′
ρj(
√
z2 + b2 + s′2 − 2bs′ cosφ) κhN j(s

′
).

Assuming that ρj does not depend on the nucleon index
and that σhn r = σhp r ≡ σhN r, the µ factor defined in
equation (5) becomes:

µhA abs(b) = 1− [1− σhN rTr(b)]
A

=
A∑
ν=1

(
A
ν

)
[σhN rTr(b)]

ν [1− σhNTr(b)]A−ν .

Since σhNrTr(b) is the probability of getting one specific
nucleon hit and there are A possible trials, this is exactly
the binomial distribution for getting ν out of A trials.

The Glauber formalism should be further developed
including the so-called inelastic screening correction [145,
146]. This correction arises because the Glauber expres-
sion for the scattering amplitude contains only contribu-
tions from elastic hadron–nucleon scattering. There are
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Fig. 13. Multiplicity distributions of negative particles for
250 GeV/c K+ on Al and Au. K+ Al: blue symbols with error
bars, experimental data NA22 [40]; blue histogram: fluka sim-
ulation with cross-section fluctuations (see Sect. 4.1); cyan
histogram: fluka simulation without cross-section fluctua-
tions. K+ Au: red symbols with error bars: exp. data NA22
experiment [40]; red histogram: fluka simulation with cross-
section fluctuations; orange histogram: fluka simulation with-
out cross-section fluctuations. Please note that the average
multiplicities are approximately equal with and without cross-
section fluctuations.

additional contributions in second and higher-order dia-
grams from intermediate states in which the incoming
hadron is diffractively excited on one target nucleon, and
reverts to its ground state in a later interaction.

Introducing cross-section fluctuations into the Glauber
formalism corresponds to substituting:

〈µhA abs(b)〉 ≈ 1− [1− 〈σhN r〉Tr(b)]A

=
A∑
ν=1

(
A
ν

)
[〈σhN r〉Tr(b)]ν

[1− 〈σhNr〉Tr(b)]A−ν

with:

〈µhA abs(b)〉 =
〈

1− [1− σhN rTr(b)]
A
〉

=

〈
A∑
ν=1

(
A
ν

)
[σhN rTr(b)]

ν

[1− σhNrTr(b)]A−ν
〉

where now the proper expression averaging is used instead
of using the average (observed) cross-section, 〈σhN r〉, into
the µabs expression.

This approach is often referred to in the literature as
colour transparency. It automatically takes into account

Fig. 14. Negative (lower X-axis, left Y -axis, cyan and blue
histograms) and “fast” charged particle (upper X-axis, right
Y -axis, orange and red histograms) multiplicity distributions
for 7 TeV protons on Tungsten. fluka results without (cyan
and orange), and with (dark blue and red) cross-section fluc-
tuations. The average multiplicities are very similar in the two
cases.

the first-order inelastic screening correction to the Glauber
formalism, thus allowing the calculation of reliable cross-
sections from 1 GeV up to cosmic ray energies. The prac-
tical implementation in peanut is rather complex, since
the configuration changes on a timescale of approximately
1 fm/s proper time, i.e. up to 10–20 GeV, for heavy nuclei,
σ can fluctuate within the width of the target nucleus.

As well as being essential for the accurate evaluation
of hadron–nucleus cross-sections, colour transparency also
affects the particle multiplicity distributions. In particu-
lar, the spread of the multiplicity distributions becomes
significantly larger, and longer tails appear at large mul-
tiplicities, especially for heavy targets.

Two examples of the effect of the cross-section fluctua-
tion implementation are shown in Figures 13 and 14. In the
former, the measured negative particle multiplicity distri-
butions for 250 GeV K+ on aluminium and gold [40] are
compared with peanut predictions with and without the
colour transparency algorithm enabled. The latter shows
the calculated fast and negative particle multiplicity dis-
tributions for 7 TeV protons on tungsten, again with and
without the colour transparency algorithm.

4.2 Improved hadron–nucleus cross-sections

Many problems related to cosmic ray propagation and
interactions have been studied with fluka, among
them [147–151].

To handle very high-energy cosmic rays, the code must
include accurate cross-sections for nuclear interactions up
to energies of the order of 1020 eV.
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Fig. 15. fluka (peanut) computed proton on carbon
total (red), non-elastic (blue), and particle production (black)
cross-sections compared with experimental data [120,121] for
proton and neutron interactions (symbols). The difference
between the non-elastic and particle production cross-sections
is the quasi-elastic contribution.

Significant extensions to the Gribov-Glauber high-
energy collision model in peanut now allow first-
principles calculation of quasi-elastic (QE, see Eq. (4))
and particle-production hadron–nucleus cross-sections,
once the hadron–nucleon scattering amplitudes are
known. These extensions include the colour transparency
algorithm described in the previous section and other
refinements necessary to make the model applicable up to
the highest cosmic range energies. fluka (peanut) pre-
dictions for proton–carbon and proton–lead cross-sections
are compared with experimental data in Figures 15 and 16.
Calculated particle-production cross-sections for proton-
air are shown together with experimental data from CR
experiments up to 1019 eV in Figure 17. The agreement
with the most recent measurements is particularly good.

From Fluka2023 onwards, the old high-energy param-
eterizations developed by the Leipzig group in the 1980s
have been replaced by the peanut-calculated QE and par-
ticle production cross-sections for all hadron–nucleus com-
binations.

4.3 New hadronization model

Several experiments, including some very recent ones, have
measured surprisingly large yields of ρ0 mesons in both
pion–nucleon and pion–nucleus interactions, especially in
the forward region (see [153] for a review and discussion).

In addition, the ratio of the ρ0/ω/π0 mesons that share
the same quark composition is measured to be strongly
dependent on the velocity/Feynman xF. Such a result is in

Fig. 16. fluka (peanut) computed proton on lead total (red),
non-elastic (blue), and particle production (black) cross-
sections compared with experimental data [120,121] for proton
and neutron interactions (symbols). The difference between the
non-elastic and particle production cross-sections is the quasi-
elastic contribution.

Fig. 17. fluka (peanut) computed proton-Air “particle pro-
duction” cross-sections (red line) compared with experimental
data [123–132] (symbols) from Cosmic Ray experiments up to
1019 eV.

contradiction to a critical assumption of all hadronization
models that have been used so far in hadronic interaction
codes, the so-called chain universality. This result is not
only surprising, but also important for very energetic cos-
mic rays, since it implies a deep reassessment of hadroniza-
tion assumptions for hadron projectiles. Indeed, a leading
ρ0 instead of π0 can slow down the EM fraction increase
in air showers (the ρ0 decays into two charged pions
instead of two photons) and thus increase the hadronic
and muon content of the resulting showers. This process
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Fig. 18. Feynman XF distribution of ρ0 (green), ω (blue), and π0 (red) for 250 GeV/c pions on Hydrogen, computed with the
previous standard fluka hadronization (left), and with the improved model (right). Symbols: experimental data as measured
by the NA22 experiment [152]. Note that with the standard hadronization ρ0 (green), ω (blue), and π0 distributions before
resonance decays are supposed to be the same, just scaled for branching and spin multiplicity factors. The π0 distribution is
then further fed by higher resonance decays.

is also important for calorimeters because it can affect the
e/h ratio. This is a critical parameter in determining the
compensation characteristics of a detector and ultimately
its energy resolution.

The observation that, contrary to expectations, the
universality of jet hadronization does not hold in soft
physics is also evident at much higher energies, such as
those probed by the LHC experiments.

Most of the assumptions about hadronization have
their origin in the observation of hadron production
in e+e− colliders. However, a fundamental difference in
hadronic collisions is that the projectile and the tar-
get (anti)quarks are valence quarks, rather than sea
quarks, and as such they carry quantum numbers that
are different from those in the vacuum, in particular the
isospin. Therefore, it is not unreasonable to assume that
the hadronization of chain ends containing valence quarks
may be somewhat different from that of pure sea quarks,
especially for hadrons that differ in their isospin, such as
ρ0 and ω.

Figures 18 and 19 show the effect of the modifications
for 250 GeV/c positive pions on hydrogen and 158 GeV/c
negative pions on carbon. The right-hand plots show
the “old” hadronization results, where the “standard”
assumption of fixed ratios between ρ0/ω/π0 mesons is
used. In the left-hand plots, these ratios are assumed to
be different when valence quarks are involved, while still
preserving exactly all isospin symmetries. The improve-
ment in the ρ0 and ω production compared to experimen-
tal data [152,153] is striking.

This improvement can still be seen in the inclusive
positive particle, negative particle, and π0 distributions
after resonance decays as shown in Figure 20.

Finally, an example of the present performances of the
fluka hadronic models at higher energies is presented
in Figures 21 and 22 for proton-proton collisions at

√
s =

31 GeV (Elab ≈ 512 GeV) and 62 GeV (Elab ≈ 2050 GeV).

4.4 Improvements at intermediate energies

A number of refinements have been introduced into
the hadron–nucleon resonance model, which is used
to describe the interactions above the pion production
threshold and below the 3–5 GeV/c limit. In particular,
the width of the different resonances is no longer a fixed
value but rather depends on the actual mass and spin
of the resonance. This leads, especially for energies close
to the pion production threshold, to significant improve-
ments in the description of pion production in the energy
range of the resonance model. It is also crucial for the cor-
rect description of photo-nuclear interactions, where the
actual shape of the ρ0 resonance (a rather broad reso-
nance) plays a key role. An example of these improvements
can be seen in Figures 23 and 24, which show the posi-
tive pion production for protons on proton and carbon,
respectively, at 585 MeV.

4.5 High-energy: DPMJET-III-19.3

The DPMJET event generator comprises three stages.
For Elab > 5 GeV, hadron–nucleon interactions are
managed by the PHOJET event generator [165,166],
making DPMJET events and cross-sections identical to
PHOJET’s in these instances. The hadronization of colour
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Fig. 19. Feynman XF distribution of ρ0 (green), and ω (blue), for 158 GeV/c negative pions on carbon, computed with the
previous standard fluka hadronization (left), and with the improved model (right). Symbols: experimental data as measured
by the NA61 experiment [153]. Note that the plotted quantity is XF dN/dXF and therefore the spectra are weighted by the
particle energy.

Fig. 20. Feynman XF inclusive distributions of positive particles (green), negative ones (blue), and π0 (red) for 250 GeV/c
pions on Hydrogen, computed with the previous standard fluka hadronization (left), and with the improved model (right).
Symbols: experimental data as measured by the NA22 experiment [154]. The spectra are scaled by a factor of 2.

strings is handled by the Lund String Fragmentation
model from PYTHIA 6 [167]. The DPMJET frame-
work employs these two codes for modelling nuclear phe-
nomenology, which shares many common points with
peanut, such as the Glauber–Gribov approximation
or the formation zone intranuclear cascade. DPMJET,
along with peanut, is one of the few event generators
capable of simulating photo-nuclear interactions at high
energies [168].

The main differences between peanut and DPMJET
for hadron–hadron interactions are the models of mini-
jets and multi-parton interactions (MPI), which become
important at

√
s> a few hundred GeV (fluka switches

to DPMJET at Elab > 15 TeV for hadron–hadron and
hadron–nucleus collisions). While DPMJET explicitly
simulates INC, it does so in a simplified way, with-
out the extra ingredients that distinguish peanut GINC
from classical INC, in particular, multibody processes,
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Fig. 21. Invariant cross-section of negative particles com-
puted and measured [155] at ISR for proton–proton collisions
at
√
s = 31 GeV as a function of the transverse momentum for

different rapidity intervals. The range of the rapidity intervals
is indicated in the figure. The spectra are scaled by a factor
of 2.

refraction and reflection, coherence zone, nucleon anti-
correlations, and radial and energy-dependent nuclear
densities and potentials. These limitations and the
absence of a pre-equilibrium step are not critical at ener-
gies above a few tens of GeV due to limited intra-nuclear
cascading. More importantly, it also lacks a framework to
dissipate the excitation energy of the nuclear remnants.
Therefore, the fluka evaporation modules handle this
final de-excitation stage.

Following the availability of LHC minimum bias mea-
surements, DPMJET-III version 3.0-6, distributed with
fluka, was significantly updated and re-tuned to incor-
porate new LHC data [84,169]. Key changes include:

1. Internal cross-section tables are now computed for each
projectile-nucleon combination on demand. The fun-
damental combinations with available measurements
are proton-(anti-)proton, neutron-proton, pion-proton,
and kaon-proton, including their charge conjugates.
For less abundant projectiles, the cross-section tables
are identical to one of these combinations; however,
the valence quark content is swapped.

2. The charged particle multiplicity distributions were
underestimated at LHC energies and corrected by
extending the probability distributions for MPI.
This change necessitated adjusting the minijet cross-

Fig. 22. Invariant cross-section of positive particles computed
and measured [155] at ISR for proton–proton collisions at√
s = 62 GeV as a function of the transverse momentum for

different rapidity intervals. The range of the rapidity intervals
is indicated in the figure. The spectra are scaled by a factor
of 2.

section’s energy dependence and moderately retuning
the model parameters.

3. The parton distribution functions (PDFs), from which
sea flavours are sampled in the minijet model and
which are used for the calculation of the hard cross-
section, have been updated from GRV98 [138] to CT14
LO [170]. Along with the multiplicity correction, this
change required a readjustment of the perturbative
cutoff parameter p⊥,cut(

√
s) and motivated further

parameter retuning.
4. Minor changes included code cleanup, the migration

from PYTHIA 6.1 to 6.4 [167] for hadronization.

A more detailed view of these changes is given in the
following sections.

4.5.1 Updated interaction cross-sections

The hadron interaction cross-sections are calculated
within the PHOJET event generator, and DPMJET
accesses those for further calculations of the nuclear cross-
sections using the Glauber-Gribov approximation. The
cross-section fit closely follows the procedure described in
Section 5 and Appendix A of reference [165]. DPMJET
defines amplitudes for exchanges of a single soft Pomeron,
a Reggeon, a hard Pomeron, and for high-mass diffrac-
tion, a Triple-Pomeron and a Loop-Pomeron. Low-mass
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Fig. 23. Double differential production cross-section of positive pions, for 585 MeV protons on Hydrogen. Energy spectra at
5 different laboratory angles, 22.5◦ (green), 45◦ (blue), 60◦ (cyan), 90◦ (purple) and 135◦ (gold). The spectra are scaled by a
factor of 3. The right plot is with the latest fluka improvements, the left one with previous versions. Symbols: experimental
data as measured in [156].

diffraction is implemented using a two-channel Good-
Walker paradigm [171] with one generic excited state.
These amplitudes are unitarized following the Eikonal
approximation. The rise of the cross-sections as a function
of s is attributed to the slope of the super-critical Pomeron
∆P = α(t = 0)− 1 > 0, which is universal across different
hadron types. Therefore, the high-energy behaviour can
be derived from the proton–proton and proton-antiproton
data. The fit is shown in Figure 25. Whereas the old
DPMJET had a change of slope around Tevatron ener-
gies, the new DPMJET demonstrates a clean power-law
dependence, constrained by data from the LHC. The
hadron–proton and hadron–neutron cross-sections, shown
in Figure 26, share most parameters with the proton pro-
jectiles. Fitting just the pomeron-particle coupling gP,0
and the reggeon-particle coupling gR,0 on the non-proton
side plus the Reggeon intercept αR turned out to be suffi-
cient in most cases. We noticed that the elastic slope bela

at LHC energies cannot be well fitted together irrespective
of parameter choices.

4.5.2 Changes to the hard cross-section and the multiplicity
distributions

In early comparisons with LHC data, it became clear that
events with very high multiplicities were missing in DPM-
JET. After a lengthy technical investigation, the main rea-
son was identified as an artificial eikonal series truncation
in multiple cut tables within the cross-section routines
of PHOJET. The extension of the tables resulted in the
contrary problem of too high multiplicity of the present
cross-section model at

√
s above 1 TeV and required

adjustments of the hard cross-section and some minor
parameter tuning. Figure 27 shows the new energy depen-

dence of soft and hard pomeron cuts, as well as the impact
of the choice of the p⊥-cutoff on the charged particle mul-
tiplicity distribution, which enters the integration bound-
aries for the hard cross-section calculation, expressed as
the sum of lowest-order perturbative QCD parton-parton
cross-sections:

σQCD =
∑
i,j,k,l

1
1 + δkl

∫
dx1 dx2

∫
Qmin∝pcutoff

⊥

dQ2 (20)

× fi(x1, Q
2) fj(x2, Q

2)
dσi,j→k,l

dQ2
,

where x1, x2 are the longitudinal momentum fractions of
the incoming partons i, j, Q the virtuality or the momen-
tum transfer of the process, σi,j→k,l the leading-order
QCD matrix elements, and fi, fj the density (PDFs) of
flavour i partons in the incoming particle on side 1 and j
for the other particle, respectively.

As they were no longer updated with the latest data,
the default GRV98 [138] parton distribution functions
were replaced with more recent CT14 LO [170] PDFs.
Note that in simulations of minimum-bias events or parti-
cle cascades, the exact choice of PDFs has little effect com-
pared to simulations of high-p⊥ jets, for example. What
matters more is consistent small x behaviour, i.e. the par-
ton densities must not become negative or diverge, and
good performance at low and high values of Q. Since the
hard cross-section is defined by the value of the integral
in equation (20) above a specific cutoff, there are no addi-
tional free parameters. The differences between different
PDFs or cutoff behaviours are, therefore, absorbed by the
other free parameters of the model in the cross-section fit
discussed in the previous subsection.



F. Ballarini et al.: EPJ Nuclear Sci. Technol. 10, 16 (2024) 23

Fig. 24. Double differential production cross-section of positive pions, for 585 MeV protons on Carbon. Energy spectra at 5
different laboratory angles, 22.5◦ (green), 45◦ (blue), 60◦ (cyan), 90◦ (purple) and 135◦ (gold). The spectra are scaled by a
factor of 3. The right plot is with the latest fluka improvements, the left with previous versions. Symbols: experimental data
as measured in [156].

Fig. 25. Proton–proton and proton–antiproton interaction cross-sections in DPMJET-III-19.3 (solid curves) and the previous
DPMJET model (dashed curves). The data points are taken from a compilation [157] and the LHC experiments [158–162].
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Fig. 26. Hadron–proton and hadron–neutron total cross-sections in DPMJET-III-19.3. The data points are taken from a
compilation [157].

To improve the compatibility with LHC data and pre-
serve the convergence of the cross-section model, we have
chosen a dipole-model-inspired energy dependence [172] of
the cutoff parameter:

pcutoff
T (s) = 2 GeV/c

(√
s+ 400 GeV
200 GeV

)0.19

. (21)

Using this setup, the cross-section calculation is numer-
ically stable for

√
s ' 200 TeV, enabling the calculation

for Ultra-High-Energy Cosmic Ray showers with energies
up to 100 EeV. Different combinations of parameters were
tested against the majority of minimum-bias data avail-
able until 2016, and a less steep increase of the hard
cross-section was favored compared to the older version
of DPMJET.

A comparison with ATLAS multiplicity distributions
measured in pp collisions at 900 GeV and 7 TeV is shown
in the upper panels of Figure 28 for different phase-space

regions. While no data for energies above 7 TeV have been
used for tuning, the good description is retained at 8 and
13 TeV (see lower panels in Fig. 28), particularly for lower
and medium event multiplicities.

For proton–nucleus and nucleus–nucleus collisions at
LHC energies, the majority of the available data is taken
at mid-rapidities, which has a moderate impact on calcu-
lations of particle cascades or energy deposition profiles.
Since the proton–proton cross-section acts as input to the
Glauber calculations, it will result in a small change to
the production cross-sections. As shown in the proton-lead
pseudorapidity density in Figure 29, the recent DPMJET
has a better description of ALICE data.

4.6 Deuteron pre-formation

The coalescence mechanism is very effective in reproduc-
ing the emission of light fragments at projectile energies
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Fig. 27. Distribution of the number of soft and hard pomeron
cuts in the old vs. new DPMJET versions (top) and the result-
ing multiplicity distribution in pseudorapidity bins, compared
to an ATLAS measurement at 7 TeV [163] (bottom). The
dependence on the choice of pcutoff

T is demonstrated using two
scenarios: a 15% higher and a 20% lower cutoff value at 7 TeV.
A lower cutoff corresponds to a larger hard cross-section, and
hence more MPI, given a fixed inelastic cross-section.

in excess of a few tens of MeV. However, at lower ener-
gies, coalescence fails to reproduce the observed (p/n,d)
reaction cross-sections, particularly on light targets. This
is not surprising since the probability of emitting sequen-
tially a proton and a neutron which could coalesce in a
deuteron when close to threshold is very reduced. A very
effective mechanism for overcoming this issue is to assume
that when a proton–neutron first interaction occurs, there
is a definite probability that the two outgoing nucleons
continue as a deuteron which will propagate and pos-
sibly emerge as such in the following cascade or pre-

equilibrium evolution of the reaction. Figure 30 illustrates
the improvement due to deuteron pre-formation when
applied to the 12C(p,x)11C and 16O(p,x)15O reactions.

4.7 Advanced Fermi break-up

Statistical evaporation of excited low-mass fragments is
unsuitable due to the relatively few, widely spaced lev-
els. Therefore, fluka makes use of an alternative de-
excitation mechanism for these light (typically A ≤ 16)
residual nuclei, the Fermi Break-up model [78,79]. In the
Fermi break-up approach the excited nucleus is supposed
to disassemble in one single step into two or more frag-
ments, possibly in excited states, with branching given
by spin, Coulomb barrier, and plain phase space con-
siderations. In particular, the probability for breaking-
up a nucleus of N neutrons, Z protons, and U excita-
tion energy (total mass M∗ = U + MA,Z) into n frag-
ments (n ≥ 2) of the same total charge and baryon num-
ber, is given by:

W =
Sn
G

[
Vbr

(2π~)3

]n−1
(

1
M∗

n∏
i=1

mi

)3/2

× (2π)3(n−1)/2

Γ
(

3
2 (n− 1)

)E3n/2−5/2
kin . (22)

The spin multiplicity Sn, and the permutation factor G
are given by (nj is the number of identical particles of jth
kind)

Sn =
n∏
i=1

(2Si + 1), G =
k∏
j=1

nj ! (23)

and Ekin is the total kinetic energy of all fragments at the
moment of break-up given by

Ekin = M∗ −
n∑
i=1

mi − ECoul (24)

where ECoul is the Coulomb energy in case there is more
than one charged particle. Vbr is a volume of the order
of the initial residual nucleus volume. Therefore, the final
state can be conveniently selected by means of a MC pro-
cedure, by evaluating such an expression for all combina-
tions of fragments energetically allowed and making a ran-
dom selection. However, equation (22) implicitly assumes
that the fragment emission occurs in L = 0 and neglects
consideration of the initial spin and parity state, Jπ, of
the excited nucleus. If the initial Jπ is known, now fluka
applies suitable modifications to equation (22) in order to
account for the spin and parity, in particular:

– The minimum orbital momentum Lmin compatible
with Jπ and the spins and parities of the emitted par-
ticles must be computed.

– The spin factor Sn must be restricted to the spin pro-
jections compatible with an emission with Lmin.

– In case Lmin > 0, a suitable centrifugal barrier must
be added to ECoul.
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Fig. 28. Upper and middle panels: comparison with ATLAS minimum bias data [163], red curves DPMJET-III-3.0.6 and
DPMJET-III-19.3 in black. Lower three panels: CMS 13 TeV data from inelastic-, non-single-diffractive-, and single-diffractive-
enriched event selections. Note that DPMJET was not tuned to the 13 TeV. The phase-space intervals are indicated above each
panel.

Figure 31, right, shows an example of the improvement
arising from the inclusion of spin/parity considerations. In
this figure the calculated excitation curves for 12C(γ, n)11C
and 16O(γ, n)15O, reactions for which Jπ = 0+ in the GDR
energy range, are compared with experimental data before
and after the application of the Fermi break-up enhance-
ments. After their application, the excitation curve for
12C(γ, n)11C is in very good agreement with the experimen-
tal data. The one for 16O(γ, n)15O is significantly improved,
particularly in the energy range of the peak of the GDR,
while there is still some deficit at higher energies. These
reactions are of special relevance for underground experi-
ments, particularly those using liquid scintillators, where
virtual or real photons produced by high-energy muons pen-
etrating through the underground rock can produce 11C and
neutron background.

4.8 Nuclear coherent elastic scattering

A simple but very powerful model for hadron–nucleus
coherent elastic scattering was developed in the 90’s by

Ferrari and Sala [178]. The model has been recently
extended, and it is now used in fluka for nucleon-nucleus
coherent elastic scattering below 200 MeV (for a few
selected nuclei up to 1 GeV), and for whichever hadron–
nucleus combination at energies in excess of 1 GeV.

The basic formula is presented in the following with a
few examples of its application.

dσ
dt

= π

[
(1− pJ0)R4

1

∣∣∣∣J1(qR1)
qR1

∣∣∣∣2 e−Λ
2
1q

2

+
pJ0

2
R4

0J
2
0 (qR0)e−Λ

2
0q

2
]

(25)

where q is the momentum transfer. This formula is
inspired by the grey disk model. Indeed for a black disk
of radius R1 the J1 term alone would describe exactly
nuclear coherent scattering. The presence of a diffuse edge
is responsible for the introduction of a J1 derivative term,
the J0 one. Expressing R1/0 = r1/0A

1/3, where A is the
mass number of the target nucleus, the model depends
on 5 parameters, r1, r0, pJ0, Λ1, Λ0. r0, r1 are expected to
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Fig. 29. Pseudorapidity distribution in proton-lead collisions
measured by ALICE in non-single-diffractive events [164]. Note
that this calculation was made without using pre-tabulated
Glauber parameter distributions, which may result in slightly
different numbers compared to the fluka defaults or distribu-
tions published in [164].

be of the order of 1–1.2 fm and possibly very close one
to the other. A careful parameterization based on avail-
able experimental data and DWBA calculations [179,180]
indeed matches these expectations and it allows for
extrapolating well beyond the limited sets of data used
for fixing the parameters. Examples of the model perfor-
mances for neutrons and protons coherent elastic scatter-
ing at energies below 1 GeV can be found in Figures 32
and 33, left, compared with available DWBA calculations
and experimental data. Furthermore, above 1 GeV, the
parameters scale in a very simple and predictable way with
the identity and energy of the hadron projectile, allow-
ing the model to be used for any combination of incident
hadron, energy and target. At high energies, experiments
cannot distinguish between coherent elastic scattering
and quasi-elastic (incoherent elastic) scattering with low
momentum transfer. Therefore, comparisons with avail-
able experimental data must also take into account the
quasi-elastic component within the experimental resolu-
tions. The improved peanut Glauber model described
in the previous paragraphs allows the calculation of the
quasi-elastic cross-section (Eq. (4)) and the associated sec-
ondaries. In Figure 33, right, and in Figure 34 three exam-
ples of different projectile/energy/target combinations are
shown and compared with available experimental data.
Further details about this model and its performance will
be given in a forthcoming paper.

4.9 Photo-nuclear interaction and photo-fission

The fluka photonuclear cross-sections and reaction mod-
els have been thoroughly revised in recent years.

At low energies, in the giant dipole resonance (GDR)
region, updated cross-sections based on recent evalu-
ations [179,187] have been substituted in the fluka
database [188] for several nuclei.

Up to and including Fluka2021.2, real and virtual pho-
tonuclear reactions in the ∆ range and up to approxi-
mately 3 GeV were performed by turning a γ into a π0, still
conserving energy and momentum, and using peanut.
This approach had several disadvantages. In fact, photons
behave somewhat differently, and in particular their cou-
plings to ∆’s are not subject to isospin rules, unlike pions.
Furthermore, the in-medium nuclear effects for γN → ∆,
including the 2- and 3-nucleon absorption channels, are
not the same as for pions. Last but not least, photons
at these energies mostly probe the volume of the nucleus
rather than the surface like pions.

Furthermore, γN and γA cross-sections in the ∆
region and above were based on old parametrisations.
More extensive and accurate data are now available.
Above approximately 2–3 GeV, the photo-nuclear reac-
tions assume that the photon behaves like a virtual vector
meson, ρ0, ω, Φ, according to the Vector Meson Domi-
nance model (VMD). Until Fluka2021.2, the interactions
were performed with the old high-energy model of fluka,
which lacks the sophisticated nuclear physics of peanut.

The cross-sections for γp/n and γA in the resonance
energy region were re-evaluated as a first step. The current
fluka cross-sections for γp/n are shown in Figure 35,
together with the single pion channel cross-section. The
data available at [189] were used for the latter.

The smoothing and eventual disappearance with
increasing mass number of the bump in the cross-section
of all γN resonances higher than the ∆(1232) is clearly
seen in nuclear photoabsorption data on nuclei. The Fermi
motion of the nucleon, Pauli blocking and the modifica-
tion of the ∆ properties and higher resonances in the
nuclear medium all contribute to this effect. Indeed for
all A > 4, the photon–nucleus cross-sections scale lin-
early with the atomic number of the target nucleus in
the energy range below approximately 2 GeV. An example
that includes the newly adopted fluka “universal curve”,
is shown in Figure 37. For very light nuclei, where some
residual traces of the higher resonances are still visible, the
universal curve does not apply. Therefore, ad hoc cross-
sections have been implemented for 2H, 3He and 4He and
are shown in Figure 36 together with experimental data.

The linear scaling with A shows that the γA cross-
sections do not exhibit any shadowing in the considered
energy range, and therefore the photon probes the whole
nuclear volume as a point-like particle. Now γA interac-
tions for A > 1 and in this energy range are simulated with
peanut as such (no longer as pseudo-π0). The initial tar-
get nucleon(s) is (are) chosen from the nuclear volume,
and the new parameterizations for the γN cross-sections
are used. The in-medium broadening of the intermediate
∆ resonance and the resulting 2- and 3-nucleon absorption
channels and their dependence on the local nuclear den-
sity are described according to the Oset formalism [45] for
photons. The MAID07 data [189] for the γN single pion
cross-sections and angular distributions (available up to
approximately Eγ 1.25 GeV) are now used.



28 F. Ballarini et al.: EPJ Nuclear Sci. Technol. 10, 16 (2024)

Fig. 30. Excitation curves for the production of 11C (red) and 15O (blue) in the reactions protons on Carbon and Oxygen
respectively. The lines are fluka predictions, the symbols experimental data from various sources [120]. On the right side,
fluka results with deuteron pre-formation and other recent improvements, on the left side results before.

Fig. 31. nat,12C(γ, x)11C (red), and nat,16O(γ, x)15O (blue) cross-sections as computed with Fluka2011.2 without the Fermi
break-up enhancements (left), and with the present fluka (right). The 11C curve is multiplied by a factor of 3 for clarity.
Symbols are experimental data retrieved from the EXFOR database [120].
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Fig. 32. Top: the new fluka nuclear coherent elastic scatter-
ing algorithm, green histogram, compared with optical model
calculations [173], red, for 80 MeV neutrons on 120Sn. Bottom:
the same for for 135 MeV protons on 90Zr, data from [174].

Resonant and non-resonant channels have been added
in order to model multi-pion and strangeness produc-
tion up to approximately 2–3 GeV. The γN cross-section
is known to be partly due to resonant intermediate
states (γN → ∆(∗)(x) or N∗(x) −→ decay products)
and to a non-resonant background which rapidly becomes
dominant above the ∆(1232) region. In accordance
with [190], the intermediate resonance states explicitly
considered are: ∆(1232), N∗(1440), N∗(1520), N∗(1535),
N∗(1680) and ∆(1950). For the non-resonant part, the fol-
lowing channels are included with an educated guess as to
their cross-sections, based on the available experimental

Fig. 33. As in Figure 32. Top: comparison with data from
[175], for 1 GeV protons on 13C. Bottom: 9.92 GeV/c posi-
tive pions on 27Al, data from [176]. The blue line is the com-
puted nuclear coherent plus Coulomb scattering contribution,
and the green histogram is the sampled nuclear coherent plus
quasi-elastic contribution, fluka, like all Monte Carlo codes,
accounts for Coulomb scattering independently. The exper-
imental data include Coulomb, coherent and quasi-elastic,
the latter within a given experimental acceptance faithfully
accounted for in the simulation.

data:

γN → η(548) N

γN → ρ0/+/−(770) N
γN → ω(782) N
γN → Φ(1020) N

γN → K+/0 Λ

γN → K̄0/−K0/+ N. (26)
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Fig. 34. As in Figure 33, presented as a function of the 4-
momentum transfer squared. Top: 70 GeV/c antiprotons on
natCu, data from [177]. Bottom: 175 GeV/c protons on natSn,
data from [177].

The previous channels do not exhaust the non-resonant
cross-section. In the new fluka approach, the rest is
split among the following channels, with weights set in
such a way as to reproduce multi-pion production data,
in absence of experimental data:

γN → π+/0/− N (+/0)∗(1440)

γN → σ(500) ∆+/0(1232)

γN → ρ+/0/−(770) ∆++/+/0/−(1232)

γN → σ(500) N (+/0)∗(1440)

Fig. 35. The new fluka curves for γ–p/n interactions in the
∆ region and beyond. The full line are the fluka total photo-
nuclear cross-sections for γp (black), and γn (blue). The dotted
lines the respective one pion production curves. Experimental
data [120] for γp (green) are superimposed.

Fig. 36. The new fluka curves for γ–d/3He/4He interactions
in the ∆ region and beyond. Experimental data [120] for the
three nuclei are superimposed.

γN → ρ+/0/−(770) N (+/0)∗(1440). (27)

At energies progressively higher than 2–3 GeV, the photon
is supposed to fluctuate into a vector meson, ρ0, ω(782),
Φ(1020), with a probability corresponding to the exper-
imental relative coupling. The interaction then proceeds
through the following steps:
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Fig. 37. The new fluka universal curve for γ–nucleus inter-
actions in the ∆ region and beyond. Experimental data [120]
for σ(γA)/A for various nuclei are superimposed.

Fig. 38. The present fluka γC cross-section from thresh-
old up to 30 GeV (black line). Experimental data from various
sources [120] and [181–184] are superimposed (green symbols).

– A first choice is made between a (point-like) pho-
ton interaction (a volume one with no shadowing)
and a vector-meson-nucleus one with a hadron-like
shadowing;

– If the interaction is not point-like, it is chosen whether
the interaction proceeds by diffractive-like coherent
pseudo-elastic scattering γ + A → ρ0A → ρ0A (and
equivalent for ω(782) or φ(1020)), or by an inelastic
vector meson nucleus scattering, the latter including
the pseudo-quasi-elastic channel γ+A→ ρ0A→ ρ0A∗;

– If the interaction is a point-like one, or a VMD non-
elastic one, the vector meson is used as projectile in
peanut, in the first case with a volume selection of a
single target nucleon, in the second case with a hadron-
like (Glauber) interaction.

Fig. 39. Photon-induced fission cross-section on 238U as a
function of the projectile energy. The line is the fluka cal-
culations, symbols are experimental data [120].

peanut can now handle vector meson projectiles and
their (re)interaction and decay in the nucleus to support
the procedure outlined above.

In addition to the new models for the photon–nuclear
interactions above the quasi-deuteron region, the photon–
nucleus absorption cross-sections in the Giant Dipole Res-
onance (GDR) region have been revised and updated for
several isotopes using different sources, in particular the
evaluated data of references [179,187].

An example is shown in Figure 39, where the peanut
computed photo-fission cross-sections are compared with
available experimental data. Figure 38 shows the newly
adopted photonuclear cross-sections for a Carbon target
over the whole energy range, from threshold up to several
tens of GeV.

These procedures are also applied to virtual meson
interactions, for example when describing Electro-
Magnetic-Dissociation of ions [191], or electro- or muon-
nuclear reactions.

4.10 ElectroMagnetic dissociation and electroNuclear
interaction

ElectroMagnetic dissociation (EMD) in fluka has been
tested and applied from a few GeV to LHC energies
with remarkable results [191]. In the last decade, the
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model has been further improved, including the electric
quadrupole (E2) multipolarity, and nuclear finite size, and
higher-order effects. These are important for low-energy
ions and at all energies for e± and µ. At the same time, the
fluka EMD treatment has been extended to include the
photonuclear interactions of the muon below the thresh-
old of γ+N → π+X and the electronuclear interactions.
The deuteron Coulomb dissociation is also described using
the same formalism. A description, including some prelim-
inary results, of the revised fluka EMD approach can be
found in [192]. In the following, the main physical assump-
tions are briefly recalled for completeness.

The EMD cross-section can be customarily expressed
as a sum over all multi-polarities of the convolution of
the number of emitted (virtual) photons ni for a given
multi-polarity, with the photon-nucleus cross-section σi γA
for the same multi-polarity. ni is the equivalent photon
number for the ith multi-polarity already integrated over
all impact parameters:

σEMD ≈
∑
i

∫ Emax

Emin

σi γA (Eγ)ni (Eγ)
dEγ
Eγ

(28)

and where:

σγA (Eγ) =
∑
i

σi γA (Eγ) . (29)

It can be shown that the dominant components are E1
and E2, with E2 being (for ions) important mostly at
low energies, while M1 is always negligible, so that equa-
tion (28) becomes:

σEMD ≈
∫ Emax

Emin

[σE1 γA (Eγ)nE1 (Eγ)

+σE2 γA (Eγ)nE2 (Eγ)]
dEγ
Eγ

. (30)

The equivalent (virtual) photon number is customarily
expressed as a function of the adiabaticity parameter ξ,
defined as (with the notation ω = E∗γ and b= impact
parameter):

ξ =
ωb

~βγ
≡ ω

ωmax
(31)

the equivalent (virtual) photon number can be expressed
as [193]:

nE1 (Eγ) =
2αZ2

πβ2

[
ξK0(ξ)K1(ξ)− 1

2
ξ2β2 (K2

1 (ξ)−K2
0 (ξ)

)]

nE2 (Eγ) =
2αZ2

πβ4

[
2(1− β2)K2

1 (ξ) + ξ
(
2− β2)2 K0(ξ)K1(ξ)

− 1

2
ξ2β4 (K2

1 (ξ)−K2
0 (ξ)

)]
(32)

where K denotes the modified Bessel functions of the sec-
ond kind, ωmax = ~βγ

bmin
, and the minimum impact param-

eter depends on the emitting particle radius (δRuth is a
correction, see [191] for details):

bionmin = RAB + δRuth

Fig. 40. Electron (red) and positron (blue) induced fis-
sion cross-sections on 238U as a function of the projectile
energy. Lines are fluka calculations, symbols are experimental
data [185,186].

blepton
min = λ̄c =

~
βγmlepton

. (33)

It is worthwhile to note in equation (32) the different β
dependence of the two multipolarities, which enhances the
importance of the E2 component at low energies. As men-
tioned before, the previous implementation of EMD in
fluka did not include E2.

The fluka EMD model has been extended to the
treatment of electronuclear interactions, including the
E2 multipolarity and higher-order corrections, as will be
explained below. Equations (32) and (33) are partially
based on the first Born approximation. Many papers dis-
cuss the E1, M1 and E2 virtual photon spectra emitted
by e± including both higher Born approximations and the
effect of nuclear/charge finite size (see for instance [194–
197]). The numerical calculations of [196,197] have been
used to derive the corrections recently implemented in
fluka. Accounting for higher Born terms and nuclear
finite size effects results in a reduction of the E2 com-
ponent, a reduction which is larger the higher the nuclear
charge Z. For ω close to the emitting particle energy, and
for high energies, the first order approach maintains its
validity. Despite the E2 virtual photon spectrum being
very large for low photon energies, the electric quadrupole
contribution is relatively small due to the much lower
cross-section for the Giant Quadrupole Resonance (GQR)
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cross-section when compared with the Giant Dipole Res-
onance (GDR) one.

The E2 contribution is also important in order to
reproduce EMD data for ions at energies of a few hundred
MeV/n. For instance, fluka predicts that E2 accounts for
25% of the total EMD cross-section for 238U on 238U at
120 MeV/n, a value in agreement with other theoretical
predictions [198] and consistent with experimental total
cross-sections.

fluka predictions for the electron and positron-
induced fission of 238U are presented in Figure 40,
together with available experimental data. It can be seen
that the reproduction of electron-induced fission is very
satisfactory, while the positron induced one is slightly
overestimated.

4.11 Pre-equilibrium stage in rQMD and BME

The original Boltzmann Master Equation (BME) model
used in fluka exclusively for ion-ion interaction below
100 MeV/n, and progressively phased out in between 100
and 150 MeV/n did contain a pre-equilibrium stage only
for complete fusion reaction, and only for a sub-set of pre-
tabulated projectile-target combinations. For the combi-
nations not in the pre-computed database, and for all
other channels (3-body, inelastic, nucleon transfer, and
incomplete fusion), the excited fragments were passed
directly to the fluka evaporation routines, with no pre-
equilibrium stage. This was creating increasingly inaccu-
rate results when BME was used towards its maximum
energies. At the opposite end of the energy range, the
improved rQMD model used in fluka was going from
the QMD/intra-nuclear cascade stage directly to evapora-
tion, without a pre-equilibrium stage. Symmetric to the
BME situation, approaching the lower limit of the rQMD
energy range, results were not completely satisfactory.

In order to improve both situations, an increasingly
sophisticated approach has been developed over the last
12 years which allows the native peanut pre-equilibrium
model to be used as an intermediate step between cas-
cade and evaporation for rQMD and for all those config-
urations/reaction mechanisms of BME where no native
pre-equilibrium step is available.

Three examples of the improvements due to this
approach can be seen in Figure 41, for a pure BME case,
in Figure 42, for a case where both BME and rQMD con-
tribute, and in Figure 43, for a pure rQMD case.

4.12 In-flight de-excitation

Until Fluka2020 included, excited nuclear states under-
went de-excitation “instantaneously” during a nuclear
interaction, by emitting γ radiation only. This approach
presents several drawbacks, particularly relevant at the
lowest and highest energies treated by fluka:

– At high energy even ps/fs mean lives correspond to
measurable decay distances, with the further observa-
tion that the emitted photon energy is boosted by a

factor of the order of γ (γ being the relativistic factor
of the emitting nucleus), for example:
1. Fair (GSI): Au-Au (γ ≈ 10): 1 ns corresponds to a

flight path of 3 m, 1 ps to 3 mm;
2. LHC (CERN): Pb-Pb (γ ≈ 2500): 1 ns corresponds

to 750 m, 1 ps still to 0.75 m;
3. Ultra High Energy Cosmic Rays (UHECR), 0.001–

10 EeV/n (γ ≈ 106–1010): 1 ns corresponds to 0.3–
3000 km, 1 fs to 0.3 m–3000 km, excited nuclei can
even interact before de-exciting.

– At energies of interest for hadron therapy: the Doppler
broadening of both target/projectile emitted photon
lines is overestimated, and projectile-like de-excitation
photons are emitted at the wrong position. Both arte-
facts can affect the simulation of therapy monitoring
devices based on the detection of prompt gammas:
1. Target like: 16O, E = 0.1MeV/n: already for 1ps

the flight path is 4.4µm, while the residual range
is approximately 3 µm. As a consequence, some
excited states will decay at rest, and therefore will
not exhibit any Doppler broadening;

2. Projectile like: 12C, E = 150 MeV/n: 1 ps cor-
responds to 150 µm, 1 ns to 15 cm. Therefore
the actual γ emission position for similarly lived
nuclear levels can be significantly different from the
original interaction point, taking into account the
desired sub-millimeter accuracy of hadron-therapy
treatments/monitoring.

– In the old implementation Internal Conversion (IC)
transitions were neglected. This was in part due to
the required availability of atomic electrons for those
transitions to occur. Naturally, if fully stripped, an in-
flight ion cannot decay by IC, and even if partially
stripped its mean life for IC decay will be different. As
a consequence:
1. No IC transitions were performed, rather for those

levels decaying both by γ emission and IC the for-
mer was always selected;

2. For strictly forbidden γ transitions (e.g. 0+ → 0+),
unphysical γ’s were emitted.

Now, by default, excited nuclei with measurable mean
lives do not de-excite during the nuclear interaction that
produced the excited state, but rather they fly until decay
according to the mean life of the level. At the same time,
IC competition is fully accounted for, and, if selected, IC
transitions can occur only when the excited ion comes to
rest fully neutralized.

4.13 Fission

The fission model has been improved in order to better
reflect the competition between symmetric and asymmet-
ric channels and to improve the shape of the fragment
mass distribution. The improvements are particularly vis-
ible at energies above few tens of MeV. Figure 44 shows
old and new results for 60 MeV protons on 238U in com-
parison with experimental data. At lower energies, the
model continues to compare well to available data, as



34 F. Ballarini et al.: EPJ Nuclear Sci. Technol. 10, 16 (2024)

Fig. 41. Double differential neutron production cross-section for 95 MeV/n argon ions on carbon. Energy spectra at 5 different
laboratory angles, 0◦ (green), 30◦ (blue), 50◦ (cyan), 80o (purple) and 110◦ (gold). The spectra are scaled by a factor of 10.
The right plot is with the latest fluka improvements, the left one without the peanut pre-equilibrium stage addition to BME.
Symbols: experimental data as measured in [199].

Fig. 42. Double differential neutron production cross-section for 135 MeV/n carbon ions on carbon. Energy spectra at 6 different
laboratory angles, 0◦ (green), 15◦ (blue), 30◦ (cyan), 50◦ (purple), 80◦ (gold) and 110◦ (red). The spectra are scaled by a factor
of 10. The right plot is with the latest fluka improvements, the left one without the peanut pre-equilibrium stage addition to
BME and rQMD. Symbols: experimental data as measured in [199].

shown in Figure 45 for fission induced by low-energy neu-
trons. Moreover, a careful tune of the Coulomb energy
back-shift achieved an almost perfect agreement with data
on prompt neutron multiplicity (see Tab. 1). As far as
low-energy neutrons are concerned, a better reproduction
of inclusive spectra and multiplicities would be achieved
by sampling directly from the wealth of ENDF available
data. This is what fluka does when the group-wise neu-
tron treatment is invoked. However, there are two reasons

to develop and apply a native fission model for neutrons
below 20 MeV. The former is that this algorithm allows
the simulation of correlated exclusive events, as described
in Section 5.2. The latter is that reactions at higher ener-
gies, or initiated by other projectiles, can result in a reac-
tion product with A,Z, and excitation energy compatible
with those of a low-energy neutron interaction: a reliable
description of its fission is needed and is validated by the
low-energy neutron data.
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Fig. 43. Double differential neutron production cross-section for 290 MeV/n carbon ions on carbon. Energy spectra at 6 different
laboratory angles, 5◦ (green), 10◦ (blue), 20◦ (cyan), 30◦ (purple), 40◦ (gold), 60◦ (red), and 80◦ (dark green). The spectra are
scaled by a factor of 10. The right plot is with the latest fluka improvements, the left one without the peanut pre-equilibrium
stage addition to rQMD. Symbols: experimental data as measured in [200], revised according to [201].

Fig. 44. Comparison between experimental data [202] (red
points), the old fluka fission model (blue points), and the new
model (green points), on the post-fission, pre-neutron emission,
fragment distribution for 60 MeV protons on 238U.

5 New developments in low-energy neutron
transport

5.1 Updated group-wise transport

Starting with Fluka2020, neutron cross-sections for several
isotopes have been updated with more recent evaluations,
mainly ENDF/B–VIIIR0 [179], and more isotopes have
been included in the fluka library (e.g. those of Os, Tl,
Ho, Dy, Lu, Te, Rh, Se, Rb, and 13C, 17O, 18O, 237Np,
239Np, 233Pa, 231Pa, 227Ac, 226Ra).

At the same time, fission fragment yields from low-
energy neutrons have been updated with the latest eval-
uations, ENDF/B–VIIIR0 [179], JEFF–3.3 [204], and
JENDL–4.0 [205]. Updates are ongoing and they will soon
include the recently released JENDL–5 evaluation [180].
Recently, the neutron library has been supplemented with

Fig. 45. Comparison between evaluated data [179] (red
points), and the fluka fission model (green points), on frag-
ment distribution post-fission, post-neutron emission. Distri-
butions in arbitrary units for 14 MeV neutrons on 235U (top)
and thermal neutrons on 239Pu (bottom). (a) 14 MeV neutrons
on 235U. (b) Thermal neutrons on 239Pu.
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Table 1. Prompt fission neutron average multiplicities,
data from ENDF [179] and IAEA [203]. Statistical errors
on simulations are at the level of fractions of %.

Isotope Energy 〈 n prompt〉 fluka/exp
exp fluka

235-U-92 Thermal 2.416 2.417 1.000
239-Pu-94 Thermal 2.876 2.872 0.999
241-Pu-94 Thermal 2.932 2.935 1.001
242-Cm-96 SF 2.528 2.522 0.998
243-Cm-96 Thermal 3.433 3.455 1.006
244-Cm-96 SF 2.688 2.532 0.942
245-Cm-96 Thermal 3.59 3.544 0.987
252-Cf-98 SF 3.683 3.684 1.000
232-Th-92 8 MeV 3.15 3.15 1.000
238-U-92 5 MeV 3.05 3.01 0.987

the information on isomer production contained in the
European Activation File (EAF) [206]. Therefore, the pro-
duction of isomers versus the ground state by low-energy
neutrons is calculated according to the evaluated data
when available.

5.2 Neutron point-wise, fully correlated cross-sections

The fluka point-wise library is built by processing
the evaluated data with the PREPRO19 [207] and
NJOY2016 [97] codes, complemented by a fluka-specific
code that converts to the fluka format and takes care of
correlations, as discussed in the next section. The fluka
library includes all stable isotopes, some important unsta-
ble ones (e.g. 135Xe) and the main transuranic isotopes.
Data are pre-processed at different temperatures: 4, 87,
296, 430, and 686 K. Most isotopes are retrieved from
ENDF/B-VIIIR0 [179], and a few from TENDL-19 [173].
The use of NJOY allows for the correct accounting of unre-
solved resonances (URR). These resonances, which are not
resolved experimentally, induce fluctuations in the neu-
tron cross-section and are typically situated between 1 keV
and 1 MeV. NJOY prepares URR probability tables to be
further employed by transport codes.

A careful validation of the fluka point-wise library
has been carried out by comparing it with group-wise
transport for each and every isotope. The test geome-
try consists of three concentric spheres, two made of the
material under consideration, and the third, in the mid-
dle, made of water. 20 MeV neutrons are injected at the
centre of the spheres, and neutron spectra are collected
at all boundaries. An example of the excellent consis-
tency between the two methods is shown in Figure 46,
together with a schematics of the geometry. Figure 47
instead demonstrates the necessity to include a correct
treatment of URR, in the absence of which the point-wise
transport shows clear anomalies.

Data on the response of Bonner spheres to monochro-
matic neutron beams at different energies [208] provide

Fig. 46. Top: geometry for the point-wise cross-section vali-
dation. The inner and outer layers have dimensions adapted
to the density of the investigated material. The middle layer is
always filled with water. Neutron spectra are recorded at the
three boundaries L1, L2, and L3. Bottom: neutron spectra at
the three layers with point-wise and group-wise treatment, for
an Oxygen sphere.

another benchmark. As shown in Figure 48, the excellent
agreement between data and fluka simulations already
obtained with group-wise transport in [208] is replicated
with point-wise transport.

Moreover, as expected, the point-wise treatment auto-
matically accounts for self-shielding according to any given
material composition.

The main advantage of group-wise transport is speed.
Nevertheless, the new point-wise correlated algorithm only
imposes a significant CPU penalty in worst-case scenarios
involving low-energy neutron transport only, with full
transport of the charged products down to low thresh-
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Fig. 47. Neutron spectra obtained with point-wise and group-wise transport at the three layers depicted in Figure 46 for gold.
Left: without inclusion of URR in the point-wise transport, the dashed ellipse emphasizes the region affected by unresolved
resonances. Right: when URR are taken into account.

Fig. 48. Comparison between fluka simulated response
of several Bonner spheres (histograms) and experimental
data (points, from [208]). Simulations of cadmium-wrapped
detectors have been included for completeness even though
no data are available. The polyethylene sphere diameters were
83, 133 and 233 mm, with a 33 mm diameter 3He spherical pro-
portional counter at the centre.

olds. CPU times for typical full shower simulations are
marginally affected [211].

5.2.1 Event-by-event correlations

Evaluated data files contain uncorrelated and inclusive
information. This means that, when using this informa-
tion in Monte Carlo sampling, there is no guarantee that
energy and momentum are conserved, neither in single
interactions nor in complete “histories”. For example, the
sum of photon energies after a neutron capture may exceed

the capture Q-value, just because many photon ener-
gies are sampled independently from the same spectrum,
each one without knowledge of the previous ones. Energy
conservation is conserved on average, as well as inclu-
sive particle spectra are reproduced on average. While
most shielding applications are insensitive to this aspect,
applications for particle detector studies can be severely
affected.

In addition, nuclear recoil spectra may not always be
available or reliable, which can have significant implica-
tions for the accuracy of radiation damage calculations.

Pioneering work to include correlations has been done
in PHITS [212]. Starting with the Fluka2021 release,
fluka provides fully correlated point-wise neutron inter-
actions. For each interaction, the outgoing products,
including the residual nucleus, are sampled to ensure that
the cross-sections and spectra of the evaluations are repro-
duced as closely as possible while conserving energy and
momentum. To this purpose, additional information or
nuclear models are required to complement the inclusive
data sets available in the evaluated data files.

Gamma de-excitation after interactions is always per-
formed using the fluka de-excitation algorithm described
in Section 3.2.9.

For “simple” reactions such as (n,el), (n,n′), (n,nα),
(n,np), constrained sampling from available spectra and
angular distributions are performed. Adjustments are
made in the event of un-physical inconsistencies in the
data, with priority always being given to the reproduc-
tion of the neutron spectrum.

The (n,2n) and (n,3n) reaction represents the most
complex task. A sophisticated offline algorithm splits the
evaluated inclusive neutron spectra into 1st and 2nd chance
neutrons (3rd for (n,3n)) such that the overall inclusive
spectrum is conserved, and the reaction fulfils energy and
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Fig. 49. Response of a diamond detector, 4.5 mm× 4.5 mm,
thickness 500µm, to 20.491 MeV neutrons. Top: fluka simu-
lation (red curve), compared to experimental data [209] (blue
line). The normalization is arbitrary, simulations have been
smeared with a Gaussian resolution as derived from the high-
est energy peak. Bottom: energy deposition spectra from the
different charged reaction products. Please note that no peak
shows up in the bottom plot, since they are due to the com-
bination of (for example) an α particle and the corresponding
9Be recoil.

momentum conservation. Thanks to this algorithm and
associated checks several inconsistencies in some of the
evaluated (n,2n), (n,3n) spectra have been found and cor-
rected altering the evaluated spectra as little as possible
so that they fulfil basic conservation laws.

For neutron capture, the branching ratios of the pri-
mary gamma transitions (those from the capture level to
an underlying one) are taken from the Evaluated Nuclear
Structure Data File (ENSDF) database [213], supple-
mented by the fluka statistical model [81] if the data
are incomplete. The following steps of the γ cascade are
computed in agreement with the data collected in [82].
Improvements in the treatment of incomplete primary
gamma transition branchings are underway.

For more complex reactions such as (n,2p), (n,4n)
and (n,2nα), the reaction channel is selected according to
the ENDF data, and the reaction products are calculated

Fig. 50. Close-up of the high-energy response of a SiC detec-
tor, 28.3 mm2, active thickness 100 µm, to 14.12 MeV neu-
trons. Two fluka simulations are plotted: the red curve
takes into account only ionization contributions (non-ionizing
energy losses are discarded), and the green curve uses all
energy depositions. The Blue points are experimental data
from reference [210]. The normalization is arbitrary, the simula-
tions have been smeared with a Gaussian resolution as derived
from the peak corresponding to the 12C(n,α0)9Be reaction. The
same peak has been used to fix the energy scale. On the top
axis, the available energy (En − Qi) is indicated for the open
channels with an α particle and no neutrons in the final state.

Fig. 51. Comparison between fluka simulated response for
the 83 mm diameter Bonner sphere (see Fig. 48) computed with
the thermal Scattering kernel (red curve and symbols), and
with free gas treatment (blue curve and symbols for hydrogen
in polyethylene).

with a Monte Carlo method based essentially on phase
space considerations, similar to the Fermi break-up fluka
model as in Section 4.7. The initial selection is much eas-
ier in cases where all reaction channels are clearly distin-
guished in the evaluated data. Cases where the reactions
are grouped in the so-called (n,complex) (MT5) require
support from models or correlation with residual nucleus
production to disentangle the different channels.
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Fig. 52. 5 meV neutrons on para-hydrogen. (a) Neutron energy [meV]. (b) Direction cosine with respect to the axis perpendicular
to the incident beam. (c) Direction cosine with respect to the axis collinear to the incident beam.

Fission is simulated using the fluka Evaporation
Model, forced to proceed through fission. This allows us to
obtain correlated fission products and neutrons for each
event while reproducing the fission product mass distribu-
tions as in the evaluated data.

The power of full correlations is evident in Figure 49,
which shows the response, in terms of deposited energy,
of a high-resolution diamond detector to a quasi-mono-
energetic neutron beam. The device has the double role of
target and detector. It was exposed [209] to neutrons in
the range 18.9–20.7 MeV with an intrinsic energy spread
of 0.2–0.25% FWHM. Due to its small dimensions (4.5×
4.5 mm2, thickness 500 µm) secondary neutrons and pho-
tons mostly escape without depositing energy. Several
peaks are present in the experimental pulse height spectra,
corresponding to reactions where only charged particles
are produced. The same peaks are visible in the simula-
tion. In Figure 49 the response to 20.49 MeV neutrons is
shown and compared with experiment [209]. In the same
figure, the contributions to energy deposition of the differ-
ent reaction products are depicted separately. Peaks can
be reproduced only if the energy of reaction products is
generated in a correlated way in each interaction, adding
up to the projectile energy minus the Q-value. The same
is true for the shape of the continuum, corresponding to
events where neutral particles escape the system.

Figure 50 illustrates another example. It shows the
response of a Silicon Carbide (SiC) detector irradiated
with 14.12 MeV neutrons [210]. Peaks corresponding to
reactions on carbon and silicon are evident in data and
simulations, particularly the one from the 12C(n,α0)9Be
reaction and those from 28Si(n,αi)25Mg on various excited
states of 25Mg. The treatment of non-ionising energy losses
affects the simulated response, as shown by the difference,
small but visible between the red and green curves in
Figure 50. The green curve is constructed by summing
all charged particles’ energy losses, while in the red curve,
only the ionizing fraction of the stopping power is con-
sidered, the non-ionizing one is discarded. The effect is

larger for reactions on silicon, due to the higher mass of
the recoiling nucleus, and improves the agreement with
experimental data. This confirms the power of the new
correlated treatment that allows faithfully reproducing the
recoil spectra, thus investigating the detector response to
the few percent levels. Residual discrepancies may point
to residual experimental effects, or to the need to bet-
ter model the partition between ionizing and non-ionizing
losses, that here is performed only in an average way, with-
out fluctuation, and with an approximate treatment of
recoils below the transport threshold.

5.2.2 Point-wise thermal scattering laws

Starting with the 2024.1 release, fluka now sup-
ports point-wise neutron transport at thermal energies,
also for materials with available Thermal Scattering
Laws (TSL). In particular, the fluka implementation
supports continuous energy and angular distributions for
incoherent inelastic, aka S(α,β), coherent elastic, and
incoherent elastic processes. Pre-processing of the ENDF
files is performed using both ACEMAKER [214] and
NJOY2016 [97]. The resulting ACE files are then post-
processed by a fluka-specific tool in order to fix possible
inconsistencies and to transform the discrete angular dis-
tributions for S(α, β) into continuous ones. For incoher-
ent elastic scattering, only the total cross-section and the
Debye–Waller integral are kept, and the angular sampling
is done analytically without any discretization.

Figure 51 shows the impact of using the free gas
treatment rather than the thermal scattering kernel for
hydrogen in polyethylene when computing the response
function of one of the Bonner spheres previously presented
in Figure 48.

Figures 52 and 53 compare energy spectra and direc-
tion cosines of scattered neutrons in the broomstick bench-
mark tests [215,216] for para-hydrogen at 20 K and 10%
porosity reactor graphite at 296 K, computed with fluka
and MCNP [217]. In this setup, neutrons are sent into
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Fig. 53. 5 meV neutrons on reactor graphite. (a) Neutron energy [meV]. (b) Direction cosine with respect to the axis perpen-
dicular to the incident beam. (c) Direction cosine with respect to the axis collinear to the incident beam.

an infinitely long and extremely thin cylinder of a given
material along its axis, and the energy and angular dis-
tribution of the neutrons emerging from the cylinder are
scored. The comparisons presented in Figures 52 and 53
are examples of the extensive verification performed on
fluka’s newly implemented point-wise thermal scattering
kernel algorithm at different energies with various mate-
rials, both versus results obtained with other codes and
results obtained with the group-wise library.

6 Recent developments in the
Electro-Magnetic FLUKA (EMF)

EMF is very stable and its physics models are mature and
extensively benchmarked for several years. Only a few incre-
mental additions/improvements have been implemented in
the last decade which are described in the following.

6.1 New photon cross-section database

The photon atomic interaction cross-section database has
been updated and it is now based on EPICS2017 [99]2.
Among the other advantages of the updated database, the
individual shell binding energies are now consistent with
currently accepted values hence resulting in fluorescence
X-ray energies slightly different from those of the previous
database, based on EPDL97.

6.2 Extended bremsstrahlung database

The bremsstrahlung cross-sections and spectra are gener-
ated offline by a dedicated, fluka specific, program which

2 EPICS2023 is also available, however as explained in the
documentation the actual cross-section data did not change.

produces a database for all elements and primary and sec-
ondary energies. In order to allow the code to be used at
the highest cosmic ray energies, the treatment has been
recently extended to 100 EeV.

6.3 Anomalous form factors in coherent scattering

The coherent (Rayleigh) scattering cross-section previously
listed in EPDL97 and now in EPICS2017 is evaluated tak-
ing into account also the anomalous real and imaginary
form factors, besides the atomic elastic form factor. Up to
Fluka2023.3, fluka did not consider the extra terms due
to the real, f1, and imaginary, f2, anomalous form factors
when computing the photon angular distribution follow-
ing a coherent scattering event, and it was using only the
atomic elastic form factor for that purpose. Starting with
Fluka2024.1 the f1 and f2 related terms are now accounted
for when sampling the photon angular distribution in coher-
ent scattering. The availability of f1 and f2 is further
exploited when computing the complex X-ray refraction
indices involved in the X-ray reflectivity (see Sect. 6.5).

6.4 Ortho- para-hydrogen competition for positron
annihilation at rest

Ortho-Positronium 3-photon annihilation is now included
in fluka in competition with the para-positronium,
2-photon annihilation. A positronium e+e− bound sys-
tem is formed in about 40% of positron at-rest anni-
hilations, in the residual 60% the positron annihilates
directly into 2-photons without going through a positron-
ium intermediate state. Out of the 40% positronium occur-
rences, roughly 10% are initially formed in the S = 0
para-positronium sate, which readily annihilates in to 2-
photons with a mean life of approximately 0.12 ns. The
other 30% are formed in the S = 1 ortho-positronium
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Fig. 54. 1 keV photon beam striking a Si thick mirror and subsequently reflected by an Au curved mirror.

state which has a much longer mean life of about 140 ns.
During this time the ortho-positronium can also decay into
2-photons by picking up a nearby electron with opposite
spin. At the very end only a small fraction of the initially
formed ortho-positronium states will eventually decay as
such into 3-photons. Overall the probability of 3-photon
versus 2-photon annihilation is 1:378. There is some evi-
dence that the Ortho/Para ratio and Ortho decay constant
could be material dependent. Such an effect has a direct
application in the Positron Emission Tomography of ipos-
sic tissue. The fluka implementation describes 3-photon
annihilation with the theoretical matrix element, and tak-
ing into account atomic electron motion and binding.
The ratio ortho/para annihilation is tunable per element
and region/material, as well as the decay time constants,
allowing for investigations about the impact of different
ortho-positronium rates in different materials/tissues.

6.5 X-ray reflectivity

It is now possible to reproduce the reflections of photons
at interfaces by activating a material-specific option, see
Figure 54 for an example. The single-layer mirror reflections
with a coating material laid upon a substrate are imple-
mented in fluka by computing permutated expansions
of recurrent relationships [218,219]. For complex interfaces
with multiple layers, a user routine needs to be prepared
but, for reflections from thick mirrors, the code has the rel-
evant information for all elements and it can automatically
calculate the reflection probability by resorting to EPICS
tabulated data. For setups other than the thick mirror case
the refraction indices are computed internally byflukaand
can be easily retrieved in the user routines.

7 Recent developments in particle transport

7.1 Transport in electric and magnetic fields

Starting with Fluka2021.2 issued in May 2021, fluka
incorporates the possibility of accurately modelling the

motion of charged particles in a gas where electric fields
are present, such as inside ionization chambers or other
detectors. A volume virtually “filled” with vacuum, such
as the beamlines of a particle accelerator, would be a
special case, also covered in the model. This is in addi-
tion to the long-existing capability to simulate transport
under purely magnetic fields of arbitrarily geometrical
complexity.

Since in the presence of electric fields charged parti-
cles see their kinetic energy altered, implementation of
step-wise tracking required a more computationally effi-
cient and precise method than the one existing for mag-
netic fields, which was based on arcs steps sufficiently
small to adapt to the geometric boundaries or the mag-
netic field spatial variations. The Runge–Kutta–Gill [220]
algorithm, which breaks steps into four sub-steps recur-
sively computed as a function of local derivatives was
found to perform very satisfactorily when benchmarked
against numerous analytical equations. For example, for
electrons of 0.1 MeV/c uniformly accelerated along a 1 m
tube with a field ranging from 0–20 MV/m, the computed
kinetic energy at the exit was less than 10−6% off from
the analytical value. Similar tests carried out for com-
plex, fully analytical 3D fields generated by a combina-
tion of charged planes, cylinders and spheres, yielded sim-
ilar accuracies even when a magnetic field is also present.
Yet Euler numerically resolved equations required much
smaller steps to match fluka results, showing the effi-
cacy of the Runge–Kutta–Gill approach as implemented
in fluka. As for combined electric and magnetic fields,
fluka was found to correctly reproduce the cycloidal
motion of a particle subject to orthogonal electric and
magnetic fields, matching well the expected period.

Charged particles in electric fields may decelerate,
and even come at rest and reverse their direction. Con-
sequently, fluka was adapted to perform EM tracking
below the threshold energies set for transport in matter.
Moreover, the existing TIME-CUT can be used to inter-
rupt the tracking of charged particles trapped in an elec-
tric potential well, as well as low-energy particles spinning
indefinitely under magnetic fields.
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Fig. 55. Left: FLAIR (the fluka graphical interface [223])
representation of the 1.3 GHz electric field in LCLS-II cavities
at SLAC (magnetic field alternates at 90◦), as coded in fluka
for simulation of field-emission and/or transport of charged
particles. Right: trajectories of field-emitted electrons from the
inner surface of an LCLS-II Nb cavity, and propagation to
neighboring cavities. The green track represents an electron
that is eventually extracted to the downbeam end of the 8-
cavity cryomodule, while the blue track will be part of the
backwards “captured current”.

Fig. 56. Synchrotron radiation photon fluence produced when
a 3 GeV electron beam traverses a magnetic field generated by
a bending magnet in the region highlighted. A second result,
denoting the electron fluence corresponding to the primary
beam subjected to the same magnetic field in the same region,
was superimposed for visualization purposes.

An important feature that was included in the func-
tions for electric field tracking, and which was also added
to those for magnetic fields, is the ability to define time
variations. This has enabled the implementation of AC
fields, including those in high-frequency applications, such
as high-energy particle accelerators (see Fig. 55). With
tools like the fluka LineBuilder [221] or MadFLUKA
[222] that help automate the computer implementation
of particle accelerators from their building blocks through
fluka lattice and roto-translation directives, and with
the new capability to include also accelerating cavities
with their RF fields, etc., fluka can now practically
simulate entire accelerators, possibly just excluding injec-
tors with high space-charge effects. This might open the
door to computing beam losses and the propagation of
their induced showers all in one. For example, LCLS–
II cryomodules have been modelled in detail, includ-
ing 3D maps for their 1.9 GHz electromagnetic fields.
This has allowed “test beams” to successfully synchronize
with the RF fields, accelerating to the expected energies,
and even has reproduced off-peak acceleration for phase
shifts.

When fluka computes the electromagnetic field at a
given position and time, the result is typically just used
internally to steer charged particles, but there are other

potential applications. For example, the emission of elec-
trons from metal surfaces subject to strong electric fields
has been recently modelled for the cavities of the afore-
mentioned LCLS–II cryomodules, where the subsequent
trajectory of the field-emitted electrons within the EM
fields of the cryomodules was then computed making use
of the new fluka capabilities.

Just like for magnetic fields, electric fields can be set
to apply for all charged particles, just for prompt radi-
ation, or only for residual radiation. This is an exam-
ple of how fluka users who are familiar with the use
of magnetic fields should be able to add electric fields
without much difficulty, as the process is very analogous,
in terms of input cards, region applicability, and user
routines.

7.2 Synchrotron radiation

fluka can generate and transport synchrotron radiation
photons produced by a charged particle travelling in a
magnetic field via a special predefined source routine. The
latter allows for a detailed description of the emitting
particle (which itself is not transported), the respective
circular arcs or helical paths, and the magnetic field prop-
erties to accurately reproduce the synchrotron radiation
emission. (An example is in Fig. (56)).

Polarization is implemented as a function of emitted
photon energy and angle, and its effects are included for
Compton, Photoelectric, and Coherent scattering while
taking into account bound electron effects.

8 Examples of FLUKA applications

8.1 Medical applications

fluka is widely used in medical physics, in particular in
hadron therapy. Below we discuss several applications of
the fluka code related to medical physics.

8.1.1 Charged hadron therapy

fluka plays a pivotal role in supporting charged hadron
therapy, particularly as a key component of the clinically-
oriented workflow at the Heidelberg Ion-beam Therapy
centre (HIT) and the National Center for Oncologi-
cal Hadrontherapy (CNAO), in Europe. The demanding
nature of these medical applications has been tackled by
continuous refinement of nuclear models and extensive
improvements in fluka modelling for cross-sections and
interactions of light ions, to meet stringent reliability and
predictability criteria [226]. Figure 57 shows the excellent
reproduction of experimental depth-dose profiles for car-
bon ions.

At HIT and CNAO, for example, fluka has con-
tributed to the generation of the synchrotron library and
the derivation of experimentally validated datasets for the
treatment planning systems (TPS), which are now essen-
tial components of clinical practice in proton and light ion
therapy [224,227].
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Fig. 57. Experimental [224] (circles) and simulated (lines) depth dose distributions in water for a sample of 13 energies (140–
400 eV/u) of carbon ions as available from the CNAO synchrotron. The inset shows an enlarged view of the excellent agreement
around the Bragg peak region for one of the impinging beam energy.

Additionally, fluka has proven its efficacy in bolster-
ing clinical applications, as MC dose calculations continue
to serve as a valuable tool for patient treatment veri-
fication, supporting dosimetric measurements [228]. For
computations based on computed tomography (CT) imag-
ing, the patient model relies on stoichiometric calibra-
tion, with adjustments made to account for facility and
CT-number dependencies of electromagnetic and nuclear
processes, ensuring alignment with the CT-range calibra-
tion curves utilized by the TPS across all CT protocols
[229,230].

Both physical and relative biological effective-
ness (RBE) weighted dose distributions can be computed
for individual treatment beams and overall treatment
fractions, using either constant or variable RBE models
for protons and incorporating the major biological mod-
els adopted in the hadrontherapy community for other
particle species: the local effect model (LEM) [231], the
micro-dosimetric kinetic model (MKM) [232], and the
repair-missrepair-fixation model (RFM) [233]. In phys-
ical and biological computations, dose-to-medium can
be dynamically converted into dose-to-water, facilitating
dose distribution analysis in both frameworks. Option-
ally, dose-averaged linear energy transfer (LET) distribu-
tions can be generated. Thanks to this feature, fluka has
enabled the validation of treatment protocols at CNAO
for carbon ion radiotherapy, based on the extensive clin-
ical experience of the National Institute for Radiological
Sciences (NIRS) [234]. fluka has also been extensively
used in the evaluation and application of different RBE
models for proton therapy [235].

As for proton and carbon ions, fluka has become
the gold standard for helium ion therapy at HIT due
to the high level of agreement found comparing fluka
against dosimetric data in simple and complex condi-
tions (e.g. with anthropomorphic scenarios, see [225,236]).

In fact, three decades after the end of the Lawrence Berke-
ley National Laboratory (LBNL) clinical program with
helium ion beams, the first patient treatment with raster-
scanned helium ions was performed in July 2021 at HIT.
Over the past few years, several works have investigated
the potential of helium ions using fluka. In Figure 58, the
predictions of fluka are compared against experimental
data for double differential neutron spectra emitted by the
interaction of 135 Mev/n 4He ions with carbon [199]. The
sound prediction of the mixed radiation field generated by
4He ion beams together with the well-benchmarked atomic
models of fluka result in a solid prediction (within few
%) of the depth-dose distributions in water (see for exam-
ple Fig. 59). Along with the renewed interest in the thera-
peutic potential of 4He ions, also their promising role as a
possible future imaging modality replacing X-ray CT for
treatment (re)planning has been thoroughly explored with
fluka simulations in comparison to protons and carbon
ions. Investigations carried out using an ideal single par-
ticle tracking detector and the realistic HIT beam proper-
ties showed advantages of helium ion imaging in terms of
the lowest error in retrieval of tissue stopping power ratio
(relative to water) at the same imaging dose for a human
head [233].

In a broader context, fluka offers the flexibility
to interface with various models adhering to the lin-
ear quadratic formalism of the cell survival theory, even
including the incorporation of the oxygen enhancement
ratio (OER) [237].

The fluka coupling with BIANCA [238], a biophysical
model of cell killing and chromosome damage, represents,
in that sense, a practical example easily generalizable.
Whenever according to fluka a certain amount of energy
is deposited in a target voxel by a given particle type
of given energy, fluka reads the corresponding linear
and quadratic coefficients describing the cell survival
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Fig. 58. Double differential neutron production cross-section
for 135 MeV/u 4He ions on carbon. Energy spectra at 6 dif-
ferent laboratory angles, 0◦ (green), 15◦ (blue), 30◦ (cyan),
50◦ (purple), 80◦ (gold) and 110◦ (red). The spectra are scaled
by a factor of 10. Symbols: experimental data as measured
in [199].

probability as a function of energy/LET from tables pro-
duced by BIANCA. Afterwards, to take into account that
a mixed radiation field is present in the voxel, dose-
averaged values of the two coefficients are calculated as
described in [239]. This allows for calculating the cell sur-
vival probability and the RBE-weighted dose in that voxel.
As described in [240], an analogous approach allows calcu-
lating yields of non-lethal chromosome aberrations, which
are correlated with cell conversion to malignancy and thus
can be used to estimate the probability of cancer induc-
tion in healthy tissues. After benchmarking against in vivo
experimental data on carbon ion and proton irradiation of
the rat spinal cord [239], this approach was applied to re-
calculate RBE-weighted dose distributions for carbon ion
irradiation of cancer patients previously treated at CNAO,
showing that BIANCA is suitable for treatment plan opti-
mization in ion beam therapy [241], including irradiation
with helium ions [242]. Furthermore, following the exten-
sion of BIANCA to heavier ions up to Fe [243], the same
approach was applied in the framework of astronauts’ radi-
ation protection, including the prediction of Galactic Cos-
mic Ray doses during a mission to Mars [244] and of organ
equivalent doses in case of exposure to an intense Solar
Particle Event [245].

Fig. 59. Depth-dose distribution for 182.5 MeV/u 4He imping-
ing on a water phantom with a ripple filter in front (left verti-
cal scale), as measured at HIT (red circles), and as calculated
by fluka before (green line) and after (blue line) the improve-
ments carried out in the last years. The green and blue symbols
represent the fractional error of fluka versus the experimen-
tal results [225] (legend on the right vertical scale) before and
after the improvements.

8.1.2 Developments of PET simulation tools

Since its development in the second half of the 20th cen-
tury, positron emission tomography (PET) technology
has become well-established in nuclear medicine. Modern
PET scanners are usually coupled with other technolo-
gies, such as computerized tomography (CT) or magnetic
resonance imaging (MRI), to complement the information
about the location of β+ emitters with other anatomical
or metabolic processes. The development of proton and
heavy ion therapy treatments has forced PET technol-
ogy to move beyond its initial diagnostic applications into
monitoring and range verification in an extremely noisy
environment. The simulation of such extreme backgrounds
with Monte Carlo codes such as fluka is therefore highly
recommended. Indeed, several studies already analyzed
the feasibility and reliability of the fluka code for dose
prediction and hadron therapy treatment monitoring by
PET scanners [246–249] prior to the development of the
fluka PET tools described in this section.

The fluka PET tools [250–252] are a dedicated pack-
age aimed at exploiting fluka full predictive potential to
reproduce the PET/CT scanner response for diagnostics
imaging and hadron therapy monitoring. These tools can
provide images reconstructed from a PET signal generated
by a predetermined radioactive source or beam irradiation
as acquired in a modelled PET scanner, as well as user-
customizable simulation data for further analysis.

Currently, thanks to a user-friendly graphical interface,
a custom PET scanner can be assembled directly in the
fluka input with few parameters or by selecting some
of the templates available in the fluka advanced inter-
face (FLAIR [223]). The detector’s geometry elements are
interpreted by scoring routines to acquire the signals gen-
erated throughout the simulation. A general output is then
recorded, listing various details of the interactions with the
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Fig. 60. Simulation geometry of INSIDE setup at CNAO, including the dose delivery monitors of CNAO, range shifter, patient,
PET planes and the charged particle tracker, as obtained by using the FLAIR graphical interface to FLUKA [223].

scanner, which can be further analyzed by the user. At the
post-processing stage, another set of routines converts the
output information into a rearranged list of coincidences
and eventually into sinograms (including separated files
for true, random, and scattering coincidences).

These tools are mainly intended to aid in developing
new scanners or to help validate treatment scenarios in
hadron therapy, particularly at the dosimetry and range
monitoring level, where the full description of the particle
background can be challenging.

8.1.3 Application to range monitoring of particle therapy
treatments

In the last decades, fluka has been extensively used in
the context of range monitoring of particle therapy treat-
ments, using positron emitters, prompt gammas and sec-
ondary particles, as described in [253]. An early MC study,
including several types of secondary particles (prompt
gammas, neutrons, protons and ions, β+-emitters), was
performed by Robert et al [254]. They compared fluka
with GATE/GEANT4, including several distributions of
various types of secondary particles.

Non-invasive range monitoring with β+-emitters was
studied repeatedly with fluka. For proton therapy,
offline PET treatment monitoring was performed in a
pilot clinical study at the Massachusetts General Hos-
pital to assess the feasibility of offline in-vivo treat-
ment verification by Parodi et al [247]. fluka was com-
bined with external cross-sections to obtain the predicted
PET images, and a mathematical approach was used
to model biological washout. The same approach was
applied later on by Knopf et al. for a larger patient pop-

ulation [255], where the effect of the tumour location
on the accuracy of the technique was assessed. Regard-
ing carbon ion therapy, at HIT, the offline PET tech-
nique was implemented and the first clinical cases were
presented [256]. Here predictions simulated using the
fluka internal nuclear models were compared with offline
PET measurements acquired with a commercial full-ring
PET/CT scanner, installed in close vicinity to the treat-
ment rooms. The simulation included the production of
β+-emitters, a post-processing procedure considering the
time course of the respective treatment fractions, and a
simplified model for estimated biological washout of the
induced activity. These studies demonstrated the feasi-
bility of post-radiation PET/CT for in-vivo treatment
verification (See Fig. (60)).

The interest in in-beam PET has grown in the last
decade, and several studies on in-beam PET have been
performed with fluka relying entirely on its sound
nuclear models. For example, in-beam PET monitoring
of mono-energetic 16O and 12C beams was performed at
GSI [248]. fluka was used to simulate the production
of the β+-activity by all ions of interest. In particular,
ion transport, β+-active isotope production and decay,
positron annihilation and the transport of the annihila-
tion photons were simulated with fluka. In-beam PET
measurements of the activity created by 16O beams of
various energies on targets of PMMA, water and graphite
were thoroughly compared with fluka predictions. More
recently, fluka was used in pre-clinical offline measure-
ments by the DOPET [257] system, acquiring phantom
data shortly after irradiation [258–260]. fluka was also
used by the INSIDE [261] bi-modal imaging system dis-
cussed in the following.
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Range monitoring with prompt gammas in proton
and carbon ion therapy was also extensively studied
with fluka. For example, reference [262] performed a
feasibility study for a pixelated prompt gamma imag-
ing detector which can not only measure the proton
range but also merge the beam profile and 3D beam
image inside the patient. Moreover, a simulation study
was performed to show whether it was possible to mea-
sure the prompt-gamma fall-off inside the high neutron
background typical of carbon ion irradiation, using a knife-
edge slit camera [263]. fluka was also applied to evalu-
ate the potential of secondary neutrons to provide proton
range information, possibly supplementing the signal from
prompt gammas [264].

In the context of treatment monitoring with secondary
charged particles, a recent work [265] used fluka to eval-
uate the performance of secondary ion tracking to detect,
visualize, and localize an internal air cavity used to mimic
inter-fractional changes in the patient anatomy at different
depths along the beam axis. The Timepix3 semiconductor
pixel detector technology has been fully simulated [265].
This work also contained data-simulation comparisons.

Finally, a bi-modal imaging system (INSIDE) was
developed and tested at the CNAO treatment facility. A
clinical trial was started, in which in-beam PET and sec-
ondary proton data were acquired during and shortly after
proton and carbon ion patient treatment. The experimen-
tal setup was simulated in detail with fluka, including
the CNAO beam line, spot scanning system, production
of β+ emitters and secondary particles, patient geome-
try, and so on. The fluka simulation framework was
extensively used for PET-data analysis feasibility studies
[266–270]. Moreover, it was used for studying secondary
proton distributions (multiplicity, direction, and emission
position along the beam) [271,272].

In addition to stable beams, radioactive ion beams
were also studied with fluka in an in-beam PET frame-
work, with experimental validation of fluka dosimetry
and β+-emitter predictions of 11C, 12C, 15O and 16O
ion beams against experimental data obtained with an
openPET prototype in various online PET acquisitions at
the Heavy Ion Medical Accelerator in Chiba (HIMAC),
in collaboration with the National Institute of Radiologi-
cal Sciences (NIRS) Imaging Physics Team [273]. A dedi-
cated estimator for the annihilation events at rest was also
implemented in fluka, allowing the user to directly quan-
tify and obtain the spatial distribution of β+-emitters’
activity, integrated in time or at different steps during or
after irradiation. Moreover, the code can track the par-
ent isotope that originated the β+ particle annihilated.
More recently, fluka was used by the BARB (Biomedi-
cal Applications of Radioactive ion Beams) experiment at
GSI (Darmstadt) to perform feasibility studies to investi-
gate PET imaging for high-intensity 10C and 11C beams,
showing that range monitoring with sub-millimeter reso-
lution was possible [274].

In addition to all these works, exploiting secondary
emissions produced in nuclear interactions, fluka has
also been used in connection with explorations of range
verification by means of acoustic waves induced by ion-
izing radiation. Here, fluka was used to provide the

initial energy deposition required for input into an exter-
nal engine for acoustic wave propagation. Drawing upon
its novel ability to generate and transport optical photons,
the putative contribution of an additional photoacoustic
effect observed when using contrast agents with optical
absorption properties was investigated [106].

8.1.4 Application to FLASH radiotherapy

Recent pre-clinical studies suggest that therapeutic doses
delivered at ultra-high dose rates (UHDR, average dose
rate >40 Gy/s) can substantially reduce toxicity in
healthy tissues while maintaining the same cancer-killing
efficacy compared to doses delivered at conventional
dose rates (approximately 0.05 Gy/s). This phenomenon,
referred to as the “FLASH effect”, has the potential to
enhance the therapeutic index of radiotherapy and has
received substantial attention in the field of radiation
oncology in recent years [275–278]. The ease of produc-
ing and delivering electrons at UHDR makes their use for
FLASH radiotherapy particularly intriguing.

To explore the clinical potential of very high energy
electron (VHEE) beams (50–300 MeV) [279,280], it is
essential to develop treatment planning systems (TPS)
capable of planning and optimizing VHEE radiation deliv-
ery to patients. Such a VHEE TPS was developed based
on fluka’s evaluation of dose matrices. The system was
then used to determine the optimal accelerator parameters
for treatment delivery, including the energy, intensity, and
direction of therapeutic radiation fields. Detailed infor-
mation on VHEE beam properties and the potential of
VHEE-based radiotherapy at both conventional and ultra-
high “FLASH” dose rates are reported in [279–283].

Additionally, dedicated VHEE devices are necessary to
further characterize the FLASH effect for UHDR VHEE
beams in pre-clinical settings and to assess the feasibility
and added value of VHEE-based FLASH radiotherapy in
clinical settings. In this context, a detailed fluka simu-
lation of the prototype VHEE LINAC under construction
at La Sapienza University was developed. This simulation
was coupled to the output of the beam dynamics simula-
tions, to evaluate the stray radiation induced by the inter-
action between the beam and the accelerator components
for radioprotection purposes [284]. fluka was employed
to evaluate scattered radiation, optimal shielding strate-
gies, and the impact of continuous machine operation in
a hospital environment. Figure 61 shows an example of a
VHEE irradiation beam from the Sapienza VHEE LINAC
prototype impinging on a water phantom.

8.2 Astrophysical applications

The fluka code has been applied to astroparticle physics
since the second half of the 90’s. Probably the first pub-
lished work in this respect was a numerical study of
the electromagnetic component of Extensive Air Show-
ers (EAS) in the atmosphere, up to 100 TeV [285]. There
it was mentioned for the first time the use of a strati-
fied earth atmosphere, made of several layers, each one
having uniform density, scaling with height according to
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Fig. 61. Graphic representation of the interactions between a VHEE beam and the accelerating structure simulated by fluka.

a fit of standard US atmosphere commonly used in cos-
mic ray physics at that time. In this work, the curvature
of the earth was still neglected. Later, the fluka code
was applied to problems related to the detection of high-
energy muons underground. In [286] the issue of trans-
port codes at high energy in the rock was addressed,
mainly investigating the problem of possible incorrect
approaches in the models for radiative energy loss of
muons in use at that time. However, one of the main
successes of fluka applications in the physics of sec-
ondary cosmic rays was the first 3-dimensional calcula-
tion of atmospheric neutrino fluxes [287]. In this work, the
previously mentioned approach of a stratified atmosphere
was improved and extended to a spherical earth model.
The interaction of primary cosmic rays in the atmosphere
was fully simulated, using in input the all-nucleon spec-
trum already adopted in previous 1-dimensional calcula-
tions by the group of Bartol Research Institute, considered
as one of the main references at that time [288]. The treat-
ment of solar modulation was addressed, together with
the effect of geomagnetic cut-off for a few experimental
sites in the world. This calculation was later improved
by using an updated primary cosmic ray spectrum which
took into account the most recent experimental measure-
ments [289] and then was extended to consider neutrino
energies below 100 MeV [290]. This calculation is still of
particular importance today since these low-energy neu-
trinos contribute to the irreducible background for the
underground experiments devoted to the search for dark
matter particles and the search for the diffuse supernova
neutrino background[291]. All these fluka-based calcu-
lations of atmospheric neutrino fluxes needed to be val-
idated. For this reason, the fluxes of muons generated
in the same interaction of neutrinos were produced with
the same simulation setup and compared with the exist-
ing experimental measurements. In this respect, the first
work was the successful comparison with the 1994 data by
the CAPRICE balloon experiment [292]. Along this line,
further validations can be found in [293,294] using the
muon data from the BESS experiment. As far as higher
muon energies are concerned, validation against the mea-
surement of charge ratio in the atmospheric muon data
collected by the L3 experiment at CERN was also pre-
sented [295]. Based on the experience acquired thanks

to these achievements, a complete fluka-based package
for cosmic ray simulation has been developed. This is
described in chapter 16 of the fluka user manual [296].

The recent improvements in astroparticle (gamma
rays, cosmic rays and neutrinos) detectors have brought
a precision era for the study of the propagation, inter-
actions and production of these particles in galactic and
extragalactic environments [299,302]. The current accu-
racy on cosmic-ray (CR) spectral data allows us to pre-
cisely test our models of propagation of charged particles
in the Galaxy as well as to improve our predictions for
the emission of secondary particles, such as neutrinos and
gamma rays, which are produced from the interactions of
CRs with the interstellar medium [303]. However, these
studies are severely limited by the uncertainties related
to nuclear interactions and, in particular, to the cross-
sections for CR interactions [304–307], which are currently
measured with very poor accuracy (20%), and often no
data are available at the energies of interest (from the
GeV to the TeV).

In recent years, fluka has been then applied to a
series of different astroparticle physics studies [148,308–
313] in the past, raising high expectations in the CR com-
munity. Recently, the authors of reference [151] presented
the results of a campaign dedicated to the computation
of the full cross-sections (including inelastic and inclusive
cross-sections) of the nuclei relevant for Galactic CR stud-
ies and that are needed to be implemented in CR propa-
gation codes using fluka. This involves the calculation of
cross-sections of all nuclei from protons up to iron (includ-
ing all isotopes in between and considering both stable and
short-living species) interacting with 1H and 4He from a
few MeV to tens of TeV. The result is a set of tables with
the production cross-sections of all isotopes involved in
the CR network, as well as secondary positrons and elec-
trons, gamma rays, neutrinos, and antiprotons that will
be made publicly available soon.

The authors of reference [151] investigated the use of
the fluka cross-sections for the prediction of the propaga-
tion parameters characterizing the transport of CRs using
the secondary CRs B, Be and Li. We show in Figure 62
the good agreement of the evaluated local interstellar spec-
tra of the main primary CRs (left panel) and the ratios
of secondary-to-primary CRs (right panel) with available
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Fig. 62. Left: local interstellar spectra of primary CRs (solid lines) compared to AMS-02 [297–299] (red points) and Voyager-
1 [300,301] (green points) data. Right: main secondary-over-primary ratios (B/O, Be/O and Li/O) predicted with the fluka
inelastic and inclusive cross-sections (see [151]).

experimental data. This study demonstrated that the total
inelastic cross-sections derived from fluka from the MeV
to the TeV region are in good agreement with the current
data and compatible with elaborated parametrizations to
the level of a few percent for nuclei with Z ≤ 10 (up to
Ne), where there is no experimental data available in the
GeV energy range. For heavier nuclei, the energy trend
of the fluka inelastic cross-sections was in agreement
with parametrizations but approximately 15–30% lower
in absolute value. This may indicate that the extrapola-
tion of these parametrizations for nuclei for which there is
no experimental data may be biased toward an overesti-
mation of the inelastic cross-sections.

In addition, the inclusive cross-sections involved in the
production of the isotopes of Be, Li and B were compared
to the data and the most recent dedicated parameteriza-
tions, showing a good general agreement, with discrepan-
cies lower than 30%. This represents a remarkable success
of the fluka calculations since previous attempts to cal-
culate cross-sections for CR interactions have resulted
in very inaccurate predictions that usually can be only
used to have an order of magnitude estimations. Finally,
this work demonstrated that the fluka interaction model
reproduces simultaneously the spectral data on B, Be
and Li and 3He that has significant consequences on the
physics behind the propagation and production of these
nuclei. Therefore fluka can be safely used as an alter-
native solution to the use of cross-sections parameter-
izations, which totally depend on the very scarce, lim-
ited and uncertain experimental data available for these
interactions.

fluka was used in reference [151] to predict the diffuse
gamma-ray emission in the Galaxy. The derived gamma-
ray maps were shown to be consistent with the data and,
remarkably, the authors demonstrated that the local emis-
sivity on atomic hydrogen (HI emissivity) can be well
reproduced from the models derived with the fluka cross-
sections, including a low-energy break in the injection
spectrum of electrons.

Similarly, fluka was used to evaluate the production
of electrons and positrons from CR interactions [314]. In

this work, the authors investigated the main uncertainties
affecting our predictions on the local positron spectrum
and showed that the fluka estimation is compatible with
the most recent estimations of e+, e− production cross-
sections within an approximately 30% relative difference.
Also discussed the potential of using fluka for improv-
ing the current galactic magnetic field model and for the
prediction of low-energy positrons (in particular, for the
study of the 511 keV signal), as well as the importance of
having a precise evaluation of the positron production for
dark matter indirect searches.

Likewise, the study and optimization of the antipro-
ton cross-sections from CR interactions is ongoing. These
cross-sections are currently the main source of uncer-
tainty in the modelling of CR antiprotons, as discussed
in reference [315] and are very important to improve
the accuracy of indirect dark matter searches from CRs.
At the moment, there are no detailed analyses of the
fluka antiproton cross-sections, but a recent prelimi-
nary study demonstrated that the flux of antiprotons on
Earth predicted using the last evaluation of the fluka
cross-sections for antiproton production was not com-
patible with the experimental data from AMS–02, and
more than 50% above the most recent cross-sections
parameterizations. A dedicated campaign to improve
these cross-sections is foreseen for the near future. Follow-
ing a similar motivation, the collaboration has agreed to
implement the anti-nuclei production in the code, because
of the potential anti-deuterons and anti-helium to reveal
the existence of exotic phenomena in the Galaxy and
anti-deuterons are expected to be observed in the next
decade.

Finally, the new generation of experiments designed for
the study of gamma rays at very high energies (above the
TeV) and the lack of accurate evaluations of the gamma-
ray production cross-sections at these energies motivates
the use of fluka for this purpose. Recent studies demon-
strate the importance of having refined cross-sections pre-
dictions for neutrinos and gamma rays at these energies,
in order to characterize better the transport of CRs in
different regions of the Galaxy [316,317]. Therefore, the
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Fig. 63. H*(10) from neutrino interaction products. Source of
the radiation is a muon collider ring with µ− and µ+ circulation
beams at 1 TeV momentum each. The assumed beam intensity
results in 1.2 × 1021 µ decays per year. The colour scale is in
mSv/year.

study of the cross-sections for gamma-ray and neutrino
production at high energies is already running.

The Local Interstellar Spectra of primary and sec-
ondary CRs based on reference [151] are included in
the fluka code starting from the release 2023 (they
can be activated by a new option in SPECSOUR:
“SDUM = GCR-AMS” [318] (see also chapter 16 of the
fluka Ref. manual [296]).

8.3 Muon collider applications

The renewed interest of the scientific community towards
studies for future multi-TeV muon colliders has prompted
the application of the NUNDIS engine (Neutrino INterac-
tions in FLUKA) to the simulation of the radiation envi-
ronment due to neutrino interactions. The collider itself
is designed to be operated underground, but neutrinos
can travel very long distances, thus the radiation levels
at the locations where the radiation resurfaces have to
be assessed and compared with the limit value for the
effective dose for members of the public, which in most
legislations is set at 1 mSv/year.

Neutrinos from muon decays in a muon collider ring
are strongly collimated, being emitted within a cone of
approx. 1/γ radians around the muon direction (here γ is
the muon Lorentz factor). At 1 TeV, 1/γ ≈ 10−4, resulting
in a 10 m spot at a distance of 100 km from the produc-
tion point. Neutrino interaction products are also forward-
oriented. Despite the relative smallness of the neutrino
interaction cross-section, the high intensity of the muon
beams and the focused conditions may result in a radiation
hazard for the population at the point where the neutrino
interaction products reach the earth’s surface [319,320].
The shape of the radiation field from the ensemble of the
ring is that of a flat disc, and at large enough distances it
does not depend on the circumference of the ring. Con-
versely, radiation originating from muon decays in the
straight sections, for instance between bending magnets
or at collision points, is contained in a narrow cone.

Fig. 64. H*(10) from neutrino interaction products as a func-
tion of distance from the muon collider, or, equivalently, depth
of the muon collider (top x-axis). Normalized to 1.2 × 1021 µ

decays per year. The horizontal line draws the limit for pop-
ulation. Muon beams at 1 TeV (2 TeV centre of mass energy),
radiation from the ensemble of the ring. fluka results labelled
“peak” are averaged over 1 m in the vertical direction. fluka
results labelled “cone” are averaged over 1/γ to be compatible
with results in [319] (black symbols). The analytical approx-
imations as in [320,321] (red and green lines) are displayed.

Simulations of the radiological hazards of neutrinos
have been carried out with fluka [322]. For a preliminary
assessment, simple descriptions of geometry and muon
beams have been implemented. The Earth is assumed to
be exactly spherical and its surface flat, without moun-
tains or valleys. The density of the Earth is uniform, the
muon beam is perfectly collimated, and the collider is
placed at a fixed depth underground.

Neutrino interaction products are fully transported
and the ambient dose equivalent (H∗(10)) is calculated
online by convolution of particle fluence and conversion
coefficients.

Exploiting the relation between the depth of the col-
lider and the distance at which the neutrino beam reaches
the surface, this simple setup allows us to calculate the
radiation levels both as a function of distance from the
collider and as a function of the depth of the collider.

Figure 63 shows a pictorial view of the propagation of
radiation from the collider ring to the surface. Even after
traveling almost 100 km, the vertical extent of the radia-
tion field is of the order of a few tens of metres. Results
are normalized to 1.2× 1021 muon decays per year, which
is a reasonable assumption [321].

fluka results have been compared with previous ana-
lytical approximations [320,321] and with results [319]
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Fig. 65. As in Figure 64. Radiation from a straight section
with a length equal to 1/10 000 of the ring circumference.
fluka results are averaged over a radius of 1 m from the axis
of the straight section Muon beams at 1 TeV and 1.5 TeV (2
and 3 TeV center of mass energy).

from the MARS [323] code. Results from the four
approaches compare favorably, as in Figure 64. Also shown
is the radiation limit for population.

Radiation levels from straight sections depend on the
fraction of muon decays within the straight section, thus
on the ratio of its length to that of the full machine.
Figure 65, shows the calculated H*(10) from a straight
section with length equal to 1/10 000 of the ring circum-
ference, as a function of distance.

It is evident from Figures 64 and 65 that solutions
will have to be devised in order to protect the population.
Straight sections must be limited, the beam orientation
could be varied with time in order to spread the radiation,
the site can be chosen in order to optimize the resurfacing
location, etc.

Besides radiation levels, fluka has been used to eval-
uate the background and the dose levels in the detectors
surrounding the collision points, as described in [324]

8.4 Radiation protection applications

Since fluka early application to radiation protection in
the high-energy accelerator domain, the code’s capabili-
ties evolved to tackle complex radiation safety challenges
in a broader context. Some features that greatly facilitate
shielding studies include the various predefined geometry
shapes, a library with all elements, and several compounds
that can be easily customized by the user to design com-
plex models of shielding structures. Its capacity to han-
dle induced radioactivity, providing information about

nuclide inventory, their decay, and the transport of resid-
ual radiation, has greatly expanded fluka range of appli-
cations in the framework of radiation protection.

Another characteristics of the code is its built-in vari-
ance reduction techniques that can be easily employed
to many deep-shielding problems and, since recently,
the inclusion of the already detailed neutron point-wise
treatment.

Various radiological quantities are provided as built-
in estimators in fluka. The default operational quan-
tities for assessing potential effective doses in a given
area now correspond to ambient dose H∗ coefficients as
defined by the joint ICRP116/ICRU95 publications with
a few higher energy points extrapolated [325]. Moreover,
the code allows the user to select alternative radiation
weighting factors, for instance from ICRP74, or even to
provide the energy-dependent coefficients for the conver-
sion of fluence to effective dose and ambient dose equiva-
lent [325,326].

The dose conversion coefficients exist only for pro-
tons, neutrons, muons, photons, electrons/positrons and
charged pions. The 4He conversion coefficients are also
available for ICRP116 based quantities only and, for all
other particles, the conversion factors were considered to
be null until Fluka2023. Since then, an attempt is made
to return a non-zero conversion coefficient for heavier
ions based on the rescaling of known weighting factors.
Although this approach can be deemed as a reasonable
effort to avoid neglecting completely the contribution of
heavy ions, it has inherent risks that should not be over-
looked particularly in dosimetry calculations where heavy
ions are relevant.

Dose averaged LET maps are now available as
USRBIN estimators, they are computed by multiplying
charged particles’ track segments with its restricted LET
in water in order to obtain the corresponding water dose
deposition, weighting it with LET∞ in water, and dividing
the result by water dose deposition and bin volume.

Recent examples where fluka was extensively used
in the context of radiation protection include TRIUMF’s
IAMI and ARIEL facilities. In the former case, the IAMI
shielding design was optimized with several simulations
to validate the occupancy of all accessible spaces in the
vicinity of a TR–24 proton cyclotron, as well as its target
stations’ routine operation for isotope production [327]. In
the second case, the entire ARIEL facility was modelled
with fluka with its shielding layers being constructed
in stages [328]. The simulation results particularly guided
the shielding design of two target stations which are to be
simultaneously irradiated with proton and electron beams
for radioactive ion beam production [329]. Additionally,
these studies also helped to optimize the target design
and to define optimal strategies to mitigate exposure to
personnel during target exchange, due to stored targets,
radioactive gas and activated coolant [328]. Among the
various scenarios studied with fluka were also failure
scenarios related to beam losses [330] and target fail-
ures [331], up to long-term activation of shielding in view
of the decommissioning of the facility.

fluka is the standard Monte Carlo radiation trans-
port tool of choice at synchrotron light source facilities
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Fig. 66. Top view of ambient equivalent dose rates resulting from gas bremsstrahlung generated in a 3 GeV light source facility,
impinging in a mirror inside of a hutch. The results are averaged over 4 cm, centred at the beam elevation.

Fig. 67. Top view of residual ambient dose equivalent rates
resulting from the activated electron beam dump at the
MAX IV synchrotron light source [332] as predicted by fluka.

(see, e.g. [333] and references therein), where it is used
to design and validate radiation shielding for accelerator
structures, beam lines, and upgrades. An example of a
typical calculation to evaluate the radiological impact in
the vicinity of a beam line’s first optical enclosure, due to
gas bremsstrahlung generated in the NSLS–II synchrotron
storage ring, is shown in Figure 66. Another example,
shown in Figure 67, illustrates a residual dose rate map
resulting from the activated electron beam dump at the
MAX IV synchrotron light source.

The capability of fluka to work with voxel geometries
from computed tomography (CT) scans has also been uti-
lized to investigate new radioprotection perspectives in a
radiotherapy setting, estimating organ doses and effective
dose for caretakers or others present in the room during
pediatric proton therapy [334].

8.4.1 Radiation effects

A wide range of radiation effects in materials can be esti-
mated with fluka built-in estimators. These can be used
to predict structural damage to materials under irradia-
tion, and thus are very relevant in applications such as

nuclear reactors, particle accelerators and space technol-
ogy, where these effects are of critical importance.

Some of the effects and quantities that are relevant
for studying a material behaviour under irradiation with
fluka include the energy based estimators such as total
energy deposition, which can be used to assess temper-
ature rise in a target material, stresses and deforma-
tions; energy deposition due to EMF which can be applied
to radiolysis calculations and; absorbed dose calculation
which can be used to assess material deterioration. Mate-
rial damage can be also evaluated by scoring in-target gas
production, or the Non-Ionizing Energy Losses (NIEL) in
a material. Moreover, fluka allows the users to assess
damage to materials using the displacement per atom
estimator. To do so, one only needs to provide a single
material-dependent parameter, the damage threshold Eth,
for each material of interest. The conversion to DPA is
performed via a modified Kinchin-Pease damage model,
which accounts for the effect on the displacement efficiency
for higher recoil energies due to the recombination and
migration of the Frenkel pairs [335]3.

In the context of electronics, fluka can be used to
estimate both single event effects and cumulative effects.
For instance, the rate of single event upset or latch-up can
be estimated by scoring the fluence of hadrons with energy
above approximately 20 MeV, coupled with high energy
hadron or thermal neutron equivalent estimators. On the
other hand, for cumulative effects, total ionizing dose can
scored, as well as the Silicon 1 MeV Neutron Equivalent
estimator to assess displacement damage.

8.5 Nuclear well logging applications

Monte Carlo particle transport simulation software plays a
crucial role in the research and development of nuclear well

3 For the purpose of the present implementation in fluka,
please disregard from Section 2 on of that reference. At that
time the approach was based on multi-dimensional fits and
non-relativistic kinematics, while presently a fully analytic
approach with relativistic kinematics is used in fluka.
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Fig. 68. Logging numerical simulation models. (a) Natural gamma-ray spectral logging. (b) Neutron porosity logging. (c)
Compensated density logging.

logging tools [336]. We performed a study to investigate
new applications of fluka in nuclear well logging indus-
try. Instead of fluka, MCNP (Monte Carlo N-Particle
Transport Code) [217] is widely used as a standard tool
due to its accurate simulation results in the industry. How-
ever, some countries face accessibility issues due to licens-
ing export restrictions. fluka comes into consideration as
a potential alternative. Currently, there is a lack of pub-
lished studies on fluka’s application in nuclear well log-
ging [337–339]. Therefore, here we compare performance
of fluka and MCNP using selected benchmark scenarios.
The findings could offer valuable insights into effectively
utilizing fluka to address scientific problems and chal-
lenges in nuclear well-logging.

Natural gamma-ray spectral logging Model 1
(Fig. 68a) is built to validate the scenario of natural
gamma-ray spectral logging. It simplifies the borehole
conditions and logging tool structure. The model con-
sists of three main components: formation, borehole, and
detector. The formation is composed of 50% sandstone,
40% limestone, and 10% water, the borehole is filled
with fresh water, and the detector is a virtual region to
accept gamma rays. The source particles are uniformly
distributed in the formation and their energies are sam-
pled from the gamma-ray spectra of 238U decay series,
232Th decay series, and 40K, with an intensity ratio of
2:3:15 [340].

Figure 69 illustrates the simulated responses of fluka
and MCNP. It shows that fluka and MCNP demon-
strate a good agreement. Specifically, when considering
the characteristic energy peak corresponding to 40K at
1.46 MeV, the relative error is less than 1%. Similarly, for
238U’s characteristic energy peak at 1.76 MeV, the relative
error remains below 3%. In the case of 232Th’s character-

Fig. 69. Comparison of fluka and MCNP on gamma spectra.

istic energy peak at 2.62 MeV, however, the relative error
increases to 14%. Despite this increase, when considering
statistical errors, the results from fluka and MCNP are
within the error margins.

Neutron porosity logging Model 2 is established based
on the previous Model 1 to verify the neutron porosity log-
ging scenario. As shown in Figure 68b, the model has a
shield and a neutron source positioned below the detec-
tor. The cylindrical shield is made of cadmium. The neu-
tron point source is located 32 cm below the detector.
It emits mono-energetic and isotropic neutrons with an
energy of 2.4 MeV to mimic neutrons from a deuterium–
deuterium (D–D) neutron generator. Thermal neutrons
can be detected by the virtual detector in this arrange-
ment. The geological formation is characterized as sand-
stone with sequential porosities of 0, 10%, 20%, and 30%,
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Fig. 70. Comparison of fluka and MCNP on the relationship
between detector relative counts and formation porosity.

with each pore space filled with freshwater. Figure 70
presents the detected relative thermal neutron counts in
strata with varying porosities. The average relative error
between fluka and MCNP simulation data is within 2%,
indicating good agreement between the results obtained
from both platforms.

Compensated density logging. To further assess the
applicability of fluka in the field of nuclear well logging, a
more complex Monte Carlo simulation model (Model 3) is
developed. This model is associated with the compensated
density logging scenario, illustrated in Figure 68c. This
comprehensive model encompasses the complete logging
instrument geometry, with the formation lithology set as
sandstone and the borehole filled with fresh water. A typ-
ical compensated density logging tool utilizes 137Cs as a
gamma-ray source with an energy of 0.662 MeV. Addition-
ally, it consists of both near and far detectors for gamma-
ray detection. The tool is placed against the borehole wall.

Different simulations are conducted to obtain the
response of the compensated density logging tool under
different formation densities. We vary the porosity of the
sandstone formation from 0 to 95% in 5% increments.
Figures 71 and 72 plot the logarithm of relative counts
against formation density for both far and near detec-
tors. The curves displayed in the figures exhibit consis-
tent trends, suggesting a robust correlation between the
variables. For the near detector, the root mean squared
error (RMSE) of the logarithm of relative counts from
fluka and MCNP simulations is within 0.6%. Similarly,
the far detector exhibits an RMSE within 1.4%. The data
further emphasize the reliability of the results.

In summary, we applied fluka in nuclear well logging
scenarios, addressing three different logging methods and
we compared the obtained results to MCNP.

Models 1 and 2 are designed to simulate natural
gamma-ray spectral logging and neutron porosity logging
scenarios, respectively. A comparative analysis of fluka
and MCNP shows a very good agreement between the two
generated gamma spectra and thermal neutron counts.
When considering statistical errors, no significant differ-
ences are observed between the two.

Fig. 71. Relationship between detector log relative counts and
formation density in the near detector.

Fig. 72. As in Figure 71 for the far detector.

Model 3 focuses on the modeling of compensated den-
sity logging, incorporating a comprehensive description of
the logging instrument’s geometry. The study analyzes
the relationship between count rate and formation den-
sity for both far and near detectors, and identifies consis-
tent trends in the curves. The results indicate that there
are discrepancies between fluka and MCNP in terms of
count rates that fall within the range of statistical errors.

In conclusion, fluka demonstrates excellent perfor-
mance in modeling and simulating nuclear well log-
ging problems, serving as a reliable candidate to replace
MCNP. fluka accurately captures the responses of
logging instruments to various logging signals and
accurately simulates complex geometries and physical
processes. However, further exploration of nuclear well log-
ging scenarios and experimental verification using field-
measured data are necessary to thoroughly assess the
applicability and accuracy of fluka in this field.

9 Technical improvements

As well as improvements to the physics models in fluka,
the new version also includes a number of technical
improvements:
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– Dynamic allocation of memory allows for “unlimited”
number of regions, as well as an automatic increase of
the memory size in case the scoring configuration or
voxel geometry should require it;

– Up to two nested roto-translations are now allowed in
geometry, both for bodies and lattices;

– The possibility of define a spatially distributed source
from a previously created USRBIN file;

– Built-in source routines for neutron spectra from
Am-Be, Am-B, 252Cf, deuterium-deuterium, and
deuterium-tritium neutron sources are now available;

– The interface to the CORSIKA7 [341] air shower
simulation program has been completely reworked
and made modular. It now optionally supports,
besides non-elastic and (new) quasi-elastic, also elas-
tic hadron–nucleus interactions, photo-nuclear interac-
tions, electro-nuclear interactions, and nucleus-nucleus
Electro-Magnetic Dissociation events. The interface is
supporting also the new CORSIKA8 [342] air shower
simulation code;

– New geometrical bodies, pyramids along X-, Y - or Z-
axis and generic tetrahedra have been added to the
geometry;

– The rQMD event initialization has been improved and
made significantly faster.

10 Conclusions

The modern fluka has a long history dating back 35
years. During these years, its models and their applica-
tions have evolved to cover a wide range of problems in
nuclear physics, high energy physics, cosmic ray physics
and medical physics, far beyond the traditional field of
radiation protection. The fourth generation of fluka has
more than 6000 registered users worldwide and the num-
ber is growing every day.

This paper illustrates roughly the last decade of fluka
developments with examples of old and new applications
made possible by fluka capabilities.

Along this period of time, the quality of physics mod-
els of fluka has been constantly improved, trying to keep
up with the progress in the comprehension of the different
processes of interest, the appearance of new experimental
data and the general developments achieved by the sci-
entific community. This line of development will of course
continue also in the future, and, among the many different
subjects of interest, we believe that the most important
directions concern the following items:
1. High-energy hadronic interactions: following the now

widely accepted paradigm that universal hadroniza-
tion is no longer a viable concept and that new mech-
anisms are therefore required (see Sect. 4.3).

2. Further refinements and developments are also under-
way for photonuclear interactions and, very impor-
tantly for the next generation of experiments, for neu-
trino interactions.

3. The relatively recent development of fully correlated
point-wise neutron interactions has opened up many
new fields for fluka, and further refinements are
expected in the coming years.

Thanks to a highly motivated group of collaborators
from various fields who have contributed to past achieve-
ments and will contribute to future ones, the pace of devel-
opment is now even faster than in the past.
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13. A. Fassò, A. Ferrari, J. Ranft, P. Sala, G. Stevenson, J. Zazula,
FLUKA92, in Proceedings of the Workshop on Simulating
Accelerator Radiation Environments (SARE-1), 11-15 Jan-
uary 1993, Santa Fe (N. Mex.) (1993)

14. A. Ferrari, P.R. Sala, A. Fassò, G.R. Stevenson, Can we predict
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167. T. Sjöstrand, S. Mrenna, P. Skands, PYTHIA 6.4 physics and
manual, J. High Energy Phys. 2006, 026 (2006)

168. R. Engel, J. Ranft, S. Roesler, Photoproduction off nuclei and
point - like photon interactions 1. Cross-sections and nuclear
shadowing, Phys. Rev. D 55, 6957 (1997)

169. A. Fedynitch, Cascade equations and hadronic interactions at
very high energies, Ph.D. dissertation, KIT, Karlsruhe, Dept.
Phys., 11 2015

170. S. Dulat, T.J. Hou, J. Gao, M. Guzzi et al., The CT14 Global
Analysis of Quantum Chromodynamics (2015)

171. M.L. Good, W.D. Walker, Diffraction disssociation of beam
particles, Phys. Rev. 120, 1857 (1960)

172. K.J. Golec-Biernat, M. Wusthoff, Saturation effects in deep
inelastic scattering at low Q2 and its implications on diffrac-
tion, Phys. Rev. D 59, 014017 (1998)

173. A. Koning, D. Rochman, J.-C. Sublet, N. Dzysiuk, M. Fleming,
S. Van der Marck, Tendl: complete nuclear data library for
innovative nuclear science and technology, Nucl. Data Sheets
155, 1 (2019)

174. A. Nadasen, P. Schwandt, P. Singh, W. Jacobs et al., Elas-
tic scattering of 80–180 MeV protons and the proton-nucleus
optical potential, Phys. Rev. C 23, 1023 (1981)

175. G.D. Alkhazov, S.L. Belostotsky, A.A. Vorobev, O.A.
Domchenkov et al., Elastic scattering of 1 GeV protons and
matter distributions in 1p shell nuclei. (in Russian), Yad. Fiz.
42, 8 (1985)

176. H.R. Blieden et al., Measurement of Small Angle Elastic Scat-
tering of Pions and Protons by Nuclei, Phys. Rev. D 11, 14
(1975)

177. A. Schiz et al., Hadron-Nucleus Elastic Scattering at
70 GeV/c, 125 GeV/c and 175 GeV/c, Phys. Rev. D 21, 3010
(1980)

178. A. Ferrari, P. Sala, presented at the International Conference
on Nuclear Data for Science and Technology, NDST-97, Tri-
este, 1997, unpublished.

179. D.A. Brown, M.B. Chadwick, R. Capote, A. Kahler et al.,
ENDF/B-VIII.0: The 8th major release of the nuclear reaction
data library with CIELO-project cross sections, new standards
and thermal scattering data, Nucl. Data Sheets 148, 1 (2018)

180. I. Osamu, I. Nobuyuki, S. Keiichi, I. Akira et al., Status of
JENDL, EPJ Web Conf. 239, 09002 (2020)

181. D.O. Caldwell, V.B. Elings, W.P. Hesse, R.J. Morrison, F.V.
Murphy, D.E. Yount, Total Hadronic Photoabsorption Cross-
Sections on Hydrogen and Complex Nuclei from 4 GeV to
18 GeV, Phys. Rev. D 7, 1362 (1973)

182. G.R. Brookes et al., Total hadronic photoabsorption cross-
sections of nuclei for photons in the GeV energy range, Phys.
Rev. D 8, 2826 (1973)

183. S. Michalowski, D. Andrews, J. Eickmeyer, T. Gentile et al.,
Experimental Study of Nuclear Shadowing in Photoproduc-
tion, Phys. Rev. Lett. 39, 737 (1977)

184. E. Arakelyan, G. Bayatyan, G. Vartanyan, N. Grigoryan et al.,
Measurement of total hadronic photoproduction cross sections
on the nuclei C, Cu and Pb for energies Eγ=(12–30) GeV,
Phys. Lett. B 79, 143 (1978)

https://www.nndc.bnl.gov


F. Ballarini et al.: EPJ Nuclear Sci. Technol. 10, 16 (2024) 59
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226. T. Böhlen, F. Cerutti, M. Chin, A. Fassò et al., The FLUKA
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