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Abstract
We introduce an inverse design methodology for a new class of eigenfrequency-invariant metamaterial-resonators, targeting 
nuclear magnetic resonance detection at ultra-high �

�
 field, and operating at two specified frequencies selected from within 

the 100-1500 MHz range. The primary optimisation goal is to maximise the magnetic field intensity and uniformity within 
a liquid sample, while the electric energy should be kept to a minimum level to reduce dielectric heating or quadrupolar 
moment excitation effects. Due to the symmetric geometry requirement of the cavity, a demultiplexer is also designed to 
direct each discrete resonant signal to another predetermined output port of the resonator. In order to reduce the geometrical 
dependency of the resonance frequency, a bespoke metamaterial is used for the cavity host. Therefore, an additional optimi-
sation problem for a unit cell domain is defined to seek a proper material layout for the host region of the resonators. Given 
the sensitivity of the frequency domain, the optimisation process is effectively regulated through the utilisation of both a 
Helmholtz filter and a projection method. It is found that considerable improvements of the resonator quality factor can be 
obtained through this optimisation process.

Keywords Double-resonant resonators · Topology optimisation · Ultra-high field NMR · Metamaterials · Eigenfrequency-
invariant detectors · Demultiplexer

1 Introduction

Faraday induction, through the invocation of the reciprocity 
principle [1], is one of the most widely used mechanisms 
to detect the time-varying nuclear magnetisation signal 
of a sample. The detector is usually an inductor, such as a 
coil or an electromagnetic waveguide. In order to achieve 
a stronger signal, the inductor is resonantly tuned by addi-
tional capacitance, allowing the power of the captured signal 
to propagate cyclically in phase with itself, as it dissipates 
in the electrical resistors of the circuit. For a conductor coil 

(a solenoid or spiral), tuning is typically achieved by adding 
lumped capacitance in parallel with the inductor (called an 
LC-resonator) so that the wave oscillates between the electri-
cal and magnetic energy domains as it traverses the circuit. 
For a waveguide, the layout and hence effective dielectric 
constant of the waveguide are designed to produce a tuned 
resonator, with the wave reflecting from the ends as it propa-
gates up and down the waveguide. The literature is replete 
with a large variety of nuclear magnetic resonance (NMR) 
detector coils such as the solenoid coil [2], Helmholtz coil 
[3], scroll coil [4], standing micro coil [5], cone-shaped gra-
dient coil [6], cylinder spiral coil [7], micro planar coil [8], 
birdcage RF coil [9] and waveguide arrangements [10–12] 
that are suitable for detecting magnetic resonance signals. 
The evaluation of radiofrequency (RF) coils, concerning sig-
nal-to-noise ratio (SNR) and the homogeneity of magnetic 
resonance images, was recently conducted in the context of 
ultrahigh-frequency (UHF) 7T magnetic resonance imaging 
(MRI) [13]. Consideration was also given to the progress 
in NMR probes and microcoil development, specifically 
intended for miniaturised systems employed in the analy-
sis of tiny samples [14]. Recently, a high-density coil array 
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has been designed and tested to satisfy the requirement of a 
higher SNR and high-resolution functional imaging [15]. For 
the purpose of improving the field homogeneity in the 9.4 T 
system, a superconducting shim coil design was acquired by 
a numerical optimisation method [16]. A given resonant tun-
ing of coil and waveguide detectors must be adapted when 
the electrostatic or magnetostatic properties of the sample 
change significantly, since then the electromagnetic wave 
propagation speed inside the resonator will change, which 
will affect the match of the resonance frequency of the NMR 
signal and the resonator. The same is true for any changes in 
the shape of the detector; for then, the effective permeability 
and/or permittivity of the resonator will also experience a 
change, again affecting the resultant resonant frequency.

It is also possible to produce a resonant electromagnetic 
structure using a cavity, often benefiting from a better qual-
ity factor than a waveguide or an LC-resonator, by avoiding 
lossy materials and hence achieving a stronger net signal 
amplification. Because the vacuum electromagnetic wave-
length of typical nuclear magnetic resonance signals is in 
the range of 10 cm to a metre (corresponding to the 1 H Lar-
mor frequency from 300 MHz at 7T to 3 GHz at 70T), pure 
cavities have not played an important role in the detection 
of NMR. For electron spin resonance, with frequencies in 
the 10–100 GHz regime, wavelengths are much shorter, and 
hence cavities are more commonly used [10, 17–19].

The analytical treatment of the singular electromagnetic 
response triggered by near-zero index (NZI) or epsilon-
near-zero (ENZ) materials is a highly interesting topic for 
optical applications. NZI media have been demonstrated to 
exhibit a variety of exciting and occasionally surprising opti-
cal effects since groundbreaking works were conducted in 
direct emission [20], band gaps in the visible wavelength 
range [21], propagation and scattering [22], electromagnetic 
energy tunnelling [23], supercoupling [24–26], emission 
control [20, 22, 27], photon tunnelling [28–30], and optical 
non-linearity [31–33]. In these applications, the space-time 
decoupling effect is usually activated due to the stretched 
wavelength of the electromagnetic signal during transmis-
sion in this extreme medium. The resonant frequency is thus 
determined by the dispersion of the material, in particular, 
the frequency at which the ENZ property is achieved, rather 
than the shape. Recent developments in ENZ metamaterials 
have opened up new possibilities in optics, photonics, and 
materials science. These materials are characterised by a 
dielectric permittivity near zero at certain frequencies, ena-
bling unique electromagnetic properties like near-infinite 
phase velocity and enhanced wave-matter interactions. Li 
et al. demonstrated the ability to invert optical nonlinearity 
in ENZ materials, an exploration that could lead to highly 
efficient all-optical switches for photonic circuits [34]. In 
the field of advanced material fabrication, biocompatible 
ENZ materials were developed using silver nanoparticles in 

a polystyrene matrix, achieving a broadband response in the 
radio-frequency range (10 kHz–1 MHz) [35]. Another ENZ 
response in the sub-GHz range was also achieved using a 
new class of ternary metacomposites [36]. In 2016, Liberal 
et al. [37] postulated the existence of geometry-invariant 
resonant cavities induced by ENZ media, that is, whose 
eigenfrequencies are invariant to volume-conserving mor-
phing of their shape. We hereby introduce this concept in the 
realm of magnetic resonance detection and we expect this to 
lead to a breakthrough in the development of high-quality 
magnetic resonance detection probes.

Topology optimisation is a highly effective computational 
design technique that has gained widespread application in 
multiphysics [38–42], including electromagnetics and pho-
tonics [43–46]. This approach involves optimising the layout 
or distribution of materials within a given design space to 
meet specific performance criteria, while satisfying con-
straints such as the total volume or cost. It has been utilised 
in the design of numerous electromagnetic devices, includ-
ing antennas [47, 48], waveguides [49, 50], and metamateri-
als [51–54], among others [55–57]. The benefit of topology 
optimisation has been shown to significantly improve device 
performance, resulting in higher efficiency, reduced weight, 
and improved bandwidth. It has proven especially useful in 
the design of cavity resonators, where the optimal material 
distribution within the resonator structure can be sought to 
achieve desired resonant frequencies and other performance 
criteria [58–61]. This approach has been shown to improve 
the performance of cavity resonators, leading to more effi-
cient and precise excitation and detection of signals. One of 
the primary advantages of topology optimisation in cavity 
resonator design is that it allows the development of more 
complex and intricate resonator geometries that would be 
challenging to design using conventional methods. Topology 
optimisation has been particularly auspicious in the design 
of surface plasmon resonances (SPPs) [62, 63], optical cloak 
[64], dielectric resonator [60], and non-conventional cavity 
resonators, such as dualmode and broadband resonators [65].

Surface plasmon polaritons (SPPs) [62, 63, 66, 67] are 
usually observed as the trapped electromagnetic waves 
that propagate along a dielectric-metal interface, where 
the real part of the permittivity turns its sign from negative 
to positive. These phenomena are originally perceived at 
optical wavelengths because of the interaction between 
light and nanoscale conductive surfaces [68–70]. In this 
range, the wavelength matches well with the feature sizes 
of structures that support SPPs. The conditions for observ-
ing SPPs become challenging in the radio frequency (RF) 
range which is defined for longer wavelengths. The RF 
electromagnetic waves are typically attenuated in inter-
action with metal surfaces, which does not support the 
formation of traditional SPPs, as observed in the opti-
cal regime. However, it is important to know if there are 
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similar interactions that exhibit plasmonic-like behaviour 
in the RF range. These phenomena have been acknowl-
edged in extremely high RF frequencies with applications 
for phase modulators [71] and antennas [72, 73]. Basically, 
SPPs-like waves can be supported by the combined effects 
of the metal-dielectric interface and the electromagnetic 
properties of the medium. When an interface is formed 
between an SPP material and another material, it can give 
rise to unique electromagnetic phenomena, including the 
excitation and manipulation of ENZ. The low permittiv-
ity of the SPPs material alters the dispersion properties of 
the ENZ, leading to interesting effects. For example, sev-
eral instruments have been employed to excite a so-called 
spoof SPPs mode such as a waveguide and frequency split-
ter [74], microstrips [75], and a slot line [76] in micro-
wave engineering. Here, we introduce a new approach to 
design the epsilon-near-zero (ENZ) metamaterial based on 
the spoof plasmonic behaviour within the RF range. The 
equivalent properties of this artificial zero index medium 
depend not only on the proportion of opposite-sign-per-
mittivity materials but also on the mixture’s topology. 
Furthermore, the frequency-dependent nature of SPPs is 
also relieved through an optimisation process, ensuring the 
validity of ENZ cells in double-resonant operation.

In this contribution, we build upon the concept of a 
new generation of resonators induced by epsilon-near-zero 
materials, towards a design that facilitates the high-effi-
ciency nuclear magnetic resonance detection in a cavity, 
and overcomes some of the limitations resulting from the 
tuning sensitivity of conventional detectors to variations 
in sample properties and geometry:

• Shape and loading invariance of the cavity resonance 
frequencies. The primary nonideality of coil or trans-
mission line detectors is their sensitivity to dielectric 
loading. The present ENZ-hosted cavity-based design is 
making a breakthrough by inherently overcoming this 
limitation.

• Multiple ports, with resonances located in the sam-
ple volume. The cavity features sample-centred mode 
shapes, i.e., with their magnetic field maxima stretching 
over the sample region, and the electric field maxima 
trapped outside of the sample region to avoid dielectric 
losses and coupling to the quadrupolar moments of the 
sample.

• Port isolation. In reception mode, the signal leaves the 
cavity from a selected port and is selectively blocked 
from transmission through the other port. The frequen-
cies must be selectable by design (in this paper chosen 
and demonstrated for 13C and 1H ), and thus feature good 
frequency isolation among the ports.

• High quality factor. The cavity should feature low inter-
nal loss mechanisms, with Q > 1000.

• Realisability. The resulting design must be manufactur-
able.

2  Concept and methodology

2.1  Concept of a distributed NMR resonator

A conventional LC resonator is shown in Fig. 1a as a typical 
detector used in most current NMR systems. In any circuit 
of lumped elements, the resistive loss in the inductor is a 

Fig. 1  a A transition from a conventional lumped LC circuit to a cavity resonator, which spatially distributes inductance and capacitance. b The 
eigenfrequency-invariant detector system is introduced as a combination of three topology optimisation problems: the ENZ metamaterial at the 
scale of a local unit cell, the magnetic double-resonant cavity at the sample location, and the demultiplexer
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primary loss that increases with lower skin depth at higher 
frequencies. By translating the LC circuit, which is made 
from lumped elements, into a three-dimensional structure, 
we obtain an equivalent resonant cavity with decreased 
inductance. The loss in a cavity is mainly caused by the con-
ducting wall, which can be reduced by using a smooth high-
conductivity material. It is therefore necessary to develop 
a cavity-based multimode resonator that dominates the LC 
resonator in terms of efficiency and stability.

Highlighting the application of our universal optimisation 
method, we exemplify its implementation in the construction 
of a tailor-made cavity NMR detector design at B0 = 28.2 
T. The Larmor frequency of typical nuclei ( 1H , 3He , 7Li , 
13C , 15N , 17O , 23Na , 31P , 129Xe ) ranges from 122 MHz to 1.2 
GHz at this field strength. Among these isotopes, the 13C and 
1H nuclei are important in NMR because these nuclei are 
abundant in organic molecules, their NMR signals provide 
detailed information about molecular structures, and their 
sensitivity allows for the analysis of a wide range of samples. 
Therefore, the resonator is built for these two candidates, 
aligning the resonant frequencies of 300 MHz and 1.2 GHz. 
The corresponding wavelengths of this specific and spec-
troscopically important frequency pair are 1 m and 0.25 m, 
respectively. Figure 1b presents the conceptual schematic 
of the geometry-invariant double resonant cavity design. At 
the top, the computational domains and their corresponding 
objective functions are shown: on the left, the smaller cube 
inside the cell is used as the designable area which is tai-
lored to minimise the absolute equivalent permittivity; in the 
middle, an exploded view of the cavity shows the green col-
oured high dielectric patch which is considered to change 
its topology to maximise the magnetic intensity in the red 
coloured sample; and on the right, the design region is also 
the computational domain which is optimised to transmit 
the most proportion of the power flow in each frequency to 
the corresponding port. In the center, the numerical method-
based optimiser is utilised to deal with the design tasks. At 
the bottom, the illustration highlights the achievements and 
behaviors: on the left, the final dopant is marked in gold; 
in the middle, the resonator is excited on the input port at 
both 1H and 13C frequencies to obtain the double resonance 
(with overlapped B1 fields in the sample) and collect NMR 
combined signal on the output port; and on the right, the 
optimised demultiplexer receives the signal from the cavity 
and splits it into two distinct FID curves for analysis. Con-
ventional design approaches have considerable difficulty in 
tackling this task, as optimised designs must demonstrate 
proficiency in operating within a double-resonant regime. 
This obstacle can be mitigated through the combination of 
a seamlessly integrated inverse design process with finite 
element solvers. The design problem is broken up into three 
topology optimisation problems, i.e., for the unit cell of the 

ENZ host material, for the high-dielectric material form-
ing the cavity that accommodates the sample, and for the 
demultiplexer that serves to separate the two frequencies. 
In the first instance, the host microstructure is configured to 
attain an effective permittivity close to zero at both speci-
fied frequencies. Besides, the sample (red coloured region 
in Fig. 1b) is fully contained within the high dielectric patch 
whose topology must be optimised to localise the magnetic 
field maxima for each resonance mode within the sample 
region and orientated perpendicular to the static B0 field, and 
at the same time to separate the maxima of the electric field 
component so that these do not overlap with the sample. The 
magnetic field intensity should be homogeneous over the 
sample space, so that the position-dependent observation of 
the NMR signal is only influenced by the spin density. The 
third topology optimisation problem concerns the design of 
the demultiplexer that is connected to the output port of the 
cavity to separate the two frequencies. The formulation of 
each topology optimisation problem is presented in detail in 
the upcoming sections.

2.2  Governing equations

The relationships of the electric field, E , and magnetic 
fields, H , can be described using Maxwell’s equations [77] 
throughout the modeling domain Ω = {ΩI ∪ Γ} in ℝ3 , with 
the interior region ΩI and the boundary Γ:

where � and J denote the charge density and current den-
sity, and t denotes time. Further, �0 , �0 , and �r are the vac-
uum permeability, the vacuum permittivity, and the rela-
tive permittivity of the medium, respectively. If there is no 
charge and current in the medium, the following equations 
are derived:

where � is the angular frequency, and LEM is the differen-
tial operator acting on the electromagnetic field. The step 
of solving Maxwell’s equations involves identifying the 
specific problem context, imposing boundary conditions on 
Γ , and using numerical methods in most complex/general 
cases.

(1)

∇ ⋅ E =
�

�r�0
,

∇ ⋅H = 0,

∇ × E = −�0

�H

�t
,

∇ ×H = J + �r�0
�E

�t
,

(2)LEM =

⎧⎪⎨⎪⎩

∇ × ∇ × E − �2�0�0�rE = 0,

∇ ×

�
1

�r
∇ ×H

�
− �2�0�0H = 0,
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2.3  Inverse design

For the topology optimisation procedure, we discretise 
the well-known Maxwell equations with the finite element 
method, as shown briefly in the Governing equations sub-
section with an assumption of time-harmonic field behav-
iour. The density-based method [38, 39] is employed to 
describe the material interpolation in the design regions. 
The max–type formulations were solved to enhance the 
power flow at each output port of the splitter, and the local 
magnetic field in the sample, whereas a min–type problem 
was implemented to find the microstructure of the ENZ 
material. We designed the variable-optimisation spaces to 
make the devices compatible with the RF wavelength of 
currently available NMR magnets. The optimisation pro-
cedure is carried out to update the design variables using 
the given material interpolation rule. During this process, 
the appearance of numerical issues such as spatial single-
cell variations and the weak sense of length scale may 
cause slow convergence and instability to the optimiser. 
This barrier can be alleviated by applying the well-known 
Helmholtz PDE filter in the design region with homogene-
ous Neumann boundary conditions as

where rmin is the desired filter radius, and �(x) and �̃�(x) are 
the original and filtered design fields, respectively. Next, 
the smoothed Heaviside projection scheme is employed 
to improve the physical meaning of the filtered design 
variables,

where � ∈ [1,∞] and � ∈ [0, 1] are parameters used to con-
trol the threshold sharpness and value, respectively. Thus, 
the filtered design variables were transferred to the FE 
model by linear approximations. For symmetric constraints 
in optimisation, we chose user-defined mirror operators to 
ensure symmetry. With a focus on ensuring convergence of 
the solution in double resonance, we added volume fraction 
constraints vf = 50% and vf = 80% to the first and second 
problems, respectively. The numerical simulations in this 
paper were performed using COMSOL MultiphysicsⓇ 6.0 
on a computer with an AMD Ryzen Threadripper 3970X 
and 256 GB of RAM. The PARDISO solver was selected 
to treat the linear systems derived from FEM because of 
its excellent performance, robust numerical stability, versa-
tile matrix support, and scalability for handling very large 

(3)
{

�̃�(x) = 𝜌(x) + r
2

min
∇2�̃�(x), in Ω

D

n ⋅ ∇�̃�(x) = 0, on 𝜕Ω
D
,

(4)̄̃𝜌(x) =
tanh(𝛽 ⋅ 𝜂) + tanh(𝛽 ⋅ (�̃� − 𝜂))

tanh(𝛽 ⋅ 𝜂) + tanh(𝛽 ⋅ (1 − 𝜂))
,

problems [78]. All optimisation problems were solved using 
the integrated method of moving asymptotes (MMA) [79].

3  Numerical results

3.1  Zero index metamaterial

It is worth noting that the design and realisation of ENZ mate-
rials in the RF range are more challenging than those in the 
optical regime due to the longer wavelengths involved. The 
plasmonic [53] and ENZ effects can be realised by arrang-
ing materials in repeating patterns at a scale smaller than the 
working wavelengths. To obtain a solution for the sensible 
material distribution of the microstructure for the host, the 
topology optimisation method is illustrated in a unit cell as 
described in Fig. 2a. The unit cell is a cube with dimensions 
of 1 x 1 x 1 mm including the cubic designable domain ΩD 
( 0.5 × 0.5 × 0.5 mm). The boundary condition n̂ × E = 0 is 
applied on ΓE to enforce periodicity. Assuming that the inci-
dent field E0 propagates perpendicularly to Γ1 and Γ2 , the 
first-order scattering boundary conditions imposed on these 
boundaries are

where i is the complex unit, ΓE denotes the lateral periodic 
boundaries, and Γ1 and Γ2 are the input and output bounda-
ries, respectively. The design field �(x) is introduced to 
describe the material distribution in the computational space 
Ω by the interpolation

where �(x) denotes the material distribution of the high-� 
dielectric in the design space, �(�) is the material interpola-
tion of the permittivity used in topology optimisation prob-
lem, �s denotes the permittivity of the substrate (polyethyl-
ene/cross-linked polyethylene (XLPE)), and �p , � , and fD 
are the plasma frequency, design frequency, and damping 
constant of copper calcium titanate CaCu3Ti4O12 (CCTO)/18 
wt% multiwall carbon nanotube (MWCNT) negative index 
material [80], respectively. The average electric displace-
ment ⟨�⟩Ω = �Ω�−1 ∫

Ω

�(�)EdΩ and the electric field 

⟨�⟩Ω = �Ω�−1 ∫
Ω

EdΩ are obtained by integrating the electric 

distribution over the computational domain. Then, the con-
strained continuous optimisation problem is constructed as

(5)
n × (∇ × E) − ik0n × (E × n) = −2ik0E0 on Γ1,

n × (∇ × E) − ik0n × (E × n) = 0 on Γ2,

(6)�(�) = �s + �

(
1 −

�p
2

�2 + i�fD
− �s(1 + i)

)
,
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Six symmetric constraints are included in the optimi-
sation to ensure the validity of the design under an inci-
dent field from an arbitrary direction. Specifically, a set 
of planes used in the mirror operation is defined in three-
dimensional space as P =

{
P1,P2,P3,P4,P5,P6

}
 , where 

each plane Pi is described by the following equations: 
P1:x = 0,P2:y = 0,P3:z = 0,P4:z − y = 0,P5:z + y = 0,P6:z − x = 0  .  The 
inner cubic design domain ΩD is immersed in the unit sub-
strate medium Ω . Essentially, the goal is to minimise the 
real part of the equivalent permittivity close to zero with 
an incident wave combined from two signals at the design 
frequency pair f1 = 300 MHz and f2 = 1.2 GHz ( �1 = 1 m 

(7)

min
𝜌(x)

𝜀eff (𝜌) =
⟨�⟩Ω
⟨�⟩Ω ,

s.t. LEM(�(x), 𝜌(x)) = f (x),

𝜀(𝜌) = 𝜀s + 𝜌

�
1 −

𝜔p
2

𝜔2 + i𝜔fD
− 𝜀s(1 + i)

�
,

0 ≤ 𝜌e ≤ 1, e = 1, 2, ...,ℵD,

𝜌 = 0∀x ∈ Ω ⧵ΩD.

and �2 = 0.25 m). As a means to diminish the acummula-
tive error of the numerical solutions, the designable domain 
is discretised into 17,576 cubic elements (26 segments per 
edge) while the outer substrate contains 102,360 tetrahedra 
and 4,350 pyramids. In the setup for optimisation, the opti-
mality tolerance (in the MMA solver), the relative tolerance 
(in the stationary solver), the maximum outer iterations, and 
the maximum inner iterations per outer are �opt = 1 × 10−7 , 
�rel = 1 × 10−3 , itermax

out
= 100 , and itermax

in
= 3 , respectively. 

The equivalent relative permittivity curves are controlled to 
meet at the same point as depicted in Supplementary Fig. S1 
by an additional volume fraction constraint vf = 50% . With 
a view to adjusting the objective near zero, a Heaviside 
filter is applied for the final material distribution in the 
design domain, with � = 1000 and � = 0.4 . The optimised 
design and its rendered figures for this case are shown in 
Figs. 3a-b with the equivalent permittivity converged to 
�eff = 0.01 + 0.68i at 300 MHz and �eff = −0.03 + 0.17i at 
1.2 GHz. Although the dopant material used in the design-
able zone takes different permittivity values in two modes 
( −531.52 in the 1st mode and −35.19 in the 2nd mode), the 

Fig. 2  a A representative cell domain for ENZ metamaterial design. b Sketch of the computational domain for the inverse design of the oval 
resonator cavity. c RF splitter domain for optimisation problem
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optimiser can still compromise to guarantee the convergence 
of the objective function. This result can be used to create 
the “artificial” metamaterial for the host region of the cavity 
resonators, as shown in Fig. 3c.

3.2  High–� cloak

An important goal of this work is to design a dielectric 
domain within the cavity that covers the sample. This 

Fig. 3  The three topology optimisation steps. a Optimised density distribution inside the design domain of the ENZ unit cell. b Fully symmet-
ric rendered unit design: the dopant (rendered in gold, made from copper calcium titanium oxide (CCTO) nanocomposites incorporated with 
18 wt% multiwall carbon nanotube (MWCNT) [80]) is covered by polyethylene/XLPE dielectric. c An exploded view of the cavity resonator 
obtained from simulation reveals the metasurface. d Optimised material distribution in the cavity. e Magnetic field norm of the 1st mode. f Mag-
netic field norm of the 2nd mode. g Final topology design of the signal splitter. h Power flow at the 1st wavelength �1 = 1 m. i Power flow at the 
2nd wavelength �2 = 0.25 m
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“cloak” must have the ability to enhance the magnetic inten-
sity in the sample space at resonance states corresponding 
to the input excitation signal. All the boundaries of the 
resonator are imposed by the perfectly electric conducting 
condition (PEC) n̂ × E = 0 , except for the two ports. For 
the purpose of eliminating intermediate design variables, an 
imaginary part is added to the material interpolation scheme 
as

where � is a dependent scaling factor, and �ENZ and �r denote 
the relative permittivity of the materials used for the host 
and sample regions, respectively. The void phase of the 
design space is assumed to become ENZ medium when � 
becomes zero. In this circumstance, the local field enhance-
ment task is achieved by maximising the square norm of the 
total magnetic field in the sample as

The original cavity is designed in a 2.5D oval shape as 
shown in Fig. 2b with parameters L = 120 mm, W = 90 mm, 
R1 = 30 mm, w1 = w2 = 15 mm, w3 = 26 mm, ri = 3.5 mm. 
There are two external ports that allow to receive and trans-
mit radio frequency signals. For simplicity, the host region is 
implied as ENZ material with permittivity �ENZ = 0 + 0.1i . 
The liquid sample ( �i = 80 ) is immersed inside the high-
permittivity area in the centre of the cavity. The design 
domain is a curved rectangular dielectric medium made of 
strontium titanate ( SrTiO3 , �c = 310 ). In this setting, the 
topology of the sample is fixed, and the designable den-
sity field is only valid in the green zone. The lumped port 
condition is used on the listener port with the characteris-
tic impedance Zref = 50 Ω . During the optimisation loop, 
a geometric constraint is added using a symmetric plane 
passing through the cavity’s centroid and parallel to the 
two ports. In this instance, a mirror operation is applied to 
reflect the density field from the green zone to the dark blue 
one. Therefore, this strategy can ensure the symmetry of 
the resonator geometry, making this device more applica-
ble for experiments. Our idea is to seek an optimal material 
distribution of the high–� patch in a certain host variant. 
Subsequently, the invariant property and the performance 
indices will be verified and validated for other variants in 
the verification stage. The simulation is considered with 
the signal entering at the left port at two desired frequen-
cies, 300 MHz and 1.2 GHz. In the meshing, the design-
able domain is discretised into 7968 mapped quadrilateral 

(8)�r(�) = �ENZ + �(�r − �ENZ) − i��(1 − �),

(9)

max
𝜌(x)

Φ =
ℵ𝜆=2∑
j=1

∫
ΩS

‖�(�(x))‖2dΩS,

s.t. LEM(�(x),�(x), 𝜌(x)) = f (x),

𝜀r,e(𝜌) = 𝜀ENZ + 𝜌e(𝜀r,c − 𝜀r,ENZ) − i𝛼𝜌(1 − 𝜌e), e = 1, 2, ...,ℵe,

0 ≤ 𝜌e ≤ 1, e = 1, 2, ...,ℵD,

𝜌 = 0∀x ∈ Ω ⧵
�
ΩD,ΩS

�
.

elements while the remaining area contains 13,387 free 
quadrilateral elements. Then the optimiser is called with 
the following parameters: �opt = 1 × 10−15 , �rel = 1 × 10−3 , 
itermax

out
= 200 , and itermax

in
= 10 , respectively. The numerical 

results for the oval variant are shown in Fig. 3d-f in which 
the sample region overlaps with the high B1 as desired. Con-
sequently, the peaks of the electric field are pushed out of the 
sample to prevent heating as shown in the Supplementary 
Fig. S4 and Fig. S5. In the higher mode, the effective B1 field 
is more contracted than in the lower one, but its energy is 
dispersed in the high–� cloak because of the shorter relative 
wavelength. The extruded design also ensures the uniformity 
of B1 along the thickness direction, which is rather difficult 
to achieve with conventional inductors. The B1 map in any 
circular slice will be discussed later in the verification step.

3.3  Demultiplexer

Demultiplexers are crucial components in modern optical 
communication systems, designed to separate and route dif-
ferent wavelengths of signals. These devices play a vital role 
in maximising the capacity and efficiency of optical net-
works by enabling the transmission of multiple channels 
over a single signal fibre. One of the key advantages of 
dielectric demultiplexers is their ability to operate across a 
wide range of wavelengths with high precision. They use 
carefully designed dielectric structures to achieve wave-
length selectivity, which allows them to separate the incom-
ing signal into distinct wavelength channels. This capability 
is especially important in wavelength-division multiplexing 
(WDM) systems, where multiple wavelengths of an electro-
magnetic wave are combined and transmitted together. Die-
lectric demultiplexers offer several advantages over other 
demultiplexing techniques. First, they provide low insertion 
loss, which means that most of the signal power is transmit-
ted through the device without significant attenuation. This 
ensures efficient signal transmission and minimises signal 
degradation. Additionally, they offer excellent channel isola-
tion, reducing crosstalk and interference between different 
wavelength channels. Christiansen and Sigmund [81] have 
efficiently introduced the inverse design task of this device 
for two optical wavelengths. In our work, the optimisation 
problem is set up for RF signals in a pure 2D mode with the 
assumption that the field behaviour does not change along 
the thickness. The goal is to find a structure that maximises 
the transmission performance from the combined source to 
the desired output for each frequency. On the left port, the 

incident plane wave Ez = nx sin (0.5�(1 − 2
||||y − 10

||||∕hΓ1
)) is 

imposed in the TE mode to describe the input signal. First-
o r d e r  s c a t t e r i n g  b o u n d a r y  c o n d i t i o n s 
n × (∇ × E) = ikn × (E × n) are also imposed on the 
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remaining boundary of Ω . The constrained optimisation 
problem is then formulated as follows.

T h e  p r o b l e m  d e s c r i p t i o n  i s  s h o w n  i n 
F i g .   2 c  w i t h  a  s q u a r e  d e s i g n  d o m a i n 
ΩD = {(x, y) ∶ 2.5 ≤ x ≤ 17.5, 2.5 ≤ y ≤ 17.5} cm covered 
by air Ω = {(x, y) ∶ 0 ≤ x ≤ 20, 0 ≤ y ≤ 20} cm as the back-
ground material where k1 and k2 are wave vectors in the dou-
ble-resonant regime, Γ1 = {(x, y) ∶ x = 0, 8.6 ≤ y ≤ 11.4} 
cm is the inlet which receives the combined signal from the 
resonator, Γ2 = {(x, y) ∶ x = 20, 13.6 ≤ y ≤ 16.4} cm and 
Γ3 = {(x, y) ∶ x = 20, 4.3 ≤ y ≤ 5.7} mm are boundaries of 
output waveguides. The in/out waveguides and the design-
able area ( ΩD ) are made of the same material as the high–� 
patch in the cavity ( �r = 310 ). In the meshing, the designa-
ble domain is discretised into 5850 mapped quadrilateral ele-
ments while the waveguide port area contains 570 mapped 
quadrilateral elements. The surrounding air region is meshed 
with 4809 triangles. The set of optimisation parameters is 
chosen as: �opt = 1 × 10−3 , �rel = 1 × 10−3 , itermax

out
= 600 , and 

itermax
in

= 3 , respectively. After the simulation was run, the 
final design and the corresponding behaviour of the power 
flow at two desired frequencies (300 MHz and 1.2 GHz) 
are given in Fig. 3g-i, where the void area represents the 
background air medium. In this design, each guideline is 
connected to several electromagnetic Helmholtz resonators 
which are recognised easier in the higher frequency wave-
guide. In other words, the inverse design task in this problem 
is to find an appropriate combination of waveguides and 
resonators. The shape and size of the local resonators depend 
on the frequency couple as given in Supplementary Fig. S6 
in which the lower frequency is raised to 500 MHz. It is 
observed that most of the power energy at two frequency lev-
els is significantly decomposed and directed to the assigned 
ports, which can be assessed by effective transmission coeffi-
cients. The absolute transmittance TAbs could be estimated as 
the total power flow through each output waveguide, while 
the relative transmittance TRel is the ratio of TAbs to the input. 
They are listed in the Supplementary Table S1. The relative 
transmittance takes the value of 96% at 300 MHz and 85% 
at 1.2 GHz, while its maximum value achieved from the 
original approach in all settings is 86% [81]. Accordingly, 
the modified objective function based on relative transmit-
tance is more advantageous than the one based on power 
flow in this RF range.

(10)

max
𝜌

Φ =
ℵ𝜆=2∑
j=1

∫
Γk
⟨�(𝜆j,𝜌(�))⟩dx

∫
Γ1
⟨�(𝜆j,𝜌(�))⟩dx , k ∈ {2, 3},

s.t. � (𝜆j) = LEM

�
𝜆j, 𝜀r(𝜌(x)),Ez

�
x,

𝜀r,e(𝜌) = 1 + 𝜌e(𝜀r,c − 1) − i𝛼𝜌(1 − 𝜌e),

e = 1, 2, ...,ℵe,

0 ≤ 𝜌e ≤ 1, e = 1, 2, ...,ℵD,

𝜌 = 0∀x ∈ Ω ⧵
�
ΩD,ΩS

�
.

3.4  Numerical verification

In this subsection, the simulation is performed in the fre-
quency domain to confirm the validity of the final designs 
obtained from the topology optimisation step. It is required 
to check if there are any changes in the eigenfrequencies 
of the original detector, because the effective density field 
shown in Fig. 3d contains a few intermediate density areas. 
Basically, the optimised high-dielectric patch acquired for 
the oval resonator will be reused to inspect the other designs. 
In particular, the eigenvalue problems have been solved for 
all cavity variants with the same high–� sample cloak using 
the following equation:

where � = �2 is the eigenvalue. The electromagnetic 
arrangement is subsequently derived from a simulation 
result under an entry excitation at the observed eigenfre-
quencies. The magnetic field results of the first three variants 
in two eigenmodes, demonstrated in Fig. 4, show a similar 
distribution of the B1 field and its direction over the circular 
slice of the sample in a double resonant configuration. B1 
field maps of the remaining candidates are provided in the 
Supplementary Fig. S7 and Fig. S8. Among the released 
geometries, the last six variants are more compatible with 
incorporation in commercial NMR systems than the first 
three, because their effective diameters are compatible 
with the bores in popular typical NMR magnets (55.9 mm 
for C-shaped and I-shaped, 40 mm for curved H-shaped, 
S-shaped, and D-shaped, 44.5 mm for finned-rect HSS) 
(Bruker’s Ascend magnets offer two sizes of 54 mm stand-
ard-bore and 89 mm wide-bore in diameter, respectively). 
From this point of view, our resonators show the versatility 
of integration not only in standard NMR systems, but also 
for customised magnets, as their shapes could be modified 
to adapt to the system configuration.

It is necessary to investigate the B1 field if the assumed 
flawless host is replaced by a unit cell structure as it reflects 
the practical working of the detectors. In the simulation pro-
cedure, only six host regions covered by the high–� patch 
on its right side are filled with unit cells due to the limited 
physical memory of the computer (256 GB as described 
in Sect. 2.3). A detailed mapping scheme for simulation is 
described in the Supplementary Section 1 and Figs. S9–S11. 
The behaviour of the B1 fields given in Fig. 5 is almost 
unchanged compared to Fig. 4a and Fig. 4d. From this point, 
we have achieved the dual-mode ENZ behaviour regardless 
of the frequency-dependent permittivity of the dopant as 
shown in the Supplementary Fig. S12. However, the inten-
sity of the magnetic field in each eigenmode is slightly 
decreased due to the local concentration of the electric field 

(11)∇ ×

(
1

�
∇ × E

)
= ��E,
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in the unit cells, as depicted in the Supplementary Fig. S13. 
This implies that any practical unit cell design cannot domi-
nate the theoretical ENZ medium in terms of performance.

More detailed views of the B1 field in the sample region 
at two modes are shown in the Supplementary Fig. S14 and 
Fig. S15, in which the plots are scaled to individual global 
ranges set from 0 to the maximal magnetic intensity for each 
mode ( 7.75 × 105 A/m for mode 1, and 1.44 × 105 A/m for 
mode 2).

Excellent alignment of the B1 field direction is achieved 
in all cases, but the highest field magnitude varies with 
the resonators. Although the field strength is lessened 
comparatively when the host shape is transformed from a 
planar 2.5D geometry to fully 3D shapes, the field homo-
geneity remains remarkably good. This is also quantita-
tively corroborated via the chart in Fig. 6a, which indi-
cates that the B1-uniformity values are around 98% in 
mode 1 and 95% in mode 2. The superiority of the cavity 
designs can be confirmed through the digital twin of the 

Fig. 4  B1 field map inside three representative resonator geometry variants, in the double-resonant regime of operation. B0 indicates the direction 
of the high static field in NMR spectroscopy. a,d B1 field in two modes of the oval cavity, exposing its alignment and homogeneity in the sample. 
b,e B1 field in two modes of the C-shaped cavity. c,f B1 field in two modes of the S-shaped cavity

Fig. 5  The B1 field maps in the double-resonant regime when some 
areas of the host region are replaced by the unit cell design. The field 
pattern is not significantly perturbed by this replacement, confirming 
equivalence of the discretisation. B0 indicates the proper direction of 
the static magnetic field in NMR spectroscopy
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nutation signal, as given in the Supplementary Fig. S16. 
The decay rate of the nutation signal is determined by 
the RF field inhomogeneities, which are slightly worse in 
the second modes, as mentioned above. In these graphs, 
it is observed that cavity resonators require shorter pulse 

widths compared to conventional probes (normally > 10 
µs). In addition, the sensitivity of the resonant cavity can 
be estimated as the quotient between the magnetic field 
intensity amplitude and the power loss density over the 
detector [82]

Fig. 6  a Uniformity of the B1 field in the sample, and the detection sensitivities, for all candidate geometries. b Dependence of the normalised 
resonant frequencies and the Q-factors, on the deformation of the cavity shape
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where � indicates the electrical conductivity field over the 
computational domain. The uSNR curves in Fig. 6a show the 
stability of the sensitivity in double resonance as a function 
of the shape of the cavity.

From the above results, it is clear that despite their 
different geometry, the eigenfrequencies of these detec-
tors vary by 4.77% (mode 1) and 2.38% (mode 2) from 
the plasma frequency. This statement is supported by the 
data of the diagram in Fig. 6b. Moreover, this diagram 
also shows a noticeable dependence of the Q-factor on the 
shape of cavities. The Q-factor is an important parameter 
that characterises resonance systems. It is determined as 
the ratio between the average energy stored and the dis-
sipated power:

The average energy stored can be estimated by taking the 
volume integral of the energy density time average, and the 
dissipated power can be computed as resistive losses over 
the whole domain Ω . From this plot, the Q-factor takes the 
highest value for the gourd-shaped cavity and a similar value 
of around 1900 for 3D variants (in both modes).

In the next stage, an arbitrary variant is employed to 
explore the influences of the sample’s permittivity on the 
resonant frequencies and the Q-factors. In this case, the 
D-shaped candidate was randomly chosen as a test object 
for investigation. Although the permittivity of the sample 
varied in a range of 2 to 80 in the test, other parameters 
remained without any modification.

The diagram in Fig. 7 illustrates the dependence of 
the resonant frequency and the Q-factor on the sample’s 
permittivity. In fact, the eigenfrequencies and the first 
Q-factor are almost unchanged, whereas the Q-factor of 
the 2nd mode increases linearly by about 9.6% over the 
entire permittivity range. This reveals another interesting 
invariant property of the resonator and proves the inde-
pendence of the device from the solvent type present in 
the sample space.

One of the last important specifications is the set of 
scattering parameters representing the behaviour of the 
device under external excitation. S-parameters can be 
retrieved using the electric field, obtained from the simu-
lation as follows.

(12)uSNR =

∫
Ω

S

‖H‖dΩ

∫
Ω

S

dΩ

�
1

2
∫
Ω

�‖E‖2dΩ
,

(13)Q =

∫
Ω

(�E ⋅ �∗ + �H ⋅�∗)dΩ

∫
Ω

�E ⋅ �∗dΩ
,

where ∙∗ denotes the complex conjugate. The S-parameters 
of all candidates are given in Fig. 8. S11 results take very 
small negative values, which implies that there are no reflec-
tions at the inlet ports for all cavities. This is absolutely 
suitable with the high Q-factors obtained above. The posi-
tive S21 indicates that the transmitted signal is amplified at 
the outlet ports, as expected from a high-Q resonator. In 
the majority of scenarios examined, the first frequency f1 
component arriving from the second port, captured by S21 , 
remains constant, indicating a high level of stability. In con-
trast, f2 undergoes significant changes as it outperforms f1 
in planar resonator situations, but eventually experiences a 
decrease, leading to lower values for most fully 3D geom-
etries. Furthermore, the narrow S-parameter spectra imple-
ment a strong frequency selection, which is consistent with 
the results regarding the sensitivity and Q-factor presented 
in Fig. 6.

(14)

S11 =

∫
Γ1

(
E − E0

)
⋅ E

∗
0
dΓ

∫
Γ1

E0 ⋅ E
∗
0
dΓ

,

S21 =

∫
Γ2

E ⋅ E
∗
0
dΓ

∫
Γ1

E0 ⋅ E
∗
0
dΓ

,

Fig. 7  Dependence of the normalised resonance frequencies and the 
resonator Q-factors on a sample’s dielectric constant
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4  Conclusion

Ultra-high field nuclear magnetic resonance (UHF-NMR) 
offers significant advantages over lower field strengths. It 
enables the study of samples with lower concentrations with 
improved sensitivity, better resolution, and high spectral dis-
persion. As a result, it is especially valuable for investigating 
complex macromolecules, dynamic processes, weak interac-
tions, paramagnetic systems, and solid-state materials. These 

capabilities are certainly applicable in numerous fields, such 
as proteomics, metabolomics, biomarker identification, and 
materials science, making UHF-NMR a powerful and indis-
pensable tool for many in-depth research tasks.

We have demonstrated a new concept for double-resonant 
NMR detection that employs optimised frequency-invari-
ant cavity resonators to overcome some shortcomings that 
remain in frequency-scaled LC resonators. By surrounding 
the cavity with an ENZ medium, the resonant frequencies 

Fig. 8  a–i S-parameter estimation for all cavity variants
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of the metamaterial-embedded detector are controlled by a 
permittivity’s contribution to dispersion, instead of its geo-
metrical transformation. In other words, the cavity topology 
primarily influences the B1 field intensity and the Q-factor, 
rather than its natural frequency. Especially, it is shown 
numerically that such a detector could be applied to a wide 
variety of different liquid samples at the locked-in frequen-
cies, without re-tuning the resonator, while its Q-factor is 
only slightly perturbed. The proposed approach contributes 
a paradigm shift to the field of high-sensitivity probe design 
for NMR applications. The core novelty of our methodology 
lies in its generality, as it is suitable for application to all 
cavity-based resonators. Based on the inverse design prin-
ciple, we provide a flexible and innovative framework that 
overcomes the barrier of the lumped circuit approach. Fur-
thermore, we highlight the potential of our approach to serve 
as a reference point for other NMR experts facing challenges 
in multiresonant UHF probe design within their specialised 
research fields. The applicability of this method makes it a 
powerful tool for a new generation of Larmor frequency-pre-
serving detectors, independent of any external perturbation 
that might be imposed by a specific MR measurement. The 
insensitivity to resonator geometry opens an evolution path-
way in which customisable and deformable resonant devices 
can be applied in NMR spectroscopy and other electromag-
netic applications with a similar design language. Addition-
ally, it is emphasised that innovative zero-index metama-
terials can be developed to operate in the RF dual-mode 
through optimisation algorithms. This achievement inspires 
novel design viewpoints in which unique electromagnetic 
responses are able to activate in broadband devices. While 
our material design has been focused on enhancing the sen-
sitivity and performance of NMR detectors, we believe that 
further potential applications could be explored in antenna 
technology, cloaking devices, wireless communication, and 
signal processing.

5  Supplementary information
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