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A Silver Nanowires-Based Flexible Capacitive Touch Screen
in Tactile Displays for Individuals with Visual Impairment
Using Gesture Recognition

Ahmed Hamza, Sara Alzalabny, Priyanka Buduru, Sagar Bhagwat, Ali Usama,
Santosh Kumar Prabhulingaiah, Qingchuan Song, Sebastian Kluck, Gerhard Jaworek,
Pegah Pezeshkpour,* and Bastian E. Rapp

Capacitive touch screens (CTS’s) are essential components in most
of today’s digital devices. However, for the visually impaired (VI) users due
to the uneven topography of the tactile surface, CTS’s are more challenging
to implement and thus this field remains largely underdeveloped. Considering
the limited space around the microactuators driving the typical Braille dots
for a tactile screen with ten dots-per-inch (dpi) resolution, the materials used
for CTS should be flexible and durable with high mechanical strength. In this
work, a flexible CTS based on polyimide (PI) and silver nanowires (AgNWs)
as electrodes with a total thickness of 210 μm is developed. The dimensions
of the AgNWs are on average 7.9 ± 2.4 μm in length and 85 ± 24 nm in width.
The AgNWs electrodes showed low resistance and good adhesion to the
PI substrate. A gesture recognition application is collected from the capacitive
data to classify different gestures (including single- and double-click, swipe-left
and -right, scroll-up and -down as well as zoom-in and -out) with two
different approaches; machine learning and deep learning are implemented.
The best performance is obtained using the YOLO model with a high
validation accuracy of 97.76%. Finally, a software application is developed
with the proposed hand gestures in real-time to foster interaction of VI users
with the tactile display allowing them to navigate a Windows file system and
interact with the documents via hand gestures in a similar manner as sighted
users on a conventional touch display will be able to do. This work paves the
way to utilize CTS for the tactile displays in the market developed for VI users.
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1. Introduction

In the digital world today, hand-held
touch-screen electronics are ubiquitous
and inevitable part of daily life activi-
ties. Apple, one of the many suppliers of
touch-screen electronics, announced that
it alone had shipped 135.3 million tablets
(iPads) in 2023.[1] However, the market
for tactile displays for individuals with vi-
sual impairment, (VI) with a total affected
population of ≈2.2 billion is significantly
smaller than the market reported for
sighted users.[2] This is while the cost for
small refreshable tactile screens is at least
three times more than a conventional
display amounting to around a few tens
of thousand euros in the EU market.[3,4]

Most of the tablets developed for the VI
are Braille-text systems integrated with
basic features such as speech-generating
or audio self-prompting systems as well
as browsers or dedicated voice synthe-
sizers, all of which lack true interactive
communication with a VI user.[5] To pro-
mote equality for the VI and to con-
tribute to their equity and accessibility
to portable tablets, the tablet must be
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developed with a touch (tactile) screen embedded with the Braille
dots actuated with advanced technologies. Due to the presence
of the Braille dots, manufacturing such tactile displays, with a
touch screen on its outermost layer, does not align with the cur-
rent technologies of touch smartphones or tablets.[6] Although
many researchers have focused on making touch screens viable
for the VI, it is still a cumbersome process. Current technologies
of a Braille-embedded touch screen are still limited to basic func-
tions and mechanisms for the Braille input such as: localization,
i.e., identifying the current location of the fingers for activating
or deactivating sections of the display, selection of a text, object,
file, or folder by single or double-click, navigation by swiping left
or right, or scrolling up and down, and zoom in/out on the text,
graphics, and graphs.

These functions are implemented in the majority of Braille
input technologies like TypeIn–Braille,[7] Edge–Braille,[8] and
Braille-Enter[9] as text-based inputs. Graphics are not supported
on these devices. Despite the current high-resolution displays in
the market, the displays for the VI have a resolution (taxel pitch)
of 10-dpi or slightly higher, which makes them more challenging
to display graphics due to the reduced resolution.

For the regular touch screens for sighted users, several tech-
nologies to implement touch functionality have been developed.
In brief, the single or multiple-touch approaches mainly include
resistive touch screens (RTS) which consist of two layers of con-
ductive materials, separated by a thin insulating layer.[10] Touch
creates contact between the resistive layers and has mostly been
implemented using conductive ceramics such as, e.g., Indium
Tin Oxide (ITO). While ITO is an excellent candidate in touch
screens, it is hard, fragile, and fabricated via sputtering technique
at high temperatures and vacuum processes.[11] Alternatives to
ITO in resistive touch screens are carbon nanotubes (CNT)
electrodes,[12] reduced graphene oxide (rGO),[13] or transparent
conductive inks consisting of poly(3,4-ethylenedioxythiophene)
doped with poly(4-styrenesulfonic acid) (PEDOT:PSS) electrodes.
These techniques mainly suffer from the complex manufactur-
ing process for the CNT dispersion, the low conductivity of rGO,
and the acidity and batch-to-batch variation of PEDOT:PSS.[14,15]

Another common approach uses optical infrared (IR) via Light
Emitting Diodes (LED’s) and photodetector cameras. Its main
drawbacks are related to the high number of transmission diodes
and photodiodes, as well as the scanning speed and transmis-
sion distance of IR light.[16] In addition to RTS and IR tech-
nologies, surface acoustic wave (SAW) including transducers have
been investigated which can convert electrical signals to ultra-
sonic waves absorbed by a finger touching the screen but are eas-
ily affected by the environmental parameters.[17] While all these
techniques are implemented in regular touch displays, their im-
plementation in Braille tactile displays is challenging. This is due
to the architecture of these displays with Braille pins in place
which makes both the selection of the material and its fabri-
cation technology more challenging. Among the various tech-
niques, capacitive technology promises the most stringent inte-
gration into the architecture of Braille-embedded touch screens
with the potential of high sensitivity, durability, multi-touch sup-
port, and possibilities for large-size screens. In addition to ITO,
several materials have been used in developing capacitive touch
technology including conductive polymers like polypyrrole, silver
nanowires, graphene nanoplatelets, carbon nanotubes as well as

carbon nanofibers.[18–23] While many of these materials are ideal
for stretchable electronics, their complex fabrication procedure
makes them more difficult to integrate with Braille tactile dis-
plays.

The aim of the work at hand was twofold. First, to develop
efficient touch screens that can be conveniently implemented on
the structured matrices of conventional Braille dot systems. In
addition to conductive polymers, several materials have been re-
ported in the literature for conductive and flexible (micro/-nano)
fibers such as silver-doped spider silk fiber fabricated through
spinning,[24] silver polymer elastomer film membranes,[25]

or polyaniline NWs,[26] which could not easily be integrated
with the Braille displays due to their fabrication technology
or complicated synthesis process. For this, we identified silver
nanowires (AgNWs) as competent candidates for the generation
of highly electrically conductive and elastic polymer coatings
that can be queried for touch events. They possess excellent
optical, electrical, magnetic, and thermal properties, which have
been explored for a wide range of applications in transparent
and flexible electronics and touch screens.[27–29] In this work, we
demonstrate the implementation of an AgNW-enabled device
using a tactile display with 15 × 15 Braille dots. Second, as
identifying touch events on such a matrix is of limited use to
VI users, we wanted to provide a holistic approach for gesture
recognition on this hardware, thus paving the way for complex
and versatile input devices for VI users. Among all the commu-
nication assistive technologies in performing daily life activities
of VI users, including speech systems[30] or auditory aid,[31]

gesture recognition systems are key to improving the interface
with the device.[5,32] Toward interpreting reliable recognition of
gestures, deep learning (DL) and machine learning (ML) were
identified as promising tools with high potential in distinguish-
ing the gestures.[33,34] ML approaches significantly enhance the
detectability of gestures during touchscreen interaction, partic-
ularly in the case of tactile displays where the surface texture
is rough and the continuity of lines is challenging to maintain.
Thus, being able to detect gestures will be a key element in
empowering the next generation of aid and support tools for
the VI.

In summary, this work demonstrates a novel and easy-to-scale
approach to capacitive touch sensor surfaces for Braille displays
using a 15 × 15 dot Braille display. We furthermore demonstrate
a DL and ML-based approach to provide holistic gesture recog-
nition including single- and double-click, swipe-left and -right,
scroll-up and -down as well as zoom-in and -out on this device.
We believe that this work will be an essential and easy-to-apply
building block for future interactive devices for the VI.

2. Results and Discussion

2.1. System Design

Tactile displays for VI consist of taxels (tactile pixels or Braille
dots) on a tactile surface (i.e., screen) as shown in Figure 1. There
are various ways to actuate the individual Braille dots but the tech-
nology developed in this work is independent from the type of
actuation.[35–42] For a tactile display with a CTS, the arrangement
of capacitive electrodes is limited to the space between the tax-
els. The mutual capacitive sensing method used in this work is
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Figure 1. Schematic diagram of a capacitive touch screen (CTS) on the tactile display used as the experimental setup. a) Isometric view of the tactile
display. b) Side-view of the CTS. c) Experimental setup of the CTS with the expansion board for data collection and gesture recognition.

designed for a multi-touch display for identifying a set of ges-
tures performed on the screen. The tactile display (Figure 1a) con-
sists of six layers: 1) the control board as the base of the display
supporting the actuation of the dots; 2) a deflection membrane
acting as the interlayer mechanism between the actuators and
the taxels; 3) the taxels as the direct interface which are placed
in a holder frame; 4,5) the CTS screen including two dielectric
layers with horizontal and vertical electrodes respectively topped
with the outmost touch screen layer; 6) a protective layer to cover
the electrodes. The diamond-shaped electrodes for the horizon-
tal and vertical traces were stacked on top of each other. When a
finger is placed on the taxels, the capacitance between the hori-
zontal and vertical electrodes changes and thus object detection
is triggered. Figure 1b shows the side-view of the capacitive layers
with a total thickness of 210 μm. The experimental setup used in
this work is shown in Figure 1c, the expansion board is connected

to the capacitive layers through a flex connector to an FR4-based
printed circuit board (PCB) for data collection.

Fabrication of a CTS on a tactile display is challenging as the
display consists of taxels that need to penetrate the top layer as a
tactile output to the user. For a 10-dpi display, the touch screen
must thus consist of a grid of holes for the Braille dots with
≈1.2 mm diameter and a pitch of 2.54 mm on all layers. How-
ever, the fabrication of a mechanically stable layer across the dots
is challenging for most of the materials commonly used in touch
screen technology. Among all the candidates, polyimide (PI) be-
ing a well-known material due to its thermal and mechanical sta-
bility, was the material selected for the capacitive layer in the cur-
rent work. It is commercially available in foil thickness in the mi-
crometer range and can be conveniently microstructured using
laser micromachining. The most challenging problem to over-
come is the choice of the conductive layer often including metal
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Figure 2. The characterization of the capacitive touch display. a) SEM image of AgNWs after synthesis. b) Size characterization of AgNWs with an average
length of 7.9 ± 2.4 μm and an average width of 85 ± 24 nm. c) Surface roughness of the patterned AgNWs on PI using WLI (Sa = 0.11 μm, Sq = 0.14 μm
and Sz = 1.922 μm). d) The resistance test of the AgNWs electrodes of three samples using the 4-probe measurement setup. e) Signal-to-noise (SNR)
values of each electrode before and after touch (C: Column n electrode and R: Row n electrode) demonstrating values above five which is considered to be a
good performance.

electrodes. However, metal electrodes on flexible substrates like
PI have to be flexible and must provide good interface bonding
to the substrate to prevent delamination and thus device failure.
Moreover, the electrodes must show high conductivity, specifi-
cally as they are generally mechanically loaded repetitively as a
consequence of the taxel actuation. In this work, we chose Ag-
NWs due to the fact that they offer high conductivity and flexi-
bility as well as good adhesion to PI. Synthesis of AgNWs can be
costly and time-consuming and several methods have been re-
ported in the literature for fabrication of AgNWs including tem-
plate methods,[43] electrochemical reduction,[44,45] and wet chem-
ical synthesis[46] as well as electrospinning[47] drop casting,[48]

capillary printing,[49] spray coating,[50] inkjet printing,[51] and
screen printing.[52] In this work, we chose to synthesize the Ag-
NWs in polyol at a lower reaction temperature which yielded Ag-
NWs with high electrical conductivity, low roughness, and excel-
lent bending stability.[53,54] The Validation of the correct synthesis
of high-aspect-ratio AgNWs approaching aspect ratios of 100 and
above was carried out using SEM analysis with a scanning elec-
tron microscope TESCAN AMBER X SEM machine (TESCAN
GmbH, Germany). Figure 2a shows an SEM image of AgNWs
after synthesis, clearly indicating nanowires without defects and
impurities. Image analysis was conducted using ImageJ software
to determine the length and the width of the wires where hun-
dreds of random wires were examined. The average length and
width of the AgNWs were determined to be 7.9 ± 2.4 μm and
85 ± 24 nm respectively, which indicates a narrow distribution
of AgNWs (Figure 2b). The synthesis process of AgNWs plays
a key role in the overall yield. In order to obtain an accurate
calculation of the yield; three batches of AgNWs were synthe-

sized. The average yield of AgNWs obtained from our process was
82.7% ± 2.22%, which is comparable to the high yield reported in
literature ranging between 80% and 90%.[55–58] After the synthe-
sis process, the paste was diluted with ethanol to allow the spread-
ing of AgNWs on the PI substrates to create the electrode pattern.
The surface of the resulting electrodes was examined using a
white light interferometer (WLI). An arithmetic mean height (Sa)
of 0.11 μm, a root mean square height (Sq) of 0.14 μm, and a max-
imum height (Sz) of 1.92 μm were determined. Figure 2c shows
the surface topography of a 500 × 500 μm2 path and its respective
height map. The uniform distribution and the low surface rough-
ness of the AgNWs on the PI substrate demonstrate a successful
patterning process with very high accuracy. The polyvinylpyrroli-
done (PVP) for synthesizing the AgNWs using the polyol pro-
cess serves as a capping agent for the nanowires. This AgNWs
paste has low surface tension, hence a high wettability. Since PI
has high surface energy, dispersing AgNWs on the PI substrate
would result in strong interaction between them.[59] To validate
the adhesion of the AgNWs, a PI tape was fixed on the electrodes,
and pull tests were performed (See Video S1, Supporting Infor-
mation), showing no defect or delamination of the AgNWs from
the PI material. To assess the electrical conductivity of the Ag-
NWs electrodes, we measured the resistance using a four-point
probe method (Figure S1a, Supporting Information). By lower-
ing the lever, the four probes were allowed to touch the electrodes
and a current (I) of ≈12 mA was applied to three PI samples for
ten measurements per sample. The calculated average resistance
from the measured voltage (V) of the three samples (Figure 2d) is
≈1.5 ± 0.7 Ω demonstrating a very reliable and high conductivity
of the electrodes. To test the durability of the flexible electrodes,

Adv. Mater. Technol. 2024, 9, 2401029 2401029 (4 of 10) © 2024 The Author(s). Advanced Materials Technologies published by Wiley-VCH GmbH

 2365709x, 2024, 24, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adm

t.202401029 by K
arlsruher Institut F., W

iley O
nline L

ibrary on [02/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.advmattechnol.de


www.advancedsciencenews.com www.advmattechnol.de

Figure 3. ML and DL approaches to gesture recognition on the developed system. a) The heat map of each electrode over time for 14 columns and 14
rows represented as C1 to C14, and R1 to R14 respectively. After image classification using ML and DL approaches, the resulting accuracy and confusion
matrix are derived. b) The input images of all eight investigated gestures on which the models were trained.

the PI substrate with AgNWs was bent several times and no elec-
trode deformation was observed (See Video S1, Supporting Infor-
mation).

In order to assess the electrodes’ potential for capacitive sens-
ing, we carried out a performance and sensitivity test for each
electrode before and after human touch by measuring the signal-
to-noise ratio (SNR) of the capacitance change. As shown in
Figure 2e, the SNR was measured for both rows (horizontal elec-
trodes) and columns (vertical electrodes). According to the de-
sign guide of the expansion board, the SNR threshold should ex-
ceed 5 to ensure a reliable operation by maintaining a clear dis-
tinction between touch and no touch.[60] The results showed all
the electrodes have SNR values above this limit with some ex-
ceeding values of 30. A disparity of the average SNR values is
observed between the rows and the columns, which arises from
the electrode’s placement in different layers. The further the elec-
trode to the finger touch, the less exposed to the external noise

like electromagnetic interference (EMI), hence, the lower the
SNR values.[61]

2.2. Data Analysis and Gesture Recognition

Before running the classification model, a preprocessing of the
data is required to put the raw data in a comprehensible format to
train on. The electrode grid consists of 14 rows and 14 columns.
The raw data was collected through the capacitive expansion
board over 3 s. with a sampling frequency of 60 Hz, hence 180
data points per electrode. For each measurement, there are 5040
data points for the 28 electrodes in the display. Due to the nature
of the raw data, it was presented in an image format in the form of
a heatmap with an x-axis for the electrodes and the y-axis for the
time as depicted schematically in Figure 3a. The features were
extracted for each measurement and the images were cropped
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for the duration of the present gesture. Then the images were re-
sized and normalized for a specific dimension of 800 × 600 pixels
to have a consistent image size per gesture in data collection. The
data normalization ensures the stability of the produced images,
if any degradation happens to the capacitive values, although the
AgNWs are sandwiched between PI tapes for higher durability.
The gestures were classified using two methods: conventional
ML approaches and DL approaches. From both, accuracies and
confusion matrices were compared. The data and feature extrac-
tion were repeated for all gestures and the resulting heatmaps are
shown in Figure 3b. The heatmaps show clearly distinguishable
patterns for each gesture. In total, we trained the system for eight
different gestures: single- and double-click, swipe-left and -right,
scroll-up and -down as well as zoom-in and -out.

We chose two popular approaches for ML: Support Vector Ma-
chine (SVM) and Random Forest both of which are common
choices in ML due to their high accuracy on relatively small
datasets.[62–67] This makes these methods particularly suitable for
our system as they require significantly less data required for clas-
sification problems. Whereas SVM seeks to find the best hyper-
plane to separate the data points with different classes (here, the
gestures), Random Forest approaches are based on creating an
ensemble of decision trees each of which is constructed indepen-
dently. The final prediction is obtained via a voting process. To im-
plement both SVM and Random Forest algorithms, the images
were flattened to a 1D array containing 784 data points for each
image. All the data sets from all gestures were concatenated into
one matrix and the target value was added to the last column of
the dataset for each gesture. Two methods were used to evaluate
each model’s performance. The first method was the Train-Test-
Split, where the data was split into an 80% training dataset and
a 20% test dataset. Since the dataset consists of a total of 2400
measurements for all gestures in the current work (Figure 4a),
the training dataset was set to 1920 measurements and the test
dataset was set to 480 measurements. The test accuracy was thus
assessed and the confusion matrix was deducted, where it pro-
vides the individual accuracy of each gesture by comparing the
model’s predictions for each gesture against the true occurrences
of those gestures (Figure 4b,d,e). The second method was fivefold
cross-validation, where the data is split into fivefolds. One fold was
used for testing and the remaining data was used for training.
The process was repeated four more times with different folds
and the accuracy was determined as the average performance of
all folds. This method helps to avoid overfitting resulting in a
more robust model. The hyperparameters tuning was conducted
through the Grid Search method and the best hyperparameters
were used for model training. For Random Forest, the training
accuracy was 98.9%, the resulting cross-validation accuracy was
95.1%, and the test accuracy was 94.38%. The resulting confu-
sion matrix is shown in Figure 4b. A graphical representation of
the receiver operating characteristic (ROC) curve is presented in
Figure 4c to examine the performance of the Random Forest algo-
rithm. The figure shows an excellent performance which clearly
distinguishes between the gesture classes.

For the SVM, the training accuracy was 99.6%, the resulting
cross-validation accuracy was 94.5%, the test accuracy was 95.4%
and the resulting confusion matrix is shown in Figure 4d.

In addition to ML approaches, we also investigated DL mod-
els focusing on YOLOv8 (You Only Look Once) as a power-

ful model that is used for object detection as well as classifica-
tion problems.[68–70] It is based on Convolutional Neural Networks
(CNNs) for image processing. CNNs consist of multiple hidden
layers that include a convolutional layer, a pooling layer, and fully-
connected layers that aim to extract meaningful patterns from in-
put images.[71–73] In our work, we labeled the images and did a
Train-Test-Split, where the data as well were split into 80% for the
training set and 20% for the validation set. The model was train-
ing the model only for 20 epochs. The resulting validation accu-
racy was 97.76%, the confusion matrix is shown in Figure 4e. The
confusion matrices show that the algorithms were able to cor-
rectly classify all eight gestures with very few misclassifications.
The model performance was further examined through the train-
ing/validation curves presented in Figure 4f, where the graph
shows a continuous decrease of the losses over the epoch indi-
cating a high performance for the model learning.

2.3. Real-Time Implementation Application

The aim of this work was to demonstrate a fully functional ges-
ture recognition system implemented both in hardware and soft-
ware to be used with tactile displays for VI. In order to verify the
successful implementation of the proposed model in a use case,
we created a software application (running on Windows 11) which
allows us to use our hardware and gesture recognition to navigate
through a file structure in real-time. The model prediction used
for this application was the trained YOLO model, as it showed the
highest accuracy among the other models. A Python script (ver-
sion 3.10.10) was used to monitor input on the capacitive surface
and, once an input was detected, the script processed the data for
gesture recognition. The prediction was obtained with an average
delay of 6.9 ± 1.9 s and passed the detected to the OS which re-
acted according to the gesture detected (See Video S2, Supporting
Information). Using this application, VI users can thus navigate
through folders or files on their computer using the following
gestures:

• single-click to select the first file in the directory (equivalent to
a single mouse click)

• swipe-right or swipe left to switch the file to the right or the
left, respectively

• double-click to open the highlighted file
• (within an upon file) scroll-up and scroll-down to move

through, e.g., pages of the document or pan a graphic
• audio-output of textual content of a page via the zoom-in ges-

ture which will trigger the screen reader to read aloud the cap-
tion below the image

• zoom-out to close the file, returning the user to the directory

2.4. Prototype Testing

One of the authors, Gerhard Jaworek, a VI staff at the Center for
Digital Accessibility and Assistive Technology (ACCESS Center)
of Karlsruhe Institute of Technology (KIT), assessed the proto-
type from the standpoint of a potential future user of the device.
The goal of the test was to assess the behavior of the system when
employed by VI users. For the convenience of the VI user dur-
ing the test, an audio output was added to the GR software. The
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Figure 4. Resulting confusion matrices from the eight gesture classifications. a) Schematic of the gestures trained (Single-click (S.C.), double-click
(D.C.), swipe-right (S.R.), swipe-left (S.L.), scroll-up (S.U.), scroll-down (S.D.), zoom-in (Z.I.), zoom-out (Z.O.)) b) The normalized confusion matrix
using Random Forest with a test accuracy of 94.38%. c) The receiver operating characteristic curves of the random forest algorithm. d) The normalized
confusion matrix using SVM with a test accuracy of 95.4%. e) The normalized confusion matrix using YOLOv8 with a validation accuracy of 97.76%.
f) The training and validation losses of the YOLOv8 classification model.

VI user was asked to perform each gesture 5 times to provide
feedback on the functionality and convenience of the CTS. The
prototype device was embedded in a 3D-printed casing to avoid
unintended display input by the user (Figure S2a, Supporting In-
formation). Among five gestures, some were more difficult to de-
tect, due to the small size of the prototype and the rough surface

of the taxels. However, given such limitations, the algorithm was
successful for GR at 60% with some gestures reaching detection
rates as high as 80% (S.C.) and 100% (D.C.) (See Video S3, Sup-
porting Information). Our data along with the current primary
test for the prototype pave the way for the development of the
presented CTS embedded into tactile displays.

Adv. Mater. Technol. 2024, 9, 2401029 2401029 (7 of 10) © 2024 The Author(s). Advanced Materials Technologies published by Wiley-VCH GmbH
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Figure 5. Schematic view of the synthesis process for the silver nanowires.

3. Conclusion

In this work, we have demonstrated the hardware implementa-
tion of a flexible and tactile capacitive screen for tactile displays
based on AgNWs for generating elastic and stretchable electrodes
on a multi-layer polyimide substrate. AgNWs were synthesized
in a one-day process at high yield and very good reproducibility.
The patterned AgNWs showed the narrow distribution of length
and width of the wires, was well as high conductivity. We imple-
mented the tactile capacitive touch on a 15 × 15 Braille dot array
and demonstrated highly sensitive and stable operation during
operation. Furthermore, we implemented a DL pattern recogni-
tion model based on the YOLO model which allowed us to detect
gestures commonly known from the touch displays for sighted
people directly interoperable with the Braille display. We showed
that we can detect in real-time a total of eight gestures (single- and
double-click, swipe-left and -right, scroll-up and -down as well as
zoom-in and -out) allowing us to build a software application that
helps a VI user operate a file system with common quality-of-life
features such as, e.g., file selection, opening, closing, swiping and
zooming. The validation accuracy of our model was 97.76% and
proved very robust with the primary prototype testing. To further
adapt this system for everyone, the data collection of all gestures
should be collected from a wide range of individuals with visual
impairment with more diversity in age and gender. In this way,
the algorithm would be more robust to changes and will reduce
substantially the misclassification.

We believe that this implementation of two technology levels,
e.g., the development of a robust flexible multilayer capacitive
screen suitable for adaptation to arbitrary Braille displays, in com-
bination with the robust and fast ML model for precise gesture
recognition, will be a significant step forward toward the next-
generation of gesture-enabled, touch-input tactile displays for the
visually impaired and advance their integration and equity into
STEM fields.

4. Experimental Section
Silver Nanowire Synthesis: The process of synthesizing the AgNWs is

discussed in detail elsewhere.[74] In the current work, we employed a 1-day
synthesis approach where 0.334 g of PVP (360k Da Mw, Sigma Aldrich,
Germany) was added to 20 mL ethylene glycol (EG) (CARL ROTH, Ger-
many) in a triple neck flask and placed in a heated (170 °C) and stirred
(500 rpm) oil bath until a clear solution was obtained. Then, 0.025 g of
sodium chloride (NaCl) was added to the mixture over 3 min to initiate
the silver seeding. Afterward, 0.110 g of the silver source, silver nitrate
(AgNO3), was added slowly to the mixture and kept under mixing and

stirring for 40 min. After cooling, the mixture was centrifuged three times
(6000 rpm for 30 min) to separate the unwanted solvents from the AgNWs
paste. The synthesized AgNWs paste was diluted in ethanol to obtain the
final AgNWs solution. The color change was monitored as an indicator of
the completion of each step during the synthesis (shown schematically in
Figure 5).

Fabrication of the Capacitive Touch Screen: A PI film with 50 μm thick-
ness was used as the base substrate. A PI tape (Fabistron GmbH, Ger-
many) with 40 μm thickness and 50 mm width was used as the dielectric
layer separating the electrodes, the protection layer on top, and the mask
for electrode fabrication. Two PI layers were placed on top of each other,
one as the base material and the other as the mask. First, a laser cutter
(Protolaser U4, LPKF, Germany) was used to create a grid of holes cor-
responding to the Braille pins of the tactile display each with a 1.2 mm
diameter and 2.54 mm pitch resulting in a 10-dpi resolution. Following
the laser cut, the laser cutting was used to pattern the PI shadow mask for
the horizontal diamond-shaped electrodes (Figure 1a). A total of seven
passes were used during laser cutting resulting in the structuring of both
layers, followed by another two passes for structuring the electrodes on
the top layer. The parameters were set to 1.5 W power, 25 kHz frequency,
130 mm s−1 mark speed, and 15 μm laser beam diameter. Following the
laser cutting, the electrode strips were removed for patterning the AgNWs
structures. The surface of the PI substrates was activated by plasma clean-
ing (Diener Plasma Electronic, Germany) for 5 min at 0.3 mbar. Then, the
AgNWs ink was spin-coated at 150 rpm for 10 s. After the spin-coating
step, the PI layers with the AgNWs were placed in an oven at 135 °C for
40 min for annealing. Finally, the PI mask was removed and the AgNWs
electrodes were patterned on the PI substrate underneath. The process
was repeated for the vertical electrodes and a PI protective layer was placed
on top of both layers. The fabrication process is shown schematically in
Figure 6.

Touch Screen Characterization: The electrode’s thickness and rough-
ness were measured using a white light interferometer NewView 9000 (BU
Zygo, Germany) to check the homogeneity of the patterned electrodes. The
resistance of the electrodes was evaluated using a four-probe measure-
ment setup. This consisted of four gold-plated spring contacts that were
placed at an equal distance to each other of 5.08 mm pitch. A constant
current supply of ≈12 mA was connected to the external pins, whereas a
digital multi-meter was connected to the internal pins. Ten measurements
were taken at different locations and the results were averaged.

Gestures Data Collection: An expansion board of type CY8CKIT-041S-
MAX (Infineon, Germany) was connected to both horizontal and vertical
electrodes and used for mutual capacitive sensing. The capacitance was
initialized by recording the data with and without the touch for each elec-
trode and the signal-to-noise values were obtained. The data was collected
for eight gestures (single-click, double-click, swipe-right, swipe-left, scroll-
up, scroll-down, zoom-in, zoom-out). Two individuals (with two different
hand sizes) collected 300 measurements for each gesture to obtain more
diverse data. Each measurement was acquired for 3 s with a sampling fre-
quency of 60 Hz.

Base Plate for the Experimental Setup: The capacitive layers consist of
28 electrodes. To avoid the complexity of connecting wires to the expan-
sion board for data collection, a PCB board was designed using EAGLE

Adv. Mater. Technol. 2024, 9, 2401029 2401029 (8 of 10) © 2024 The Author(s). Advanced Materials Technologies published by Wiley-VCH GmbH
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Figure 6. The fabrication process of a flexible CTS. a) Laser cutting of the grid of holes corresponding to the location and the shape of the Braille pins. b)
Laser cutting of the PI mask for the electrode patterns. c) Removal of the electrode strips and plasma cleaning. d) Spin-coating of the AgNWs solution.
e) AgNWs annealing and solvent evaporation. f) The resulting electrodes after the mask removal. g) The final CTS with the protective PI layer on top.

software and manufactured by Beta-Layout GmbH, Germany to connect
the capacitive layers with pin headers and a flexible cable with the expan-
sion board. The taxels’ holder was designed using Autodesk Inventor soft-
ware and was 3d printed using Asiga Max X (Asiga, Alexandria, NSW, Aus-
tralia) with Asiga FusionGRAY resin.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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