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Abstract

This thesis explores the uncharted territory of circuits, packaging solutions,
and antenna systems for broadband high-datarate systems operating in the
sub-THz spectrum. The thesis first presents the necessary theoretic basics and
investigations to fully contextualize the design task. Further, the circuit design
of the crucial power amplifier is unveiled and discussed. Next, the antenna
choices are evaluated and the chosen designs are meticulously investigated.
Based on this, the packaging of the whole transmitter is analyzed and detailed.
The work concludes with the measurements of the implemented transmitters,
revealing the groundbreaking performance of the realized systems.

The sub-THz frequency range between 100 GHz to 300 GHz offers a vast
spectrum with currently little regulation. Firstly, principle investigation of
the physical constraints is done to evaluate influences such as signal to noise
ratio (SNR) and harmonic spurs. Further, limitations in the available measure-
ment equipment are investigated to highlight issues in performance evaluation.
A compact and efficient power amplifier (PA) is designed by carefully analyzing
the state of the art of published PAs in the employed frequency range. Con-
cluding this analysis, the decision is made to implement a pseudo-differential
cascode topology in silicon-germanium (SiGe) as it offers the best trade-off
between radio frequency (RF) performance, system integration and integration
density. Based on this decision, two available metal stack-ups are analyzed and
compared against each other to guide the choice of the best possible technol-
ogy. With the technology choice fixed, the multi-stage design is investigated.
The design is frequency-staggered and optimized for the necessary bandwidth
and output power by employing transformer-coupled stages and carefully im-
plemented feedback paths. Analysis of the whole system shows the excellent
performance of the PA, which exceeds the state of the art in bandwidth, non
combined output power, and compactness. Simulation and physical verifica-
tion show a bandwidth of 74 GHz and an output power of 8§ dBm in at a very
small chip core area of 0.045 mm?.

A novel approach within this thesis is the usage of a differential RF inter-



Abstract

connect. Hence, differential antennas are investigated to exploit the system
performance fully. For this, two different approaches are investigated. The
first approach are printed circuit board (PCB) based antennas, successfully im-
plemented and evaluated for the first time at this frequency range. The second
approach uses a shorted bow-tie feeding element to achieve a compact and
wideband on-chip antenna without using localized backside-etching (LBE) or
through-substrate radiation. This design is novel and pushes the state of the
art in on-chip antennas significantly in terms of integration, efficiency, and
bandwidth. Reaching above 20 % relative bandwidth pushes the state of the
art. The on-chip design employs either a 3D-printed resonator or a thin-film
processed glass sheet as a parasitic resonator to enhance the bandwidth and
efficiency. The PCB based design uses series-fed frequency staggered patches
to achieve wideband operation on substrates with a solid ground plane and is
a first of its kind at the tested frequencies.

Everything is tied together with a novel packaging approach using impedance-
tailored differential bond wires connecting the monolithic microwave inte-
grated circuit (MMIC) to the antennas. The RF-transition is analyzed in detail,
and the design methodology is explained. Further, the packaging solutions
for the 64 GHz local oscillator (LO) signal and the wideband baseband (BB)
signal with frequencies up to 50 GHz are explained.

Lastly, the implemented transmitter systems are investigated. In total, four
different systems are built. Two transmitters with a single chip, each using
either a PCB-antenna or the resonator-loaded antenna, and two phased arrays
with a 1x2 and 1x4 configuration using the resonator-loaded antennas are
investigated. All systems are measured for their RF-performance and the an-
tenna pattern. Further, a novel investigation of bit error rate (BER) over angle,
bit-rate, distance, and beam-steering is done to analyze the static behavior
and the truly achievable data rates over real-world conditions. The presented
results and the demonstrated system exceed the state-of-the-art regarding the
tested data-rate with rates up to 32 Gbits~! and array steering evaluations. In
comparison to the state of the art the system shows an excellent efficiency of
41.4pIbit~! while being smaller than any other reported system.

Together, the results of this thesis not only contribute to the academic under-
standing of the technologies for the sub-THz band but also pave the way for
its future commercial exploitation. The novel RF transition and the ability to
shrink system size while increasing design flexibility are the stepping stones
for future high data-rate systems, inspiring a new era of possibilities in the field.
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Zusammenfassung

Diese Arbeit erforscht neue und innovative Losungen im Bereich der Inte-
grierten Schaltkreise, Aufbautechniken und Antennen fiir hoch-integrierte
Sendesysteme im sub-THz Frequenzbereich. Die Arbeit stellt zunéchst die
notwendigen theoretischen Grundlagen und Untersuchungen vor, um die En-
twurfsaufgabe vollstindig zu kontextualisieren. Darauf aufbauend wird der
Schaltungsentwurf der Schliisselkomponente Leistungsverstirker vorgestellt
und diskutiert. AnschlieBend werden die moglichen Antennenlosungen iden-
tifiziert, gegeneinander Bewertet und anhand von Messungen qualifiziert.
Darauf aufbauend wird die Aufbautechnik des gesamten Senders analysiert
und detailliert beschrieben. Die Arbeit wird konkludiert durch die Messungen
der implementierten Sender, die die ausgezeichnete Leistung der Sende unter-
streicht.

Der Sub-THz-Frequenzbereich zwischen 100 GHz und 300 GHz bietet ein
breites verfiigbares Frequenzspektrum mit derzeit wenig rechtlichen Ein-
schrinkungen. Daraus ergibt sich eine Vielzahl an moglichen Realisierungen.
Um die Auswahl einzugrenzen und zu Begriinden wird eine grundlegende
Untersuchung der physikalischen Beschriankungen durchgefiihrt. Dabei wer-
den Einfliisse wie SNR und harmonische Spurs im Gesamtkontext bewertet.
Weiterhin werden die Limitationen der derzeitig verfiigbaren Messgerite un-
tersucht, um Probleme bei der Leistungsbewertung aufzuzeigen.

Aufbauend auf dem Stand der Technik werden die Realisierungsmoglichkeiten
des Leistungsverstirkers eingegrenzt. Als Resultat dieser Analyse wird die
pseudo-Differentielle Kaskodentopologie ausgewihlt. Diese bietet die beste
Abwigung zwischen Funktionalen Aspekten und der Integrationsdichte. Auf
der Grundlage dieser Entscheidung werden zwei verfiigbare Metall-Stack-ups
analysiert und miteinander verglichen, um die Technologiewahl detailliert zu
begriinden. Basierend darauf wird ein mehrstufiger Verstirkeransatz unter-
sucht. Das Design ist Frequenzgestaffelt und fiir die erforderliche Bandbreite
und Ausgangsleistung optimiert. Dies wird durch den Einsatz von Transfor-
matoren zwischen den Stufen und sorgfiltig gewihlten Riickkopplungspfaden
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ermoglicht. Die anschliefende Analyse des Gesamtsystems und die Diskussion
der gewonnenen Erkenntnisse zeigen die hervorragende Leistung des Verstérk-
ers, der den Stand der Technik in Bezug auf Bandbreite, nicht kombinierte
Ausgangsleitung und Kompaktheit iibertrifft. Simulationen und Messungen
zeigen eine Bandbreite von 74 GHz und eine Ausgangsleistung von 8 dBm in
einer Fliche von gerade einmal 0.045 mm?.

Ein neuer Ansatz in dieser Arbeit ist die Verwendung einer differentiellen
RF-Verbindung. Diese erfordert auch differentielle Antennen, wofiir zwei
verschiedene Ansdtze untersucht werden. Der erste Ansatz betrachtet PCB-
basierte Antennen, die in dieser Arbeit zum ersten Mal in diesem Fre-
quenzbereich erfolgreich implementiert wurden. Der zweite Ansatz nutzt
ein kurzgeschlossenes Bow-Tie-Speiseelement, um eine kompakte und breit-
bandige On-Chip-Antenne ohne Verwendung von LBE oder Strahlung durch
das Substrat zu realisieren. Dieses Design ist neuartig und bringt den Stand
der Technik bei On-Chip-Antennen in Bezug auf Integration, Effizienz und
Bandbreite erheblich voran. Mit relativen Bandbreiten iiber 20 % wird der
Stand der Technik deutlich iibertroffen. Das On-Chip-Design verwendet
wahlweise einen 3D-gedruckten Resonator oder Metallische Resonatoren auf
einem Glasplittchen, um die Bandbreite und Effizienz zu erhohen. Das PCB-
basierte Design verwendet seriengespeiste, frequenzversetzte Patches, um die
Breitbandigkeit auf Substraten mit durchgehender Masseflache zu erreichen.
Dieser Ansatz ist der erste dieser Art in dem gewihlten Frequenzbereich.

Die Aufbautechnik basiert auf einem innovativen Konzept, bei dem impedan-
zangepasste differentielle Bonddrihte den MMIC mit den Antennen verbindet.
Der RF-Ubergang wird im Detail analysiert, und die Entwurfsmethodik wird er-
lautert. AuBerdem werden die Packaging-Losungen fiir das 64 GHz LO-Signal
und das breitbandige BB-Signal mit Frequenzen bis zu 50 GHz erldutert.
Abschliefend werden die implementierten Sendersysteme untersucht. Insge-
samt wurden vier verschiedene Systeme gebaut. Zwei Sender mit je einem
Chip, die jeweils entweder eine PCB-Antenne oder die resonatorgeladene An-
tenne verwenden. Dazu werden zwei Phased-Arrays mit einer 1x2 und 1x4
Konfiguration unter Verwendung der resonatorgeladenen Antennen untersucht.
Alle Systeme werden hinsichtlich ihrer RF-Performance und des Antennen-
diagramms gemessen. Auflerdem wird eine Analyse des BER iiber Winkel,
Bitrate, Entfernung und Strahlsteuerung durchgefiihrt, um das statische Ver-
halten und die tatsédchlich erreichbaren Datenraten unter realen Bedingungen
zu analysieren. Die vorgestellten Ergebnisse und das demonstrierte System
iibertreffen den Stand der Technik hinsichtlich der getesteten Datenratenraten
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bis hin zu 32 Gbits~! und dem Detailgrad der Untersuchung im Bezug auf
BER iiber Winkel und Distanz. Dabei zeigt sich im Vergleich die hohe Ef-
fizienz von 41.4 pJbit—! bei gleichzeitig kompakten Aufbau des binary phase
shift keying (BPSK)-Transmitters als besonders positiv.

Zusammenfassend tragen die Ergebnisse dieser Arbeit nicht nur zum akademis-
chen Verstindnis der Technologien fiir das Sub-THz-Band bei, sondern ebnen
auch den Weg fiir dessen zukiinftige kommerzielle Nutzung. Der neuartige RF-
Ubergang und die Fihigkeit, die SystemgroRe zu verringern und gleichzeitig
die Design-Flexibilitit zu erhdhen, sind ein Sprungbrett fiir kiinftige Systeme
mit hoher Datenrate.






Preface

This thesis was written during my time as a research associate at the Institute of
Radio Frequency Engineering and Electronics (IHE) at the Karlsruhe Institute
of Technology (KIT).

First of all, I would like to thank Prof. Dr.-Ing. Dr. h.c. Thomas Zwick for
enabling me to pursue this scientific journey and giving me the freedom to
explore many different aspects. I want to extend my sincere thanks to Prof.
Dr. sc. techn. habil. Dipl. Betriebswissenschaften Frank Ellinger for his
interest in my work and for willingly accepting the co-lecture. I would also
like to thank Prof. Dr.-Ing. Cagri Ulusoy for the discussions about integrated
circuits and the possibilities of being part of the circuit design team of THE.
Lastly, many thanks go out to Luca Steinweg for the good time on our shared
journey tackling our project.

I also want to express my appreciation for those who have been with me through
the ups and downs of my scientific journey. Christian Bohn, in particular, has
been a valuable discussion partner, providing support and insights during the
many hours we spent navigating our scientific challenges. I am also grateful
to Alexander Quint and Elizabeth Bekker, who have been both roommates and
friends, offering companionship and support over the years. I also want to
acknowledge the contributions of Luca Valenziano, Marius Kretschmann, and
Georg Gramlich, who provided valuable scientific input and offered a much-
needed distraction from our academic pursuits. Lastly, a heartfelt thank you to
all the people within the IHE and around the campus who supported me with
valuable discussions their help.

I want to express my heartfelt thanks to my parents, brother, and friends, who
have been unwavering in their support over the past three decades. Their un-
conditional support has been a constant source of strength and encouragement.
I also want to extend my gratitude to Anja Pohlemann for her unwavering
support and for simply being the amazing person she is.

Berlin, September 2024

vii






Table of Contents

Abstract . . . . . .. ... ... i
Preface . . . . . . . . . .. vii
Symbols and Abbreviations . . . . .. ... ... ... .. ... Xiii
1 Introduction . . . . ... ... ... ... ... . ..., 1
1.1 Objective of this Thesis . . . . . ... ... ... ... ... 3

1.2 Structure of this Thesis . . . . . ... ... ... ...... 5

2 Physical Background . . . . . ... ... ... .. ... ... 7
2.1 Differential S-Parameters . . . . . . . ... ... ... ... 7
2.2 Differential Planar Transmission Lines . . . . . . . .. . .. 12

2.3 Wideband Planar Antennas . . . . . . ... ... ...... 14

2.4 Planar Phased Arrays . . . . . ... ... oL 17

2.5 Digital Modulation . . . ... ... ... ... oL, 20
2.6 Power Amplifiers . . . . ... ... ... ... 21

2.7 Frequency Staggering . . . . . . . . ... ... 24

3 System and Implementation Constraints . . . . . . . . .. 27
3.1 Choice of Modulation Type . . . . . . ... ... ...... 27
3.2 Physical Antenna Array Implementation . . . . . . ... .. 29

3.3 MMIC Antenna Co-Design . . . . . .. ... ... ..... 29
3.4 Harmonic Content in the Multiplier Chains . . . . . . . .. 31

3.5 Measurement Uncertainty . . . . . .. ... .. ....... 32
3.5.1 On Wafer Measurement Repeatability . . . . . . .. 33

3.5.2 mmWave Probe Radiation Behaviour . . ... ... 35

iX



Table of Contents

Power Amplifier Design and Evaluation . . . . . . ... ..
4.1 Stateoftheartin PAMMICs . . . . ... ... .......
4.2 Technology Overview . . . . . . . .. ... ... ......
4.2.1 TransmissionLines . . . . ... ... ... .....
422 Transformers . . . .. ... ... ... .......
423 Capacitors . . . . ... e
424 Technology Selection . . . . . ... .........
4.3 Single Ended Amplifier Evaluation . . . . . ... ... ...
4.4 Differential Amplifier Design . . . . . . ... ... ... ..
44.1 CoreDesign . . ... ... ... ... . ...
4.42 Comparison PA in Copper and Aluminium Back-end
4.43 Model Dissection for Stability and Linearity Analysis
444 FinalDesign . ... ... ... ...........

Wideband Phased Array Antenna Designs . . . . . . . ..
51 PCBAntennas. . . . ... ..................
5.1.1 PCB Antenna Version1 . . ... ... .......
5.1.2 PCB Antenna Version2 . .. .. ..........
5.2 On-Chip Antennas . . . ... ... ... ..........
5.2.1 On-Chip Resonator Design . . . . . ... ... ...
5.2.2  Resonator Sample Manufacturing . . . . ... ...
5.2.3 3D-Printed Resonator Measurement . . . . . . . ..
5.2.4  Glass Resonator Measurement . . . . ... ... ..
5.3 mmWave Phased Arrays . . . ... ... ... ... ... .

RF Interconnects for Chip to PCB and Chip to Antenna
Connections . . . . .. ... ...
6.1 Wideband Coax to PCB Transitions . . . .. ... .. ...
6.2 On-PCBRF Signal Routing . . . . ... ... ........
6.3 Bondwire MMIC to PCB Connection . . . . ... .. ...
6.4 Differential RF bond-wire Transition . . . . . . . ... ...

6.4.1 Fabrication . . .. .. .. ... .. .........

6.4.2 Measurement . . . . . .. .. ...
6.5 Realized Transmitters . . . . . . . . . ... ... ......

Full Transmitter Evaluation . . ... .. ... ........

41
41
43
45
46
48
50
50
52
53
54
57
60

67
69
71
72
79
82
85
88
90
92



Table of Contents

7.1 Measurement Setup . . . . . ... Lo 117
7.1.1 DCSupply ... ... ... ... ... ... 120

7.2 Single Chip Measurements . . . . . . ... ......... 122
7.2.1 RFEvaluation . ... ................ 123

722 BitErrorRate. . . . ... ... ... ... ..... 124

7.3 Phased Array Measurements . . . . . . . .. ... ... .. 134
7.3.1 RFPerformance . .................. 134

732 BitErrorRate. . . ... ... ... ... ...... 136

7.4 Comparison to the State of the Art . . . . . ... ... ... 140
Conclusionand Qutlook . . . ... ... ........... 145
Appendix . .. ... ... ... 149
A.1 Series Fed Patch Antenna . . . . ... ... ......... 149
A.2 Buried Feed Resonator Antenna . . . . . . ... ...... 152
A.3 3D-Printed Curved Antenna . . . . . ... ... ...... 155
A.4 Differential Test and Measurement . . . . . ... ... ... 156
A4.1 PassiveBaluns . . . ... ... ... ........ 156
A.42 ActivevsPassiveBaluns . . . ... ... ... ... 157
References . . ... ... .. ... ... .. ... 161
Own Publications . . . ... ... ... .............. 177
Journal Publications . . . . ... ... ... ... ......... 177
Conference Papers . . . . . . . ... ... ... ... 178

X1






Symbols and Abbreviations

Abbreviations

AC alternating current

ACP air co-planar

ASK amplitude shift keying

AWG arbitrary waveform generator
AWGN additive white gaussian noise

BB baseband

BEOL back-end of line

BER bit error rate

BPG bit pattern generator

BPSK binary phase shift keying

CMA characteristic mode analysis
CMIM capacitor with metal isolation metal layer
CMOM capacitor with metal oxide metal layer
CMOS complementary metal-oxide-metal
CPW coplanar waveguide

DAC digital to analog converter

DC direct current

DFG Deutsche Forschungsgemeinschaft
DRC design rule check

DSP digital signal processor

DUT device under test

EIRP equivalent isotropic radiated power
EM electro-magnetic

EVM error vector magnitude

xiii



Symbols and Abbreviations

FEC forward error correction

FFC flat-flex connector

FSK frequency shift keying

FSPL free space path loss

GCPW grounded coplanar waveguide
GSG ground signal ground

GSSG ground signal signal ground
HBT heterojunction bipolar transistor
IC integrated circuit

IF intermeditate frequency

ILA integrated lens antenna

ISS impedance standard substrate
LBE localized backside-etching

LCP liquid crystaline polymer

LDO low dropout regulator

LO local oscillator

MMIC monolithic microwave integrated circuit
MOS metal oxide semiconductor
MSG maximum stable gain

OP1DB output referred 1 dB compression point
PA power amplifier

PAE power added efficiency

PAPR peak-to-average power ratio
PBO power amplifier back-off

PC personal computer

PCB printed circuit board

PLL phase locked loop

PSK phase shift keying

QAM quadrature amplitude modulation
QPSK quadrature phase shift keying
RF radio frequency

SAP semi additive processing

SiGe silicon-germanium

Xiv



Symbols and Abbreviations

SLA stereolithography

SMD surface mounted device
SMU source measurment unit
SNR signal to noise ratio

TDR time domain reflectometry
T/R combined transmit and receive
UE user equipment

USB universal serial bus

VIA vertical interconnect access
VNA vector network analyzer
WiFi set of standard relating to wireless LAN

List of Symbols

a Attenuation constant

a; Complex power-wave flowing into port i in VW
A; Amplitude

A (w) Transfer function

B Phase constant

b; Complex power-wave flowing out of port i in VW
BW Bandwidth in Hz

Capacitance in F

C Channel capacity in bits~!

Yy Complex propagation constant
Az Infinitesimal length in m

D Antenna directivity

d Distance in m

XV



Symbols and Abbreviations

n Efficiency

€r Relative permittivity

f Frequency in Hz

fo Center frequency in Hz
h Transit frequency in Hz
Smax Maximum oscillation frequency in Hz
G Conductance in S

Gre Realized gain

gn Size identifier in m

hy, Height in m

k Wavenumber in m~!

L Inductance in H

/ Length in m

A Wavelength in m

M Transforming matrix

N Multiplication factor

w Angular frequency in rad
P Power in W

¢ Phase in rad

0 Quality factor

On Transistor identifier

R Resistance in {2

n Radius in m

S Radiation intensity in W

XVi



Symbols and Abbreviations

Sn

SNR

tan &

Wn
VA

in

Radiation intensity of an isotropic source in W
S-parameter matrix

S-parameter with wave impeding on port j and exiting port i
Mixed-mode S-parameter matrix

Separation in m

Signal-to-noise ratio

Time in s

Dielectric loss tangent

Voltage in V

Voltage on the positive node of a differential node in V
Voltage on the negative node of a differential node in V
Width in m

Complex Impedance in 2

Height in z-direction in m

XVii






1 Introduction

Since its inception three decades ago, the internet has seen unprecedented
growth in not only the usage of computers, digital services, and data trans-
mission but also due to the desire of humans to connect and communicate.
Where in the past time, phone lines were realized as physical cables and were
always bound to a physical location, the introduction of the wireless phone
and associated standards marked a shift in how we communicate. The advent
of smartphones marked another significant change. With fully featured com-
puters portable and accessible to many, connected wirelessly to a seamless
network of computers, servers, and overall, people, the desire for more and
better data links is more pressing than ever.

The underlying technology is often underrepresented in its role of advancing
the internet and enabling the digital world as we know it. New developments
in complementary metal-oxide-metal (CMOS), SiGe, and III-V semiconductor
technology pushed the technically possible. Especially fiber optics saw a signif-
icant improvement over the years, achieving over 1 Pbits ! per fiber [RLP*22]
building the backbone of the internet. But not only optical communication
has proliferated. Wireless technologies profited massively from better analog
circuits, higher efficiencies, and more computational power. Higher modula-
tion schemes and more compensation for non-ideal RF behavior continuously
push the achievable data rate even in congested urban environments and ad-
verse conditions. However, these staggering speeds are often brought with
bulky and power-hungry equipment unsuitable for direct consumer interaction
or implementation in user equipment (UE).

Even though technology is advancing fast, wireless links are also limited by the
available bandwidth and government regulations. The frequency range below
6 GHz is limited in the available bandwidth and shared between many different
services. Hence, industry and research are looking into higher operating
frequencies offering more bandwidth. This incentive created new frequency
bands at 28 GHz and 60 GHz. However, predictions show that these new bands
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will not suffice, so even higher frequencies are targeted. The largest window
currently planned ranges from 64 GHz to 71 GHz but even higher frequencies
are considered [Fed22].

Operating frequency alone is not the only factor limiting data-rate. Congestion
on shared channels and regulations force a lot more overhead on the protocol
layer, further decreasing the data-rate. To make the most of the available
channel bandwidths and transmission windows higher order modulations are
used. These necessitate power hungry IQ-Systems and pre-distortion to exploit
the analog hardware and channel to the fullest. The set of standard relating
to wireless LAN (WiFi) chipset in a smartphone needs between 1.3 nJ bit ! to
5nJbit~! to achieve a speed of 400 Mbits—' [AGB*21]. Even worse is 5G
with an energy per bit of 500 nJ bit~! depending on traffic [XZZ*20].

Considering the mentioned points, seeking higher operating frequencies to
bridge the gap between backbone infrastructure and UE becomes detrimental.
Increasing the frequency also reduces antenna sizes to the point where high-
gain antennas or larger antenna arrays can fit comfortably, even in smartphones.
In contrast, larger absolute bandwidth availability in the frequency spectrum
allows simpler modulation schemes to reduce power consumption and circuit
complexity. A possible downside is the higher atmospheric attenuation cou-
pled with free space path loss limiting the range. However, this can also be
seen as a benefit in crowded scenarios as spatial multiplexing becomes more
manageable. Even simple physical objects like thin walls can serve as effec-
tive shielding between multiple transmission channels, reducing the necessary
protocol layer.

Choosing a new, significantly higher frequency band is constrained by certain
physical limitations. Water absorption windows in the atmosphere drive the
choice of suitable channels outside of applications in space. One such win-
dow is around 140 GHz and is currently under investigation for the upcoming
6G standard [AAKG23]. Nevertheless, as advancements in the silicon-based
transistor technology offer us transistors exceeding an fp.x of 500 GHz, even
higher frequencies can be investigated. This is mainly driven by advancements
in SiGe-based transistors, where the base region of a vertical NPN-transistor
is doped with germanium to enhance the drift velocity and increase the op-
erating frequency. IHP was the first to offer transistors with an fy,,x over
500 GHz (DotFIVE) in 2015 [CCL*10] and recently offered the next gener-
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ation of technology with an fi,.x of over 700 GHz (DotSEVEN) [SBd*16].
However, the latter technology was introduced too late to be used in this work.

Concerning the transmission medium and frequency the absorption window
around 254 GHz offering up to 100 GHz of bandwidth [PAB*21] is quite inter-
esting. Which, if utilized with a quadrature amplitude modulation (QAM) 1024
signal, could lead to 1 Tbits~! data transmission. As work in this range is un-
der investigation, no real spectrum assignment by governing bodies is present.
First attempts in standardization are done with IEEE 802.15.3d, describing a
channel from 252 GHz to 325 GHz for point to point communication with up
to 100 Gbits~ ' [IEE17]. However, neither the American Federal Communica-
tion Commission (FCC) [Fed22] nor the European Electronic Communications
Committee (ECC) [Ele23] have allocated this standard or anything else above
275 GHz and only rudimentary satellite bands between 100 GHz to 275 GHz,
making it still a free space to explore different concepts and frequencies.

1.1 Objective of this Thesis

In the Deutsche Forschungsgemeinschaft (DFG) funded project "ADAMIS"
(Adaptive Millimeter Wave Transmitters), the aim is to develop a power-
efficient and compact BPSK transmitter with beam steering capability. Fig. 1.1
illustrates the system’s general concept. The LO and BB signals are externally
generated and fed into the MMIC to be designed. The LO signal is fed into
a phase shifter ranging from 0° to 90°. It precedes the times four multiplier
chain to achieve a continuous 0° to 360° phase shift in the RF domain. An
amplifier buffers the multiplied LO-signal before it drives the modulator. The
modulator is a modified gilbert cell which uses the BB signal to switch the LO
signal between 0° and 180°, creating the BPSK modulation. The output signal
is fed into the PA, which is connected to the antenna. A phased array system
is realized by combining multiple MMICs.

A low-order modulation scheme like BPSK reduces the spectral efficiency but
also the circuit complexity. BPSK modulation can directly be created by the
use of a modulator. Not needing a digital to analog converter (DAC) and
a digital signal processor (DSP) chain to calculate high bit-rate modulation
waveforms decreases overall system complexity severly and reduces power
consumption. Baseband circuits with a binary output are currently available
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Figure 1.1: Overview of the system architecture with designated tasks and array configuration.

up to 28 Gbits~! [HCY*13], hence a BPSK system can directly feed the binary
bitstream into the modulator bypassing a large portion of traditional transmitter
circuitry.

The components shaded in gray in Fig. 1.1 are developed by the Chair of Circuit
Design and Network Theory at Technische Universitdt Dresden, as described in
the dissertation of Luca Steinweg [Ste23]. This works investigates besides the
wideband PA also wideband antennas, packaging for wideband signals, and
adaptivity at both MMIC and system levels. Previous efforts in this frequency
range have been limited by fixed setups, hindering their versatility across usage
scenarios, a limitation this work aims to overcome.

Considering these factors, the decision was made to operate around 246 GHz,
providing ample bandwidth of at least 50 GHz. This avoids equipment lim-
itations and offers more headroom for transistors. This choice of frequency
center allows for technological and practical benefits without current regulation
constraints.

Furthermore, this dissertation focuses on developing a system suitable for fu-
ture applications within the last-meter domain, distinct from high-gain antenna-
based systems designed for long-range communication. The emphasis is on
creating a flexible chip and packaging concept that can adapt to various appli-
cations within the last meter domain or UE scenarios. Hence a phased array
solution is sought that adapts dynamically to the presented scenario.



1.2 Structure of this Thesis

The thesis covers three main areas of work: designing a power amplifier that
meets bandwidth, output power, and efficiency requirements while being co-
designed with system interconnect solutions and antenna concepts; developing
RF interconnect solutions, including packaging that balance performance with
flexibility and adaptability; and designing an antenna concept suitable for
phased array applications with targeted data rates, ensuring seamless integra-
tion with the overall system design. Finally all three parts are tied together to
realize a phased array transmitter system.

1.2 Structure of this Thesis

The first chapter describes the work’s motivation and the objectives and frame-
work wherein this work is done.

Chapter 2 provides an introduction into the necessary theoretical concepts to
contextualize the work of this theses. First the mathematical representation of
differential RF circuits are presented. Next the conductor based transmission of
such signals is investigated. This is concluded by a short overview of antennas
theory. Further, digital modulation schemes are explained and lastly the circuit
design aspects of PA design is detailed.

Chapter 3 introduces system aspects and considerations, presenting mathemat-
ical and physical groundwork for the used target metrics and goals. Physical
limitations and trade-offs are also described to contextualize the results.

Chapter 4 introduces the power amplifier design and the measurement results
of the amplifier itself. After presenting a thourogh state of the art analysis the
proposed design is introduced and explained. Different possible technologies
are compared against each other and the best option chosen. The desgin details
are highlighted and the final design characterized.

Chapter 5 introduces the antenna concept, and chapter 6 presents the packaging
of the whole system.

Finally, chapter 7 presents the measurement of the realized transmitter samples
over many measured metrics. For this, the measurement setup is introduced
and described. Then, two different concepts of a single MMIC with antenna
is measured and compared against each other. Using BER measurements
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as a direct transmission quality metric, the transmitters are evaluated over
transmission angle, distance, and data rate. Based on these measurements, two
phased-array systems are measured and compared against each other.

Lastly, chapter 8 concludes and gives an outlook for future research.



2 Physical Background

Pushing the state of the art in mmWave and THz transceivers means pushing
the boundaries of the technologically possible. This necessitates a deeply
rooted understanding of many of the underlying physical concepts and their
implication for the design, analysis and measurement. In the following, certain
key aspects will be presented and the intricate details explained.

2.1 Differential S-Parameters

S-Parameters are a highly effective metric to analyze and characterize RF
systems and components and found widespread use in the realm of RF system
design [Poz05]. One main advantage over time domain voltages and currents
is the possibility to measure them at high frequencies and on wave guiding
structures, that have no definition for voltage nodes and currents. Further, they
are mathematically cascadable allowing to calculate the overall performance
based on component wise measurements. Hence they play a vital role in
analyzing circuits, transitions and antennas designed within this work.

The definition of S-parameters is based on single ended circuits as shown in
Fig. 2.1(a). Each port of the exemplary 2-port device is constituted of two pins
to complete a current loop in circuit analysis. Conceptually, a power wave a;
is impinging on port 1 of the device, which results in a partly reflected wave
b and a transmission on port 2 with b,. The power waves are defined as

1
a; = Eki Vi+21,), 2.1

1
b; = Ekl (Vi + Z,*It) s (22)
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They relate the voltage V; on port i to the current /; with the characteristic
impedance on the respective port Z;. Hence, the have the unit VW as the
represent a quasi power wave [Kur65].
The S-parameters for the two-port shown in Fig. 2.1(a) are then calculated as

by by
— , Sp=—
al{g,=0 as
by b
— , Sp=—
a1 {g,=0 az

9
a1:O

a1:0

Expanding this formulation for differential systems is not directly possible.
Differential signaling is based on two signal conductors that are 180° out of
phase. The signal is the difference between both signal conductors, resulting
in a cancellation of common mode currents and voltages. Based on this, the
voltages and currents used for the definition of a; and b; are not clearly defined.
One approach to overcome this limit is the extension of the differential port
into two independent single ended ports as indicated in Fig. 2.1(b) by using an
additional reference pin on each port [Poz05]. This extension is however only
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(a) Odd-Mode (b) Even-Mode (c) Single-Ended

Figure 2.2: Possible stimuli for a differential port.

applicable in very specific circumstances. Investigating the electrical behavior
on a differential port, three distinct cases can be identified as shown in Fig. 2.2.
The ideal case, also called odd-mode, is the differential feed with the electrical
signals on both pins 180° apart as shown in Fig. 2.2(a). Fed from two single
ended sources with impedance Z, this yields a virtual feeding impedance of
2Zy. The opposing case is the even-mode, where both signals are in-phase,
yielding the stimulus shown in Fig. 2.2(b). Here both sources are in parallel
yielding a virtual impedance of 0.5Zj. A third extreme case is the feed with
only a single signal on one of the differential pins [Poz05].
Concerning the voltages v* and v~ we can write them as

vh= Aged(@rton, (2.4)
VT = Aged (@192, 2.5)

The differential voltage across the two pins of the terminal is then

Vaig =vt —v7, (2.6)
Vg = Alej(wl‘+¢1) _ Azei(wtﬂﬁz). 2.7

The three cases in Fig. 2.2 can now be described by the relation of amplitude
and phase of each signal. For the symmetric stimulus the amplitudes are the
same A; = A, but the phase difference either ¢ — ¢ = 0 or ¢ — ¢ = 180 for
even and odd-mode respectively. The single ended case sees one amplitude to
be zero. However, any combination of phase and amplitude is possible which
is described as the superposition of the three distinct cases.
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Lastly, if the device under test (DUT) can be assumed to be a linear network the
superposition of the input signals has to be possible. This allows to measure
or simulate a differential two-port as a single-ended four port device. The
resulting single-ended 4x4 S-parameter matrix S then can be used to calculate
the odd- and even-mode response. This can be handily achieved by a matrix
multiplication

1 -1 0 O

110 0 1 -1
M=— , (2.8)

V2t 1 0 0

0 0 1 1
(2.9)

resulting in the mixed mode S-parameter matrix

SM=M-S-ML (2.10)

The matrix M is used to calculate the two cases of odd- and even mode stimulus.
The resulting mixed mode matrix

Sadarr Sdd12 - Sdactr Sde12
S S S S

SM — dd21 dd22 dc21 dc22 (21 1)
Sccll Scch Sccll Scc12

Scc21 SCC22 Schl Sc<:22

consists out of the differential and common-mode S-parameters as well as the
common-to-differential and differential-to-common mode parameters [Zhu10].
That is the common-mode response to a differential-mode stimulus and vice
versa. This analysis approach can also be used for three port devices such as

10
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baluns, that convert a single ended input to a differential output. Assuming the
single ended port to be port three, the matrix is

: 1 -1 0
Mpixed = — |1 1 0f, (2]2)
V2
0 0 2

Scet1 Sdetr Sse12
Sm = [Scat1 Sdarr Ssdiz| - (2.13)
Ses21 Sas21 933

With these new formed two-port matrices, established analysis tools like rollet-
k factor or maximum stable gain (MSG) can be applied to study the linear
differential circuit. While these calculations are fairly easy and yield accurate
results, they are only applicable to linear systems such as passive circuits and
small-signal analysis of active circuits. Non-linear systems necessitate a true
to real world stimulus, which is however not necessarily defined. As evident
from Eq. 2.7 any combination of amplitude and phase might be present at
the input of a device, which theoretically needs to be evaluated to check for
instability or other issues. This is impractical and has to be reduced to the
stimulus expected within the application.

One last issue with differential circuit analysis is the presented impedance for
the different stimulus cases shown in Fig. 2.2. The simple approach to model
the feed as two independent sources with impedance Z is only valid in some
applications. There are however antennas, transmission lines or transformers
that do not present themselves as two sources but present rather different
impedances for the different cases. A transformer should present itself as
an open circuit to a common-mode signal as the current through the coil
is zero, while the differential signal will couple through. Practically this can
cause common-mode voltage swing issues with the common-mode wave being
reflected back into the DUT if not properly designed [WREO06].

11
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Signal Signal Signal
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Figure 2.3: Cross section through different planar transmission lines.
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Figure 2.4: Different Model Views.

2.2 Differential Planar Transmission Lines

Transmission lines are conductor based waveguides essential in almost all RF
systems. Some of the most common planar types are the microstrip line, the
coplanar waveguide (CPW) and the strip line as shown in Fig. 2.3. Within
planar circuits and especially MMICs the microstrip and grounded coplanar
waveguide (GCPW) lines are favored [Raz98].

From [Poz05], a transmission line can be approximated by a series inductor and
resistor as well as a parallel capacitor and conductance as shown in Fig. 2.4(a).
This network has to be distributed along the length z of the conductor in steps
Az significantly smaller than the wavelength Az << 1/10. As calculating the
response of a large network of small elements is time consuming, a lumped
element model of a transmission line is developed. It is based on the apparent
line impedance Z, a complex propagation constant y and the physical length /.

12
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The characteristic impedance relates to the elements of the distributed model

with
R+ jwL
Zo = |~ (2.14)
G+ jwC

as shown in [Poz05]. If the losses in the transmission line are negligible small,
which is the desired state in most transmission lines Eq. 2.14 simplifies to

L
ZO:"E‘ (2.15)
The complex propagation constant is
y =V(R + jwL) (G + jwC). (2.16)

With the assumption that the lines are low loss, which is expected in most
applications, it can be expanded to

y=a+p, (2.17)
1(R

= (Z_o + GZO) , (2.18)

B=~wVLC, (2.19)

as shown in [Poz05].

To extend the single-ended microstrip line to a differential line, an additional
signal conductor is placed in parallel to the first one as shown in Fig. 2.5.
From the plotted field lines a significant difference between the single ended
and differential case is visible. The coupling between the lines significantly
influences the characteristic impedance of the even and odd modes. Close
spacing of the conductors or a far away ground plane create the case of a two-
wire line with strong coupling between the two conductors. Wide separation of
the lines or a close ground plane will remove any coupling and two independent
microstrip-lines are present. In the later case tuning the impedance of each
line to 502 will create a 1002 odd mode impedance and a 25} common
impedance. However, the lines are independent and can have significant phase
shift between each other, increasing mode conversion. Spacing the lines

13
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Figure 2.5: Differential microstrip line.

closer together the even-mode impedance can change significantly and phase-
deviations between the two lines are minimized.

2.3 Wideband Planar Antennas

The targeted application necessitates wideband antennas with efficient radi-
ation. To qualify the achieved results first the theoretical limits have to be
introduced. Antennas are described in terms of their physical size, efficiency,
directivity and the bandwidth.
The physical size of an antenna is often non-trivial to determine as all physical
elements that significantly interact with the antenna have to be considered.
While theoretical assumptions can ignore the physical environment, this sim-
plification cannot be done in modern day complex scenarios such as on-chip or
highly integrated on-substrate antennas. Hence, careful analysis of the antenna
and interactions in the near field have to be done to accurately estimate the
antennas performance. Related to this is the boundary between the near-field,
radiating near-field and the far-field as depicted in Fig. 2.6. The near-field
describes the reactive region of the fields where interactions directly influence
an antennas radiation pattern and hence have to be included in the physical size.
The far-field region describes the region where the transmitted energy behaves
optically and no influence on the antenna is present. The region in between
is the radiating near-field, which for some antennas might not be present at
all [Bal16].

The efficiency relates the radiated power Py,q to the accepted incident power
P in by

Prag

= —ad (2.20)
7 Pin

14
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Ri = 0.62-/(2a)3/2

Figure 2.6: Radiating field definitions on an arbitrary antenna with a as the radius of the smallest
sphere encompassing the antenna.

Hence, the efficiency quantifies ohmic and dielectric losses in the designed
antenna. The directivity describes the relative radiation in a specific direction
to the average radiation intensity of the antenna or an equivalent isotropic
antenna

S 4nS

D=— .
SO Prad

221

S is the radiation intensity at a specific point and Uy the radiation intensity
of an isotropic source. The directivity does not include the efficiency of an
antenna. Hence practical antennas are quantified by their realized gain which
related to the directivity by

It includes all the losses of the antenna and represents the gain observable in a

measurement setup.
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Figure 2.7: Chu-Harrington limit of single-mode antenna radiation [Han81].

The bandwidth of an antenna can be related to either the input return loss or the
frequency range where its intended radiation behavior stays nearly the same.
With the assumption of high efficiency and consequently low loss the input
return loss should indicate radiation and hence offers itself as a valid metric.
However, with low efficiency it indicates ohmic losses rather than radiation.
Hence, other metrics such as the realized gain are used. This is also true in
scenarios where the input match cannot be accurately measured such as directly
connected antennas.

Based on these definitions fundamental limits of antennas can be deducted. A
first theoretical limit was introduced by the works of Chu [Chu48] and Har-
rington [Har60] and reviewed by Hansen [Han81] and relates the physical size
of an antenna to the achievable quality factors concerning different efficiencies
as plotted in Fig. 2.7. The quality factor relates to the bandwidth with

1
BW = —. (2.23)

The size of an antenna is measured as the smallest sphere with radius a that
encompasses the antenna itself [Han81]. k is the wavenumber. The curves
plotted in Fig. 2.7 represent the theoretical lower limit. Further some points
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Figure 2.8: Directivity limit over antenna size [Ball6].

for ideal antennas are plotted as reference. The main observation of this plot
is that bandwidth of an antenna necessitates a larger structure.

Another fundamental limit is the achievable directivity for a given aperture size
plotted in Fig. 2.8. Again it is observable that higher directivity necessitates a
larger aperture and hence a larger antenna.

For planar antennas these two limits pose some interesting challenges. Due to
inherent limitation of a planar antenna the volumetric efficiency of the engulfing
sphere is poor. Any increase in antenna size causes the sphere to increase as
well. Hence, concepts have to be followed that utilize the 3D volume better to
enhance the performance of the antenna. The second implication of Fig. 2.8 is
the maximum gain achievable.

2.4 Planar Phased Arrays

In the previous section, single antenna elements that should provide a large
radiation bandwidth with a small physical size were investigated. However,
due to the free space path loss (FSPL) at sub-THz frequencies, high gain is
necessary to establish robust transmission links over distances above a few
meters of range. As Fig. 2.8 shows, the directivity is directly linked to the

17
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d /2

Figure 2.9: Schematic of a phased array.

antenna’s physical size. This yields a conflict where, on one hand, a small
antenna element is desired, and simultaneously, a large aperture is required.
Another solution to increase an antenna configuration’s aperture is placing
multiple radiators in a geometrical arrangement called an array. The overall
antenna pattern is the vector sum of each element, with the constraint that
the elements have to be placed within the near-field regions of each other.
Feeding all antennas a correlated signal creates constructive and destructive
interference in the near-field zone, shaping the radiation pattern.

Investigating the most straightforward case, a 1D-array of isotropic radiators, a
configuration shown in Fig. 2.9 is present. The elements are spaced 1/2 apart,
which is the best case for an antenna array. If each element is fed with the same
sinusoid and zero phase shift between each other, the field should be added
constructively in z-direction. Introducing a phase-shift between each element,
the constructive interference happens at an angle 6. This is a very interesting
use case for phased arrays, as it allows us to change the beam direction of such
an array electrically. Evidently, from Fig. 2.9, tilting the beam creates a time
delay between the individual elements that, for a pure sinus signal, translates to
a phase shift. The physical additional length of the individual signals depends
on the steering angle 6 by s = d - cos (6). The overall radiated field can be

18
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calculated by the field of a single radiating element and a function called the

array factor
N

AF(7) = ) ane/* 7, (2.24)

n=

which is a function of the physical location of all radiators 7,,, their complex
excitation a, and the direction unit vector7 [Ball6]. The array factor is cal-
culated assuming isotropic radiators and is applied to an arbitrary radiator by
multiplication

Euray = E X AF. (2.25)

The AF for the linear uniform five-element array shown in Fig. 2.9 is

5
AF — Z ej(n—l)(kdcos 9+ﬁ), (226)

n=1

with 8 the phase difference between two adjacent elements.

The increase in directivity of the array depends on the array factor. For the
linear array with isotropic radiators with broad-side radiation, the directivity
is

Vg A

While this equation suggests a larger spacing of the elements will increase the
directivity, this does not mathematically hold. First, the assumptions to derive
the equation assume a spacing well below A [Ball6]. Next, increasing the
spacing also increases the aperture, so an antenna array with more elements
spanning the same physical area should be considered for a fair comparison.
Effectively, one can assume an N-times increase in directivity for an N-element
array.

As evident so far, the spacing of the elements plays a crucial role in the
correct operation of the phased array. Spacing above 1/2 causes increased
phase shift between elements and causes additional zeros and maxima. This
increases secondary radiation peaks called side lobes, especially for steering.
This is often unwanted as it reduces the directivity of the main beam and
radiates energy in unwanted directions. Spacings below below 1/2 increase
the coupling between antenna elements. This either necessitates much larger
currents in the antennas to achieve the desired pattern or creates radiation in the

Do = Nk oy (51) . 2.27)
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x-direction, called end-fire. Contrary, as explained in Sec. 2.3, some antennas
cannot be physically smaller than 1/2 to suffice the spacing requirement. The
concepts of the 1D array can be extended to a planar 2D or even a 3D array.
All investigations so far assume a narrow-band signal that a sinusoid can
approximate to simplify the mathematical modeling. However, investigating
Fig. 2.9, one can deduce that the distance s is the physical distance a signal
has to travel. This means that the phase shift has to change with frequency for
correct operation over a wider bandwidth. Keeping a constant phase shift, as
this is physically easier to implement, an effect called beam-squint happens.
This is a change in beam angle over frequency, causing a loss of signal power.
To avoid beam-squinting, the signals have to be time-delayed to be able to be
overlaid correctly [Ball6].

2.5 Digital Modulation

Digital modulation is a process where a digital data stream is encoded onto
a carrier signal for transmission over a communication channel. It involves
mapping the digital data bits onto variations in one or more characteristics of the
carrier signal, such as amplitude, frequency, or phase. The three fundamental
digital modulation techniques per [Poz05] are:

1. amplitude shift keying (ASK): In ASK, the amplitude of the carrier sig-
nal is varied to represent the binary data. For example, a high amplitude
can represent a binary one, while a low amplitude represents a binary
Zero.

2. frequency shift keying (FSK): In FSK, the frequency of the carrier signal
is shifted between discrete values to represent the binary data.

3. phase shift keying (PSK): In PSK, the phase of the carrier signal is varied
torepresent the binary data. Different phase shifts correspond to different
binary values. Common examples include BPSK and quadrature phase
shift keying (QPSK).

More advanced digital modulation techniques, such as QAM, combine ampli-
tude and phase modulation to increase the data rate and spectral efficiency.
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(a) IQ Modulator (b) BPSK Modulator

Figure 2.10: RF up-conversion circuits.

A differentiation between symbols and bits is done to distinguish the different
operating principle of digital modulation compared to binary data representa-
tion. Within one time frame one symbol is transmitted, which can encode more
than one bit of information. In case of a QPSK this is two bits, a QAM-1024
would encode 10-bit. Hence a mapping of bits to symbols is necessary as
a first step in the digital modulation scheme. Next is the modulation of the
analog LO signal. This can be done in different ways depending on the targeted
modulation and system constraints.

The universal mathematical approach to modulation is the superposition of
scaled in-phase(I) and quadrature(Q) components. This is achieved by split-
ting the LO signal into a direct branch and one 90° shifted signal. Those
two components are then multiplied by individual weighting factors and the
result summed together. A circuit implementation is shown in Fig. 2.10(a).
This approach can generate any form of digital modulation by feeding in the
correct amplitudes to the / and Q component. A simpler approach for lower
order modulations is the BPSK modulator shown in Fig. 2.10(b). Here the
data-signal, called BB, is driving two synchronous switches, which in turn
change the polarity of the LO signal. This generates the modulated RF output
with a dual-sideband characteristic.

2.6 Power Amplifiers

Amplification is a common task in RF systems, so amplifiers are ubiquitous.
Amplifier topologies and approaches are classified by output power, noise
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Vy, L.

Figure 2.11: Schematic of a SiGe power amplifier.

contribution, bandwidth, or linearity metrics. Power amplifiers, in particular,
differentiate themselves by providing the highest output power possible given
the operational and technological constraints. In this context, efficiency is also
a crucial aspect optimized for PAs as cooling and overall power consumption
are important factors. Other constraints limiting the design are bandwidth and
linearity constraints [Raz98].
A simple amplifier circuit realized with SiGe heterojunction bipolar transis-
tors (HBTs) is shown in Fig. 2.11. The circuit consists of a common-emitter
amplifier circuit with reactive collector loading through the inductor L.. The
input and output are capacitively coupled. A power amplifier aims to provide
the largest output voltage swing U, into a load with impedance Zy. However,
it is evident that the transistor output voltage swing is limited by the collector
supply voltage V. and can, with reactive loading, only ever rise to 2 - V..
The maximum collector voltage is limited by the breakdown voltage of the
transistors, which is a technology-dependent parameter. The current through
the transistor can be controlled by the number of transistors in parallel and,
hence, can be increased to a certain degree. Consequently, power amplifiers
tend to have a very low output impedance as it is easier to increase the col-
lector current to get more power than to increase the collector voltage through
stacking. This then necessitates some form of reactive impedance transformer
to change the near-short impedance of the PA back to typically 50 2 system
impedance [Raz98].

The increased power of more transistors in parallel is limited by the input
RC constant formed by the base-emitter capacitance and the base resistance.
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Hence, as frequency increases, the number of parallel transistors decreases
for a given technology. Another limiting factor is the matching bandwidth
of an input and output matching network. The closer the output tends to a
short circuit, that is, very high currents with minimal voltage swing, the more
narrowband and lossy a matching network becomes. Hence, proper design has
to trade-off losses in the matching networks, transistor sizing and surface area
for the matching networks. Another limiting factor is the miller capacitance
denoted Cppier in Fig. 2.11. It is the intrinsic and parasitic collector-base
capacitance and presents a feedback path, causing stability issues. A common
approach to reducing the miller-effect is using a cascode, which has another
common-base amplifier on top of the common-emitter amplifier, which keeps
the voltage on the collector node close to the input signal and limits the cou-
pling effect [Raz98].

To characterize a PA the following metrics are used within this work:
1. Saturated Output Power
The highest output power achieved under single tone stimulus.
2. Small Signal Bandwidth
Defined as the 3 dB bandwidth of S»;.
3. Large Signal Bandwidth
Defined as the 3 dB bandwidth of the output power over frequency.
4. Power Consumption

Consumed direct current (DC) power over all circuit parts that are part
of the PA.

5. Efficiency, power added efficiency (PAE)

The efficiency relates the delivered RF output power to the consumed
DC power. However, low gain amplifier stages tend to also translate a
significant amount of input RF power, hence the PAE is used as a metric
to include that. PAE is defined as PAE = £L=Lin

Ppc

6. output referred 1dB compression point (OP1DB)
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1 dB compression point of the single-tone output power, referred to the
achieved output power.

7. Size
The physical size of the PA as a metric of spatial efficiency.
8. Stability

Not a direct metric per se, but analyzed to ensure stable operation over
all conditions.

2.7 Frequency Staggering

A common issue with increasing data rates is the necessary bandwidth in all
components. Improving an amplifier’s operating bandwidth is not as straight-
forward as modifying a matching network, as the Bode-Fano limit puts mathe-
matical bounds to reactive matching and bandwidth [Poz05]. One approach to
overcome this limit is the traveling wave approach, which tries to compensate
the transistor’s input capacitance by cascading multiple transistors with induc-
tive line segments that form a pseudo transmission line. While this approach
can achieve extreme bandwidths, it also consumes a large surface area and
increases power consumption [Raz98].

Hence, another solution is used in the form of frequency staggering. The ba-
sic idea is the superposition of detuned bandpass filter responses of cascaded
amplifiers, resulting in a broadband gain. This concept is plotted in Fig. 2.12.
The basic bandpass response is assumed as

Ap

A(w):l"'Q'(%"'ﬁo).

(2.28)

The superposition of correctly tuned responses results in the dashed line in
Fig. 2.12 and yields a bandwidth enhancement. It should be noted that the
transfer function of a real amplifier is more complicated than assumed in
Eq. 2.28. Hence, a realistic design requires more effort to correctly tune the
amplitude and phase response to get a correct overlay response. Another
limitation comes with non-linearity. While the additivity and homogeneity
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Figure 2.12: Superposition of stagger tuned bandpass filter responses.

under small-signal stimulus are valid, large signal conditions will drastically
influence the overall response.
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3 System and Implementation
Constraints

Figure 1.1 presents an abstract representation of the targeted system architec-
ture. The selected operating frequency range presents both advantages and
challenges. The absence of regulatory constraints and frequency allocation
allows for flexibility in bandwidth occupation, signal strength and center fre-
quency. However, this lack of external limitations also requires the careful
determination of system design parameters.

Tying directly into these considerations is the choice of modulation scheme.
Hence in the following section the benefits and downsides of different modula-
tion schemes is discussed and analyzed. Going further, the physical constraints
for the phased array antenna are discussed based on a study of the state of the
art. Following the interaction between the MMIC and antenna is analyzed.
Finally some measurement constraints are presented that are considered for the
system conception.

3.1 Choice of Modulation Type

The achievable data rate in an additive white gaussian noise (AWGN) channel
is given by the Shannon-Hartley theorem:

C =BWlog, (1 + SNR) . 3.1)

Hence, to increase the data rate either the channel bandwidth or the SNR ratio
have to be increased. However, the capacity increase of the SNR is due to using
spectrally more efficient modulations, hence has to be seen as a trip point. The
overall interaction between these factors is analyzed in [DR24]. Fig. 3.1 shows
the theoretical link capacity for a communication link using SiGe transceivers
over distance, center frequency fy, and different modulation schemes. The
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Figure 3.1: Theoretical link capacity for a realistic SiGe link for different modulation schemes
over (a) 1 m, (b) 5m and (¢) 10 m, modified from [DR24] © IEEE 2024.

plots are calculated based on [DR24]. One immediate observation is a peak in
the link capacity that shifts down in frequency with increasing distance. This
results from the frequency-dependent FSPL and shrinking antenna aperture,
causing the SNR to decrease while available bandwidth increases.

Another interesting result from this simulation is that lower-order modulation
schemes help maximize the available link budget as SNR degrades. This
is due to the lower necessary back-off for a PA and better peak-to-average
power ratio (PAPR) for the lower order modulation schemes. However, the
difference between QAM-4 and BPSK is not as significant as between the
higher-order modulation schemes. It also shows the lower spectral efficiency
of BPSK, a trade-off for simplicity in the system design. Similar to this is that
QAM-256 has a lower peak link capacity than QAM-64. This is again due
to the higher linearity requirements of the higher order modulation, which are
disadvantageous as frequency and bandwidth increase.

The last observation is that for the system values assumed within the simulation,
no 100Gbits™! is possible for BPSK. This is, however, an artifact of the
assumed relative bandwidth. The used value of 20 % relative bandwidth can
be increased in practice [DR24].
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3.2 Physical Antenna Array Implementation

3.2 Physical Antenna Array Implementation

Concerning the physical construction of the phased array, we can investigate
the survey reported in [WLM24]. Fig. 3.2 shows the reported physical size
of the antenna elements within phased arrays in the sub-THz spectrum. The
blue line represents A1/2. One can observe that the physical size of antenna
elements stays somewhat constant over frequency, as shown by the green
line. This causes a turning point at 100 GHz, where the elements are no
longer below the half-wavelength. Another turning point is observable around
300 GHz, shown in the red curve, where antenna elements shrink again. The
behavior below 300 GHz can be explained by two factors. Firstly, the available
channel bandwidth increases with frequency, and hence, necessary aperture
size increases, while the physical size decreases. Secondly, due to fabrication
limits of well established technologies a gap in realizable physical sizes is
present. Below 100 GHz or 3 mm free space wavelength PCB based structures
are viable to create 1/2 spacing and electrically small elements. Above this
frequency structure sizes fall below the currently manufacturable dimensions
of standard PCB processes and necessitate special processes and substrates.
Simultaneously, the dimensions are to large for monolithic integration within
thin-film processes or on-chip structures. Starting at around300 GHz or 1 mm
free space wavelength on-chip antennas can be economically integrated within
the same MMIC to achieve 1/2 spacing.

For the system, this indicates that an antenna element size below 1/2 is a
challenge and should not be aimed at. Especially considering the bandwidth
target. The target realized gain should be below 10 dBi to stay within antenna
size targets and allow broader beam steering.

3.3 MMIC Antenna Co-Design

One part of the system is achieving good performance on the MMIC. An
equally crucial aspect is the antenna, especially the integration with the power
amplifier. The antenna does not only need to match the bandwidth of the
amplifier. It also needs to be placed within an array. For the phased array,
antenna spacing and antenna count are critical. This leaves the question
of the general approach to the antenna and interconnect to the MMIC and
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Figure 3.2: Survey of phased array antennas element size and surface area versus frequency as
presented in [WLM24].

general structure of the phased array. Based on previously published work, the
following potential antenna concepts are possible:

1. On-chip Antenna [LZRR22]

2. Off-chip antenna on thick film substrate [AdGW*22]
3. Waveguide feed [HMK™*24]

4. On-chip launcher with reflectarray [WLZ* 18]

Evaluating the presented options and the state-of-the-art monolithically inte-
grated on-chip antennas were ruled out. A significant limitation with mono-
lithically integrated on-chip antennas is the lack of measurement opportunities
of the underlying MMIC. There is no direct way of evaluating the RF perfor-
mance of the MMIC and the antenna separately, leaving many aspects unclear.
Manufacturing a separate chip to test the antenna and MMIC alone adds costs
and does not solve the in-situ test issue.
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A waveguide feed is a straightforward way of implementing systems at terahertz
frequencies. However, waveguides are only useful in test and measurement
scenarios as they lack adaptivity, are costly, and are bulky.

This leaves the decision for off-chip structures connected to the amplifier. Due
to the lack of differential measurement equipment, single-ended circuits are
preferred. However, employing single-ended connections removes the benefit
of the differential amplifier and poses a significant challenge in the intercon-
nect between MMIC and antenna. An alternative that is chosen is a differential
wire-bond interface to connect the MMIC and antenna.

3.4 Harmonic Content in the Multiplier Chains

Generating the necessary LO signals at the targeted RF frequencies is still an
active field of research. Systems generating the RF tone directly by the use of a
fundamental oscillator and stabilized through a phase locked loop (PLL) circuit
or injecting locking are rare and have issues with tuning range, output power,
and stability [NH20]. Another disadvantage of integrated LO generation is the
synchronization for phased array applications. Using a low frequency signal
to synchronize PLLs together faces significant challenges for coherence.

Hence, many systems utilize frequency multiplier circuits, which ease these
requirements significantly. Based from a strong lower frequency source har-
monics are generated in a non-linear device. By tuning and filtering the desired
multiple of the input frequency a strong and stable LO tone can be generated.

One issue emerging from the fundamental principle is harmonic suppression.
Due to the strong non-linearity of the multiplier, all harmonics are generated
with varying strength and will find their way to the output. While the system
designed here works around this by choosing a low multiplication factor and
a large harmonic spacing, not all parts of the measurement setup have this
liberty. The receiving mixer in the measurement setup uses a multiplication of
24 times, causing harmonics to land within the bandwidth of the usable signal.
This limits the maximum data rate measurable with this receiver.

Fig. 3.3 shows the result of simulations quantifying this effect. The simulation
creates an RF waveform, including the next harmonics of the LO for the
upconversion. The downconversion process assumes a mixer converting to an
intermeditate frequency (IF) with the LO spaced 30 GHz apart from the RF
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Figure 3.3: Calculated theoretical BER limit due to LO harmonic content from the multiplier
chain [5] © IEEE 2024.

signal. A software receiver then demodulates the IF signal and evaluates the
BER. Due to the 30 GHz offset and the chosen demodulation algorithm, a
system BER limit is present approaching a modulation bandwidth of 15 GHz,
corresponding to a data rate of 30 Gbits~!, half the IF center frequency. The
simulation shows that an average carrier offset of 12 dBc increases the BER over
the system limit. Even less suppression leads to significant system limitations
with the extreme case of 0 dBc limiting the maximum datarate to be lower
than the LO tone spacing. This is also true for the receiving side, limiting the
measurement setup used in this work as presented in [2].

3.5 Measurement Uncertainty

The characterization and analysis of various circuits and systems, particularly
antennas and transitions, necessitate accurately measured samples. However,
inherent limitations in the measurement equipment introduce uncertainty into
the acquired data. To quantify this uncertainty, a two-step approach is im-
plemented. First, the repeatability of on-wafer two-port measurements is
evaluated. Subsequently, an investigation into the radiation characteristics of
the utilized probes is conducted.
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3.5.1 On Wafer Measurement Repeatability

An issue due to the small wavelength is the repeatability of on-wafer probing.
Comparably small absolute deviations in the position on the probe pad influence
the coupling into the MMIC. This effect is present even in best-case scenarios
and is amplified by the fact that most measurements done within this work are
done on individual samples. Each device has to be probed separately, causing
changes in the alignment of the probe to the pad in translation and rotation.

A silicon wafer with thru lines is measured over multiple fields to evaluate
this uncertainty over frequency. This is done in two nonoverlapping bands
from 110 GHz to 330 GHz. 8 samples are measured within the D-band, and
16 samples are measured for two types of probes within the H-band; One air
co-planar (ACP) style probe shown in Fig. 3.5(b) and one coax probe with
50 pm pitch shown in Fig. 3.5(a) From all these measurements, the deviation
between the measurements is calculated. One metric is the absolute difference
between the two measurements that are the furthest apart, and the other metric
is the standard deviation over frequency. The results are plotted in Fig. 3.4
with the coax-style probe plotted in dashed lines.

At D-band frequencies, the uncertainty in transmission is at maximum 0.3 dB
and on average better than 0.1 dB with a maximum of 4° and 1° standard
phase deviation. In reflection, these values are worse, which is expected due
to the smaller values. The amplitude has a maximum deviation of 2.8 dB and
a standard deviation of better than 0.9 dB. The phase deviates more with a
maximum of 38° and a standard deviation of better than 12°.

Going to H-band, the deviation becomes significantly worse. The ACP style
probe achieves a standard deviation in the transmission of 0.25 dB and is better
than 5°. The coax style probe is significantly worse with a standard deviation
in transmission of 0.3 dB to 0.5 dB and a phase uncertainty of better than 7°.
Looking at the maximum deviations, the discrepancy becomes even wider.
The worst case is, however, the input match, where significant deviations over
the frequency band are consistently higher than the ACP style probes. This is
partly because the coax-style probes radiate energy, causing unwanted coupling
and interaction with the DUT [7].
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3.5 Measurement Uncertainty

3.5.2 mmWave Probe Radiation Behaviour

On-wafer probes are ubiquitous in evaluating high-frequency circuits, as ex-
pensive connectors or waveguide transitions can be omitted. However, these
probes are not free of side effects, and radiation being one of them. Previous
works investigated the radiation behavior of probes at lower frequencies below
67 GHz [YWS*21], [ZZ22], [LRJ*18], [RvDSH15]. No measurements were
presented within the mmWave regime except those done within this work and
presented in [7]. To evaluate the radiation, different probes are mounted in
the center of a spherical free space antenna measurement system [BZ10]. The
receiver is rotated around the probes, and the radiation in the E-plane and
H-plane is captured. In total, nine distinct probes are measured in two different
styles. One is a coax cable terminated with a small polyimide film that contains
a transition from coax to microstrip to a ground signal ground (GSG) interface
with probe tips shown in Fig. 3.5(a). These style of probes are available in
100 pm and 50 pm pitch. The other style is the ACP type shown in Fig. 3.5(b).
This probe has a transition from coax to an air-coplanar type CPW structure.

Table 3.1 lists the used probes, their alias, the pitch, and the manufacturing
year. Three of each type of probe are measured.
Fig. 3.6 and Fig. 3.7 compare the radiation of the ACP and coax probes across

(a) Coax Probe (b) ACP Probe

Figure 3.5: Micrograph of the used RF probes. 3.5(a) shows the coax probe with the micro coax
going to the probe tip. 3.5(b) shows the ACP probe with the CPW forming the probe
tip. From [7] under CC-BY.
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Table 3.1: Used probes and their designation

Designation | Type Pitch | Year
C150pm Micro-Coax | 50 pm | 2021
C2 50 pm Micro-Coax | 50 um | 2021
C3 50 pm Micro-Coax | 50 pm | 2023
C4 100 pm | Micro-Coax | 100 pm | 2022
C5100pm | Micro-Coax | 100 pm | 2022
C6 100 pm | Micro-Coax | 100 pm | 2023

ACP 1 ACP 80pm | 2016
ACP2 ACP 80pm | 2014
ACP 3 ACP 80pm | 2014

the E-plane. Evidently, the coax probes have significant radiation to the 0° and
180° achieving almost 0dBi. The ACP probes have maximum of —13 dBi.
Comparing the radiation across the H-plane in Fig. 3.8 and Fig. 3.9, this trend
continues. Here the coax probes reach 0 dBi in the —30° direction. The ACP
probes stay below —13dBi. Investigating the radiation at boresight, that is
0°, over frequency in Fig. 3.10, the coax probes show an increase in radiation
with frequency exceeding 0 dBi above 290 GHz. The ACP probes stay rather
constant below —13dB. Another interesting aspect is the large variation in
the measurement results of the coax probes. Fig. 3.10(a) shows a variation of
more than 12 dB between the worst and best case, which does not correlate to
any specific probe kind.

These measurements with the probe in air are one extreme case, which is
not the typical use case. Therefore, a short, open, and load standard on an
impedance standard substrate (ISS) are measured to investigate the behavior
while contacting a DUT. This is only done for the coax-style probes as the
ACP-style probes have considerably lower radiation. The results are plotted
in Fig. 3.11. Both open scenarios with the probe in the air compared to the
open standard on the ISS behave quite similarly with some attenuation through
the substrate. Interestingly, the lowest radiation is achieved by contacting
a shorting bar instead of the 50() termination. This hints at the possible
mechanic of ground currents running on the outside of the coax body.
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Figure 3.6: E-Plane radiation measurement at 280 GHz of the tested coax probes open in air. In
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Figure 3.7: Measured E-plane radiation behavior at 280 GHz of the tested ACP probes open in air.

In dashed lines is the simulation. From [7] under CC-BY.
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Figure 3.8: H-Plane radiation measurement at 280 GHz of the tested coax probes open in air. In
dashed lines are the simulation results for 50 pm and 100 pm pitch. From [7] under

CC-BY.
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Figure 3.9: Measured H-plane radiation behaviour at 280 GHz of the tested ACP probes open in
air. In dashed lines is the simulation. From [7] under CC-BY.
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Figure 3.11: Measured pattern with C5 100 pm contacting open, short and load standards on an
ISS at 280 GHz. From [7] under CC-BY.

These measurements show that the coax probes can have a significant influence
due to radiation onto measurements, which has to be considered especially for
structures containing 1/2 sized elements such as antennas or baluns. Using
ACP probes to avoid these issues is advisable. However, the tested ACP
construction style has issues with robustness due to very limited allowable
conformity of the probe tips. Also the compact design is problematic for
antenna measurements due to strong reflections at the probe body.
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4 Power Amplifier Design and
Evaluation

The power amplifier is a fundamental part of the proposed system and directly
influences the overall performance. The bandwidth and achieved output power
directly influence the maximum achievable distance and data rate. But output
power is not the only important aspect. Broadband operation and linearity are
just as essential as high power amplifier back-off (PBO) negates any higher
saturated output power benefit. This chapter describes the considerations and
design of the employed power amplifier. First, a detailed overview of the state
of the art is given to justify the topological and technological choices. Further,
as the selected technology is offered in two different metal back-ends, both
back-end of line (BEOL) stacks are compared against each other to choose the
optimal option for the desired application at 246 GHz center frequency. Next,
the design of the power amplifier is described and evaluated based on simulation
and measurement results where possible. Design details are highlighted and
presented. The final design is shown and evaluated in detail using stimulative
and measurement results where possible. Some final considerations about the
test and measurement of these amplifiers are highlighted.

4.1 State of the art in PA MMICs

Many different topologies for RF PA design have been published in the lit-
erature. However, as operating frequency increases, these solutions become
infeasible as component losses increase and matching structures are no longer
well below the wavelength. Further, the available Py, decreases with in-
creasing frequency due to the Johnson Limit [Joh65], evidently present in
the survey shown in Fig. 4.1 which is presented in [WCA*24]. This is due
to the superposition of base input RC limitations, electron drift velocity, and
frequency-dependent losses. This effect also limits the theoretically achiev-
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Figure 4.1: Survey of power amplifier as presented in [WCA*24]. Plotted is the saturated output
power over frequency for SiGe power amplifiers. The plot is grouped by the respective
reported PAE in four groups from below 10 % to above 30 %.

able PAE and amplifier operating class [BRN*21]. The survey concludes that
an output power above 10dBm is not practically achievable if simultaneous
wideband operation and high PAE are desired.
Tab. 4.1 present the state-of-the-art in PA circuits operating above 200 GHz,
which gives some interesting insights. Firstly, very few publications are based
on CMOS. While [YPL23] presents a very competitive design in terms of
Pgy, the achieved bandwidth is insufficient for the targeted application here.
The only other published approach presented in [Mom13] achieves low output
power.
On the other hand, designs based on III-V semiconductors achieve higher
saturated output power and very competitive bandwidths compared to SiGe.
However, they need large chip areas and higher power to achieve this. Also, the
lack of a natural oxide or passivation layer typically limits the number of metal
layers. This leaves SiGe as the technology of choice for systems in the H-band,
offering competitive output power, bandwidth, and optimal integration density.
Investigating the published SiGe amplifiers reveals the prevalence of differen-
tial cascode topologies. The cascode improves the common-emitter circuit by
adding another common base stage, minimizing the miller capacitance. This
capacitance is a significant limitation at sub-THz frequencies, so this topol-
ogy is convenient. Further, utilizing a differential circuit improves the output
power by 3 dB while easing the DC routing, as the RF currents cancel out at
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the common nodes for class-A and class-AB designs. This improves stability
and minimizes the risk of oscillation when assembled. The additional output
power comes at the cost of twice the power consumption of transistor devices
and is a form of power combining. Thus, all amplifiers in SiGe presented
in Tab. 4.1 use a pseudo-differential approach. In the context of a PA, fully
differential stages are not used, as the tail current source presents itself as a
capacitance, introducing a complex, frequency-dependent impedance at the
common ground. This negates all common-mode suppression effects from the
tail current source without contributing RF power or small-signal gain while
increasing DC power consumption [16]. However, it is still possible to achieve
sufficient common-mode suppression by utilizing different techniques [16].

Another aspect of the presented SiGe designs is the prevalence of multi-stage
designs with at least 3-stages. While the last stage dominates the output power,
the number of stages increases the gain and helps in broadband operation. A
widespread technique is frequency staggering, where the frequency response
of each stage is shifted to broaden the overall response. Here, each additional
stage helps improve the frequency of response.

Due to availability, cost, and performance, only three candidates are interested
in all the available SiGe technologies. IHPs SG13G2, Infineons BF1 1HFC and
STs 90nm BiCMOS. However, only the first technology is available in small
numbers through Europractice, offering the highest performance [SBd*16].
Hence /HP technology will be used for all designs.

4.2 Technology Overview

The SiGe technology offered by /HP has two different metal stack options.
Both options are drawn to scale in Fig. 4.2. One uses seven aluminum layers
with five thin and two thick layers. The other offers four thin and two thick
copper layers and one thin and one thick aluminum layer on top and an addi-
tional capacitor with metal isolation metal layer (CMIM) option. The higher
conductivity of copper, which is about 1.5 times that of aluminum, makes
the copper BEOL an obvious choice, especially for PA applications where
the emitter current density is highest. Another direct advantage is the lower
vertical interconnect access (VIA) resistivity, which is only a tenth of that
in the aluminum back-end. Considering only the ohmic losses, a significant
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Table 4.1: State-of-the-art in H-Band Power Amplifiers.

Ref. Technology  Topology N.S Gain Py PAE Center Frequency Bandwidth Power Area
[YPL23] 65nm CMOS  Single Ended CS, 4-Way Combin- 6 28dB  10.5dBm 2.7% 243 GHz 7GHz  407mW  0.909 mm?
ing
[YPL23] | 65nm CMOS Single Ended CS, 2-Way Combin- 6 26dB 9.2dBm 3.9% 245GHz  52GHz 217mW 0.444 mm?
ing
[Mom13] 65nm CMOS  Single Ended CS 4 9.2dB —3.9dBm 1.35% 257GHz  12.2GHz 28mW  0.144 mm?
[ASS™21] 250nm InP  4-Way Power Combining 4  20.5dB 16.8dBm 4% 257 GHz 48GHz 1090mW 0.832 mm?
[GURI17] 250nm InP  Cascode, 16 Way Power Combined 3 24dB  20.6dBm  4.1% 228 GHz 68 GHz - 3.380 mm?
[JTL*20] |35nm InGaAs SE Cascode + SE CS 5 22dB  13.7dBm 2.4 % 304 GHz 48 GHz - 0.385mm?
[BGH*21] SG13G3 Diff cascode, Coupler 3 20dB 6.7dBm 0.92 % 268.5GHz 59GHz 417mW 0.068 mm?
[BGH*22] SG13G3 Diff cascode, Coupler 3 20dB  9.7dBm 1.95% 270.5GHz 63GHz  360mW 0.260 mm?
[LCH*20] SG13G2 Diff cascode, Transformer 3 21.5dB 0dBm 0.3% 252.5GHz 11GHz 149mW 0.090 mm?
[EMK19] SG13G2 Diff cascode, 4 Way Combiner 3 125dB 12dBm 1% 227.5GHz 55GHz  740mW 0.830 mm?
[LCL*21] SG13G2 Diff cascode, TL matching 3 225dB  95dBm 1.6% 221.5GHz 35GHz  245mW 0.067 mm?
[ZCL*23] 130nm SiGe  Diff cascode, 2 Way Combiner 4 214dB 12.5dBm 2.6% 259 GHz 33GHz 653mW 0.175mm?
[GZGO23] SG13G2 Diff cascode, 4 Way Combining 4 135dB  7.5dBm 0.39% 290 GHz 13GHz 1008 mW  0.490 mm?
[LCZ*22] | 130nm SiGe Diff cascode, 4 Way Combining 4 15dB 5dBm 1.19% 280.5 GHz 67GHz 268 mW  0.059 mm?
This SG13G2 SE cascode, Lumped Matching 2 10dB - - 230 GHz 50 GHz - 0.059 mm?
This [17] SG13G2 Diff cascode, Transformer 3 243dB 7.4dBm* 0.38% 242.5GHz 29GHz 435mW 0.041 mm?
This [17] SG13G2Cu  Diff cascode, Transformer 2 264dB 69dBm* 1.13% 234.5GHz 17GHz  259mW 0.047 mm?
This SG13G2 Diff cascode, Transformer 3 19dB*°  8dBm*° 2.7% 254GHz*° 74GHz*° 252mW 0.045 mm?

*Simulation, ° verified in system
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(a) A BEOL (b) Cu BEOL

Figure 4.2: To scale comparison of the two investigated BEOL options.

enhancement in RF design should be possible within the copper back-end.
However, this simple consideration neglects substrate losses, transmission line
limitations, and constraints due to design rules. To evaluate this, several inves-
tigations were conducted using simulations to quantify the differences between
the two stack-ups.

4.2.1 Transmission Lines

To compare both stack-ups, 1 mm of 502 microstrip line is simulated for
different layer combinations, which might be used in practical systems. Due to
the changing distance between the signal conductor and the ground plane, the
signal conductor width is changing as given with the results in Tab. 4.2. Line
1 is used as a reference for comparison, as it is a commonly used line for the
SG13G2 stackup. Using M3 as a ground plane allows for shielded DC routing
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Table 4.2: Losses for 1 mm of 50 €2 transmission line for different configurations at 245 GHz in
both metal stack-ups from [17].

Nr. |BEOL| Metals |Signal width | Loss per mm
Ref.| Al TM2-M3 12 um 0.894 dB

2 Al T™M2-M1 15 pm 0.712dB

3 Cu | ThCu2-M3 5.9pum 1dB

4 Cu | ThCu2-M1 8.3 um 0.786 dB

5 Cu |ThCul-M1 2.4 um 1.7dB

6 Cu | TkAI-M3 15.7 ym 0.65dB

7 Cu | TkAI-M1 18.4pm 0.565dB

underneath the microstrip line without discontinuities.

In the copper backend different configurations are analyzed. Line 3 and 4 show
the upper thick copper layer in both versions with the ground plane. Line 5
shows the case with the lower thick copper layer. The last two lines show the
results for using the upper thick aluminum layer.

Using only the copper layers, line 4 shows the lowest losses. However, there
only a small improvement of 0.108 dB over the reference is achieved. This
is due to the close proximity of the signal conductor to the ground plane,
limiting the signal conductor’s size and negating any improvement due to the
better conductivity. Conversely, an improvement can be achieved by using the
topmost aluminum layer in SG/3G2Cu, where in a best-case scenario, line
7, an improvement of 0.329dB is achieved. While this is significant, some
auxiliary factors must be considered. Due to the high position in the BEOL
additional losses for the connection to transistors and capacitors are present.

4.2.2 Transformers

PA designs employ differential circuits and transformer coupling to enhance
their performance. Two equally sized transformers are simulated in both back-
ends to evaluate the possible gain due to the copper coils’ lower loss. In the
aluminum back-end, metals TM1 and M4 and M5 together are used to form
the coils [QAU19] while ThCul and ThCu2 are used in the copper back-end.
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Figure 4.3: The transmission loss in equally sized transformers in both back-ends over frequency
in the targeted range. In the upper right corner is the layout of the aluminum back-end
shown [17] © IEEE 2022.

The coils are 15 pm wide and 30 pm long, and due to the physical geometry,
they should have similar inductance and coupling. The layout of the aluminum
process, as well as the losses simulated for both processes, are shown in Fig. 4.3.
The loss is calculated from the S-parameters as

loss =1 — (|Sn|2 + |S21|2). @.1)

As expected, the loss in the transformer utilizing the copper is lower, but only
by 0.25dB or a factor of 1.06. This is partly due to the substrate losses that
affect both transformers roughly equally. A limitation from the copper design
rule check (DRC) rules for the metal density forces the transformer to have filler
cells on TnAl. Including these in the simulation, the loss increases by another
0.025dB. This evaluation ignores resulting self-inductance, coupling factor,
or parasitic capacitances, causing the transformer to change more severely
depending on the application. Therefore, the significance of this singular
investigation is limited. To alleviate this, the upper coil of the transformers is
simulated, and resistance, inductance, and Q-factor are extracted. The results
are shown in Fig. 4.4. The copper stack-up has half the resistance compared to
the aluminum back-end due to the higher skin depth of copper. However, the
inductance is lower due to the larger metal cross-section, which is 6 pH. The
quality factor has a peak of 20 for the copper back-end, while in aluminum, it
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Figure 4.4: Simulation of equal transformer coil’s resistance, inductance and quality factor both
investigated BEOL options [17] © IEEE 2022.

is 12. Extracting the full model parameters is omitted to simplify the evaluation.

4.2.3 Capacitors

The capacitor, a crucial and intricate component in RF design, has a variety
of realization methods. In the case of CMOS, we encounter metal oxide
semiconductor (MOS)-capacitances that utilize the gate to drain and source
capacitance of a transistor, the capacitor with metal oxide metal layer (CMOM)
between two adjacent metal parts, or a unique isolation layer that creates a
CMIM. Both BEOL stackups offer a CMIM, a design that warrants detailed
analysis.

Practically, the copper back-end, despite its superior specific area capacitance,
faces a challenging position within the metal stack, as depicted in Fig. 4.2. Itis
situated high in the stack-up, between the thin and thick aluminum layers, and is
inaccessible directly from underneath by a VIA connection for manufacturing
reasons. In contrast, the capacitor in the aluminum back-end is closer to
the substrate and can be accessed directly from underneath. This real-world
positioning has significant implications on the performance, as demonstrated
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Figure 4.5: Losses through a 100 fF capacitor in a (a) direct scenario and (b) as a DC-block
capacitor within a transmission line for both BEOL options [17] © IEEE 2022.

by simulating a 100 femtofarad capacitor in both BEOL configurations using
ADS Momentum. The simulation results are illustrated in Fig. 4.5(a).

Furthermore, to evaluate real-world implications, an alternating current (AC)
coupling structure within a transmission line with the same capacitance is sim-
ulated, and insertion loss is analyzed. For the copper back-end, simulations are
conducted for transmission lines employing ThCu2 and TkAl. The outcomes
are presented in Fig. 4.5(b). The CMIM in copper exhibits a 3% higher loss
due to the connection through the thin aluminum layer. While higher area ca-
pacitance is generally advantageous, it reduces available metal cross-section,
thereby increasing losses. Another issue with applications at sub-THz fre-
quencies is that the necessary smaller capacitance cannot be realized reliably
with the CMIM. The smaller the capacitor, the more severe the manufacturing
tolerances, limiting the usefulness of the higher specific area capacitance.

In the case of transmission line AC coupling, the metal stack-up placement also
presents challenges. When the signal conductor is in the uppermost aluminum
layer, the loss is comparable to or better than the reference in the aluminum
back-end. However, in scenarios where the signal conductor is in ThCu2, the
loss is elevated by up to 0.3 dB.
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4.2.4 Technology Selection

Analyzing the results of the aforementioned simulations yield no significant
benefit of the copper BEOL over the aluminum one. Further, there are some
practical aspects that speak for the aluminum back-end as well. Firstly, the
DRC rules for the copper back-end are disadvantageous for RF designs. There
are stricter rules for metal free zones limiting the actual size and forcing more
parasitic metal withing transformers and other RF structures. Further, the min-
imum and maximum metal density rules force openings in metal connections
increasing the resistance. Secondly, an additional hatching to all thin metals is
applied, causing hard to simulate effects in the RF design [16].

Concluding, the aluminum back-end is used for the final amplifier and sys-
tem design. For completeness of the comparison Sec. 4.4.2 compares two
amplifiers in both technologies.

4.3 Single Ended Amplifier Evaluation

While the state of the art is dominated by differential designs, a single-ended
design might have advantages: Reducing the simulative effort and easing
analysis might lead to an improved design. The maximum possible output
power without combining will be lower by 3 dB compared to a differential
design. However, this effect is reduced if necessary output balun losses are
considered for the measurement and usage of the differential PA. Hence, a
single-ended PA is designed and measured to evaluate possible merits. The
schematic of the designed amplifier is shown in Fig. 4.6. It features a two
stage design with quasi lumped element matching. Both stages use a single-
ended cascode with times four transistor multiplier. The input matching is a
multipole network with a series C, L, and C and a shunt series LC to enhance
the bandwidth of the input matching. The collector current is fed through a
collector inductor. The interstage matching is realized again as a multipole
network with a series LLC network and a shunt capacitor. The output matching
is achieved by a series C-L-L-L network with two shunt-series LC networks.
The layout of the cascode cores is identical.

The realized chip is shown in Fig. 4.7. The core measures 330 pum by 180 pm.
The feeding line is a weakly coupled GCPW line where the ground walls
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Figure 4.6: Schematic of the single ended amplifier.

and plane extend directly into the RF amplifier to ensure proper shielding.
The matching components are implemented as quasi-lumped elements, using
sections of thin lines that are short enough to ensure proper lumped element
modeling. This improves the quality factor of the matching sections.

The amplifier is measured on-wafer with a probe station, a Keysight PNA-X,
and OML VO3VNA2 frequency extension modules. The DC is fed from a NI/
SMU to on-wafer DC-probes. The measured S-parameter is shown in Fig. 4.8.
The measured small signal gain is higher than the simulation anticipated,
which improves the bandwidth from 205 GHz to 255 GHz. The gain is about
10dB. The input match is better than —10dB from 200 GHz to 250 GHz.
Interestingly, the input match in simulation tends to go to 0 dB above 290 GHz
while the measurement shows an improvement in match. The output matching
does not fit the simulation and shows better than —10dB from 205 GHz to
262 GHz. This might indicate either a transistor modeling issue or, more
severe, an instability issue.

A main limitation in single-ended amplifier design proved to be the layout.
Due to the inherent asymmetry with the matching networks, great care has to
be taken to ensure no frequency-dependent layout issues are present. Further,
no transformers or couplers can be used to interconnect the stages, forcing
a design with many lumped elements that need to be designed and verified.
Especially the DC feed through the inductor is very sensitive to the physical
layout and suffers from coupling into the base biasing paths. This leads to the
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Figure 4.7: Micrograph of the manufactured single ended amplifier.
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Figure 4.8: Measured and simulated S-parameter of the single ended amplifier.

conclusion that a single-ended amplifier does not offer any benefit in stimulative
assessment or performance.

4.4 Differential Amplifier Design

The crucial concept about a differential amplifier opposed to the single-ended
architecture is the opposing currents in the two signal lines and, consequently,
the cancellation of any RF signal on any common node. To achieve these two
properties, great care has to be taken to ensure proper symmetry in the circuit
and proper differential operation. Another important benefit is the utilization
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Figure 4.9: Schematic of the differential cascode core with all possible tuning elements [17]
© IEEE 2022.

of transformers for easy AC coupling and differential feedback, which can be
utilized to minimize miller capacitance and create certain filter characteristics.

4.4.1 Core Design

The core of the amplifier is a differential cascode stage. The schematic is shown
in Fig. 4.9. A diode-connected transistor and resistive voltage divider generate
the bias voltages for the core. The diode-connected transistor ensures the base
voltage for the lower transistors is always dependent on the collector current of
the diode and, therefore, compensates for manufacturing tolerances and heat-
dependent effects. The base voltage for the upper transistor is generated by a
voltage divider, ensuring a similar ratio when changing V. The bias network
is replicated on both core sides to ensure symmetric loading. All bias voltages
are buffered by 500 fF CMIM capacitors. The core itself has no tail transistor.
The output to the next stage is coupled through a transformer. To ensure
some common-mode suppression and prevent common-mode instability, only
a single center tap on the transformer is present [16], [FR15].
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The first tuning parameter to improve the gain and frequency behavior of
the stage is the output transformer itself. Its self-inductance, paired with the
collector-emitter capacitance, has a self-resonance frequency that can be tuned
to create frequency staggering. The next option are the capacitors C; on
the transformer output to the next stage. Together with the transistor input
capacitance of the proceeding stage, they form a capacitive divider, helping in
tuning the frequency response.

Another option is the use of the capacitive neutralization capacitors C;. By
coupling back the opposing signal, the Miller effect can be compensated.
Crucial with this feedback is a short distance to prevent excessive inductance
in the path. One last tuning option is the base inductance L;. By adding this
inductance, the gain and broadband behavior of the cascode can be improved
[BGH*22].

Together with the transistor sizing, four tuning parameters for RF performance
and matching are present in the form of cross-coupling capacitance Cj, in-
terstate capacitance C, and the base inductor L;. However, not all tuning
elements can be present in all stages, as stability concerns limit the amount of
peaking and feedback.

4.4.2 Comparison PA in Copper and Aluminium Back-end

Using the aforementioned core design, two differential amplifiers are built.
Fig. 4.10(a) shows the amplifier build in the copper back-end. It has an active
balun as an input stage and two successive stages with a passive Marchand
balun at the output for measuring. Fig. 4.10(b) shows the differential amplifier
built in the aluminum BEOL. Again, an active balun is used as the input
stage, followed by three subsequent stages to improve small signal gain and
bandwidth. The output is again attached to a passive Marchand balun.

The realized amplifiers are shown in Fig. 4.11(a) and Fig. 4.11(b). The core size
of the amplifier, the size excluding pads and seal ring, in the aluminum back-
end is 310 pm x 150 pm and in the copper back-end 318 pm x 129 pm. Using
transformer coupled stages and compact matching allows for very compact
amplifiers that are equal or better to the state of the art presented in in Tab. 4.1.
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Figure 4.10: Schematic of two amplifiers build in copper and aluminum back-end. The transistor
multiplier for each stage is annotated [17]© IEEE 2022.
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Figure 4.11: Chip micrograph of both realized amplifiers [17] © IEEE 2022.

The small signal behavior of both amplifiers is captured and presented in
Fig. 4.12. The simulation target is depicted in red, and the measurement is
depicted in blue. The amplifier in the aluminum back-end is designed to peak
at 270 GHz with 24.3 dB of gain. The amplifier in copper is designed to peak
at 240 GHz with a gain of 26.4 dB. However, the measurements show a sig-
nificant deviation from the simulation targets. The amplifier in the aluminum
back-end shows a shift in frequency and a broader bandwidth than anticipated.
Also, the input match shown in Fig. 4.12(c) shows a large deviation. The
second resonance peak at 270 GHz is not present in the measurement, while
the resonance at 250 GHz is there. The output match shown in Fig. 4.12(e)
shows some deviation, while the output match of the amplifier in the copper
back-end shows a severe deviation in Fig. 4.12(f). The measured input match
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shown in Fig. 4.12(d) shows another resonance at 225 GHz, which is not as
strongly present in the simulation. The output shows a shifted resonance with
a lower peak.

To evaluate possible underlying issues, a Monte Carlo simulation is run, and
the resulting gain curves are plotted in shaded red in Fig. 4.12(a) and 4.12(b).
Both amplifiers show a significantly large range of gain values. This is due
to the employed feedback methods to enhance the bandwidth and gain being
sensitive to the realized base resistance and collector-base capacitance. The
results indicate the possibility of instability for some combinations and compa-
rably poor performance for others. Both measurements are within the possible
range of gain values obtained by the Monte Carlo simulation. Consequently,
the design has to consider options to compensate for manufacturing tolerances
or use less feedback to prevent issues.

Another known effect is the substrate node connection of the transistors and
their modeling within the simulation. A simple approach is to connect all
substrate nodes from the transistor model to a global shared net with the as-
sumption that the slightly conductive substrate will create an equal potential
within the MMIC. However, this is not true as physically separated devices
have more impedance between them as physically close devices. For larger
distances relative to the wavelength, wave propagation effects become relevant.
Simulations show that small changes to the substrate node cause large devia-
tions in performance, especially for circuits with feedback. Hence, all further
simulations will model these effects by grouping transistors that are physically
close within one shared net that is connected into the electro-magnetic (EM)-
simulation model with the appropriate position of the substrate tap to also
include effects of currents traveling on the ground plane.

The amplifier in the aluminium back-end draws 435 mW from a 3V supply
while the amplifier in the copper back-end consumes 259 mW from a 3V
supply. The higher power consumption of the first PA is due to the additional
stage. This also directly influences the simulated PAE for both amplifiers. The
PA in the aluminum BEOL only achieves a PAE of 0.38% while the copper PA
achieves 1.13%. This achievement is, however, a trade-off between bandwidth
and gain. The output power could not be measured, so simulation values were
used. It is expected that both amplifiers achieve around 5 dBm of saturated
output power. This is below the expected limit of 10 dBm from the survey in
Fig. 4.1 and below the published results for other PAs in Tab. 4.1. However,
the 9.7 dBm achieved in [BGH*22] uses the successor technology to the here
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employed SG13G2 technology. Improvements in the transistors allow for
better results without any improvements to the underlying circuit architecture.
Consequently, for the used technology, a realistic saturated output power below
7 dBm is to be expected to fulfill the requirements on bandwidth and efficiency.

4.4.3 Model Dissection for Stability and Linearity Analysis

As already presented, stability is a major concern in any PA. Leveraging the full
performance of any technology is only possible by employing strong feedback
and cancellation techniques that bring any PA inherently close to oscillation.
Multiple simulations are run to fully understand the designed power amplifier’s
oscillation behavior. The most straightforward analysis is the Rollet k-factor run
on all four quadrants of the mixed-mode matrix as a result of the small-signal
S-parameter simulation [WREO06]. However, this does not capture any internal
oscillations. To accurately simulate the interaction between the stages and input
and output matching, a correct dissection of the EM-model has to be done.
Simulation without an EM-model is nearly impossible as parasitic elements
are non-negligible, and parasitic extraction does not accurately capture the
resulting inductances.

To correctly dissect the layout for proper simulation partition, the design is split
into a core layout consisting of the four transistors of the differential cascode
and the biasing networks. The transformers, providing impedance matching
between the stages, are further separate models that directly attach to a micro-
strip-like interface on the core layout. The input and output matching are further
blocks that are connected. A strong focus is put on simulating the ground
current return paths, which can have detrimental effects if incorrect. Hence,
all signal pins have a corresponding ground return from which the current is
expected to return. This strategy is also employed for the transformers, which
contain a ground ring with a cutout to capture any coupling into the ground
plane.

By cascading these elements in simulation, a model that closely resembles
the true layout is obtained, allowing for deeper insights. The use of Gamma-
probes between the stages captures internal oscillations, which are then used
to fine-tune the different tuning elements. The knowledge gained from this
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Figure 4.12: Shown are the small-signal S-parameters measured and simulated for both amplifiers.
S>1 also shows the variance through process variations by use of a Monte Carlo
simulation as a reference for the measurement results [17] © IEEE 2022.
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simulation is also applied to adjust the frequency staggering, demonstrating
the practical application of simulation in power amplifier design.

Lastly, a large signal simulation is performed, and the current and voltage
waveforms are analyzed on the collector and base nodes. While the class-
A and close to f; operation attenuates most harmonics significantly, certain
effects can still be observed in peaking currents or a phase shift under large
signal input conditions, indicating a problematic feedback mechanism.

Non-linearity in amplifiers is a complex topic with numerous detailed analyses
attempting to capture various effects. As the operating frequency approaches
the transit frequency, many higher-order tones are attenuated by the drift ve-
locity of the electrons. However, in frequency-staggered designs, multi-tone
analysis is crucial. As different stages are designed to peak at different fre-
quencies, a two-tone stimulus can reveal if any stage will experience adverse
effects due to one tone compressing the transistors. A case investigated here
are two tones spaced symmetrically around the LO frequency to emulate the
dual sideband output of the modulator. Fig. 4.13 illustrates this behavior over
two tone spacing and input power, compared to the single tone sweep in dashed
lines, providing a clear visual representation of the potential issues.
Single-tone and two-tone sweeps are equal for low powers and show the ex-
pected continuous response. As input power increases, we can observe the
upper sideband drop faster than the lower sideband until —12 dBm input power,
where the upper sideband collapses and reaches power levels below lower input
powers. The one-tone sweep shows a peak between 250 GHz and 260 GHz,
which is not present in the two-tone simulation showing the compression be-
havior.
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Figure 4.13: Power Amplifier two tone output power over tone spacing around 246 GHz mapped
to the corresponding frequency and single tone output power in dashed lines. The
input power is swept in 2dBm increments from —26 dBm to —10 dBm.

4.4.4 Final Design

The final version of the differential power amplifier for the overall system is
designed considering the previously presented design aspects. It consists of a
frequency-staggered, three stage design using different transistor multipliers in
each stage. All stages are coupled with transformers.

Fig. 4.14 shows the schematic of the first stage of the power amplifier. This
stage is fed from the differential output of the BPSK modulator. The modulator
is connected through a transformer to save space. Hence, the modulator and
transformer impedance are considered while sizing the stage. It was found that
no cross-coupled capacitors are necessary, as the lower input capacitance of
the smaller transistors is sufficient to have the desired bandwidth. The base
boost inductor was used and sized within practical limitations to maximize
bandwidth. A value of 11 pH gave the best result. The output is transformer
coupled to the next stage with 40 fF of series capacitance to tune the frequency
response.
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Figure 4.14: Schematic of the input stage of the final power amplifier [2] © IEEE 2023.

The schematic of the second stage is shown in Fig. 4.15. Here, cross-coupled
capacitors are used as it was found necessary to boost the high-frequency
response. The base boost inductor is 11 pH. The output is coupled with 60 fF
as the output stage has larger transistors.

Fig. 4.16 shows the power stage of the amplifier. No base boost inductor
is used. Further, no center tap for the upper base is used due to the larger
size and current requirements. Instead, they are shorted together and feed
symmetrically from the outside. Cross-coupled capacitors are also used to
tune the frequency response. The output is connected through a transformer
to allow for AC-coupling and collector current supply. Further, it was found
easier to match the circuit with the transformer and two shorted stubs of 25 ()
impedance and 35 pm length. The output is differential and connected to a
100 2 differential output pad.

A cut-open layout view of the amplifier core of a single stage is shown in
Fig. 4.17. The design lies within a differential GCPW channel with fixed
spacing for the ground walls. Adjacent to these ground walls are the fully
shielded bias networks. The shielding should ensure no coupling path between
the RF output and the bias connections. The four transistors of the core are
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Figure 4.15: Schematic of the second stage of the final power amplifier [2] © IEEE 2023.
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Figure 4.16: Schematic of the power stage of the final power amplifier [2] © IEEE 2023.
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Figure 4.17: Amplifier core layout view with removed elements for better visibility of internal
features.

physically close enough to equalize the temperature between them, and a local,
shorted substrate net is used to model the interaction. The collector voltage
and current are fed through the transformer, which is connected through a tap
going down to metal 1 and 2. The upper and lower base voltage is fed through
metal 1 connections from either side. A larger Top Metal 2 bar connects both
grounds and has a center connection to ensure proper ground potential between
the two halves of the differential pair. Another Top metal 2 bar connects the
bias supply voltages to ensure an equal potential on both sides.

The RF input connects through a capacitor down through a tapered transition to
the entire width of the metal 1 base connection. The cross-coupled capacitors
are realized as CMOM capacitors over the emitter-collector connection. The
base boost inductor is realized as a section of metal 1 line feeding the base.
The overall ground plane is on metal 3. Fig. 4.18 shows the simulated small
signal gain. The gain response is very broadband and flat, with a final 3 dB
bandwidth from 217 GHz to 291 GHz and a maximum gain of 19 dB. Fig. 4.19
shows the simulated output power over input power and the PAE. The saturated
output power is 8 dBm at 250 GHz. The OP1DB is 4.5 dBm and the peak PAE
is 2.7%. The final circuit is shown in Fig. 4.20. The PA core measures
225pm x 200 pm. It shows the amplifier within the final MMIC with the
modulator to the left feeding the three stages of the PA. In the center, the
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differential output pad is visible with the on-wafer test structure, consisting
of a differential pad and a passive balun. This structure can be wire-bonded
to the MMIC for direct on-wafer measurements. The MMIC has to be diced
along the included dicing lines to connect an antenna. Also visible are the two
matching stubs at the output and the ground bridges over the core to equalize
the potential. The whole surface around the PA is covered in top metal 2
ground to increase shielding. The DC feeds are brought in from the pads
through shielded zero-ohm lines [TFL*15].

Dedicated measurements of the final design were not conducted for two reasons.
Firstly budgetary constraints limited the available chip area for manufacturing.
Secondly the available time did not allow for a dedicated fabrication run of a
stand-alone amplifier. This lack of measurement data is however compensated
by elaborate simulative assessment and the chosen adaptive packaging solution.
The latter one allows for indirect measurements and evaluation of the PA.

The last entries in Tab. 4.1 list the presented PAs from this work. The final
design achieves very competitive results regarding output power for a system
without power combining. The small-signal bandwidth exceeds all previously
published PAs. The power consumption is quite typical for a SiGe PA as the
class-A operation does not leave much efficiency to gain. In terms of efficiency
the design exceeds the state of the art in simulation with a calculated PAE of
2.7 %. With additional losses in the transition and feeding lines the real circuit
will have a lower PAE. Due to the transformer matching, the presented PAs
are the smallest of their kind and offer the best integration density.
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Figure 4.18: Simulated small signal gain of the final amplifier.
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Figure 4.19: Simulated output power over frequency and input power.
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Figure 4.20: Micrograph of the final power amplifier within the transmitter chip with the differential
output pad and external balun for direct measurement.
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5 Wideband Phased Array Antenna
Designs

The design targeted within this work requires wideband antennas operating
in the sub-THz regime and tying into the MMIC. Such wideband antennas,
suited for operating within a phased array, are widely known and used at lower
frequencies. However, the specific challenges of operating above 200 GHz and
achieving at least 50 GHz of bandwidth limit the applicability of many such
designs. One of the main integration challenges is the availability of suitable
materials and machining options. With a free space wavelength of 1 mm at
300 GHz, the necessary feature sizes smaller than A/10 are below 100 pum.
Depending on the €, of the chosen substrate, precision down to the micro-
meter range is necessary, which many economic widespread manufacturing
techniques cannot offer.

Hence, looking at state of the art presented in Fig. 5.1, most published an-
tennas connected to a MMIC are realized as planar on-chip antennas utilizing
the sophisticated and highly accurate metal processing of the semiconductors
BEOL. While the metal can be structured to sub-um precision, the thick-
ness of the stack-up is comparably low and creates efficiency problems. This
drawback shrinks as frequency increases, making them very interesting for the
THz regime above 300 GHz. However, the targeted operating frequency lies
in the sub-THz region. To alleviate this drawback, one approach presented
in [EMW*18] or [3] is the utilization of a backside metallization. By attaching
the MMIC to a metal plate, the distance between the antenna element and the
reflector can be tuned by the bulk silicon thickness. However, this approach
puts some major constraints on the overall assembly and necessitates precise
grinding of the bulk silicon or risks significant resonant frequency change.
Another issue is the increased loss of the doped silicon bulk material. Lastly,
due to the high dielectric constant of bulk silicon substrate and parallel plate
waves propagate perpendicular to the antennas radiation direction. One ap-
proach to compensate for this is by locally etching away the bulk silicon, called
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LBE. The cavity created by this process influences the antenna resonance and
creates additional costs [3]. Further the precision of the etching is comparably
low as the etching depth is comparably large. Hence, LBE should be avoided
where possible.

Another approach in compensating for the poor performance of on-chip anten-
nas are integrated lens antennas (ILAs). The ones presented in Fig. 5.1 show
exceptional bandwidth, high gain, and good efficiencies. However, they are not
applicable for phased array systems as the high gain beam limits the steering
angle significantly, and the focal point of the lens has to align with the array.
Further, in raw materials and assembly, ILAs are expensive. Lastly, ILAs are
not usable within UE applications as their physical size restricts their usage.
The same considerations are true for external dielectric lenses. An alternative
to lenses is using resonators to load the antenna, as presented in [DLL*15].
This promises good efficiencies and bandwidth.

A different approach was chosen in [AdGW*22] with a Vivaldi antenna on
a 50 pm liquid crystaline polymer (LCP) substrate feed by a flip chip tran-
sition. While LCP has many beneficial properties for mm-Wave applica-
tions [TTJ*04], it is not without issues. One severe problem it faces is the
inherent anisotropic heat expansion with an almost ten times higher expansion
in the z-direction [BK20]. This limits compatibility with classical FR-4-like
substrates but also poses issues with the reliability of formed VIAs. Further,
measured dielectric losses of LCP are not significantly better compared to cur-
rent generation RF substrates with measured tan ¢ values around 0.02 [ML22].
Hence LCP is not further investigated as it does not fit within the overall goals
of this work. Another approach using organic PCB substrates is presented
in [LGB*17]. There the presented results suffered heavily from manufactur-
ing differences but is promising.

A Vivaldi-like antenna is inherently wideband; however, it also includes disad-
vantages. The antenna presented in [AdGW™*22] works because only a single
substrate layer is used. Using the same concept in a multi-layer stack necessi-
tates cavities around the antenna. Another issue is the inherent side-firing of
the classical Vivaldi, making integrating within an MMIC problematic. All
CMOS MMICs are manufactured with a seal ring, a distinct metal structure
around the die to prevent crack formation during cutting. This seal-ring would
shield the EM-wave from exiting the substrate. Removing the seal ring to ex-
pose the antenna would cause reliability concerns. In [JKHP15], a broadside
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radiating Vivaldi-like antenna is presented. While interesting, it shows poor
performance. Another disadvantage is the more complicated differential feed
of most Vivaldi antenna designs.

One last consideration is the decision between a differential and a single-ended
antenna. The latter is easier to implement and test, as all on-wafer measurement
equipment is single-ended. Further, the inherent asymmetry of a single-ended
feed allows for more antenna designs. However, the power amplifier within
the MMIC is differential. Hence, a balun would be required to attach to
the single-ended antenna. This introduces losses and additional chip-surface
area. Therefore, only differential antennas are investigated. The analysis
of the state-of-the-art yields two possible approaches. The first approach is
differential antennas on a PCB-like substrate for maximum integration within
the system. The second approach is some form of resonator-loaded on-chip
antenna.

5.1 PCB Antennas

Antennas on PCBs are widely used at lower frequencies. However, with in-
creasing center frequency, feature sizes shrink below the average capabilities
of common manufacturers, and prepreg thicknesses are within a significant
fraction of the wavelength. This limited the use of PCB substrates for anten-
nas in this frequency range in the past. However, fabrication is improving,
and with semi additive processing (SAP), copper feature sizes below 50 um
on commercially available PCB substrates are readily achievable [SMK*99].
Further, the availability and quality of RF-specific substrates are increasing.
Thus, in [LGB*17] a first PCB based antenna above 200 GHz was presented.
An issue accentuated by the necessary thin substrates is variations in the final
substrate thickness [LLK*23]. With changes in the metal density, the realized
thickness changes, resulting in changes to the antenna. Only those antennas
with a solid ground plane are investigated to minimize the effect.

As substrates Megtron 6 and Megtron 7 from Panasonic are used. The clas-
sical patch antenna is the obvious choice for a broadside radiating antenna
over a solid ground plane within a planar process. However, achieving at
least the necessary 50 GHz of bandwidth requires an antenna with more than
20 % of relative bandwidth. This is not achievable due to the physically small
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Table 5.1: State-of-the-art of MMIC connected antennas.
Ref Type _ _ Substrate _ Gain in dBi _ BW in GHz _ Rel. BW _ fe in GHz _ Efficiency _ Area .=_.=N
Reference
Standard gain horn [ sE] Metal [ 25 10 [ 41519 [ 265 90% |
Planar
[YS15] Dipole antenna with Diff CMOS 4 25 19.61 % 127.5 0.904
backside reflector
[TRCE18] Dipole with bondwires SE CMOS 2 0.2 12.50 % 160 0.6
[JKHP15] Half-cloverleaf SE CMOS 3 65 34.67 % 187.5 0.84
[JKHP15] Slot bow-tie CMOS 4 80 44.44 % 180 0.6
[HKP15] Broadside Vivaldi CMOS 12 23 23.20 % 178.5 0.8
[EMWT 18] Double dipole CMOS T* 40% 16.67 %o 240* 65 %* 0.904
EV_A._.+ 12] Leaky wave MS CMOS 4.5 30 11.76 % 255 26.50 % 1.25
[3] Bow-tie with LBE CMOS 75 16 5.25% 305 42.50 % 1.44
[DLL¥15] | On-chip patch, DRA SE | CMOS, Alumina DRA 10 4 3395 80 % 049
[DLLT 15] On-chip patch, parasitic SE CMOS, PCB 5% 66* 239% 0.56
resonator
[AdGWF22] | Vivaldi on LCP SE LCP 40 260 10.95
[LGBT17] Slot fed patch SE PCB 22 223
[WLY23] Higher-order mode SE PCB 40 20 % 200 63 % 11.7
ILA
—OV_A+ 7] ILA CMOS. 12mm Si Lens 24.9 120% 46.15 %* 260% 90 %o
[SRGT21] Bow-tie with Si lens CMOS, 10mm Si Lens 24.7% 80%* 33.33 %o 240* 65 %o
[GSSP15] ILA Diff | CMOS, 9mm Si Lens 25% 290* 101.75 %* 285%
[HNSK T 21] DFCLS, Lens Diff | CMOS, 10mm Si Lens 70 31.11% 225 31%
Dielectric Lens
[JBP13] Patch with lens _ CMOS, Dielectric Lens 2.26% 9.96 % 241%
This Work
PCB vl [6] Staggered Patch PCB 32 75 30.93 % 2425 0.99
PCB v2 Staggered patch Diff PCB 6 80 33.33% 240 0.88
Glass resonator | Shorted bow-tie w. CMOS, Glass 4.1 58 23.29 % 249 0.64
resonator
3D-print Shorted bow-tie w. Diff CMOS, 3D-Print 5.4 62 22.96 % 270 55 %* 0.64

resonator

*Simulated Values
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size of the classical patch antenna limiting the best case bandwidth and ef-
ficiency [GTC14]. Hence, the design is based around a frequency-staggered
design using multiple series feed resonators to increase the aperture and en-
hance the bandwidth. The final geometry of the antennas is found by numerical
optimization.

5.1.1 PCB Antenna Version 1

The initial version of the PCB antenna is shown in Fig. 5.1(a). Four series fed
patches with different sizes form the wideband antenna. This is a variation of
the series-fed patch antenna with non-uniform patches. The used substrate is
Panasonic Megtron 6 with a layer thickness of 60 pm. The first and largest
patch has insets for matching. The last patch shorts the two differential lines
together and features an inset for matching. The realized geometry is shown in
Fig. 5.1(b). The antenna length is 1.61 on the given substrate. The manufac-
turing causes some deviations. Especially the inside 90° angles are rounded
with a radius of 15 pm. Investigating the manufacturing tolerances yield devi-
ations of up to 33 % of the nominal values [6]. Especially the narrow tranches
have deviations of up to 20 pm. All structures are over-etched with an average
deviation of 8 pm.

(a) Antenna Layout (b) Antenna Micrograph

Figure 5.1: The realized antenna geometries. Four resonators enhance the bandwidth of the
antenna. The first antenna element has an inset to match the feed line. The fourth
resonator shorts the feed line. The dimensions are shown in the layout view in (a) and
the micrograph in (b) [6] © PIER L 2023.
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The differential antenna is not directly measurable due to the lack of appropriate
measurement equipment. Instead, an external balun is connected to the dif-
ferential line. Fig. 5.2(a) shows the assembly’s measured and simulated input
match. Measurement and simulation agree; however, the measured response
shows a stronger resonance at 210 GHz. The measured input return loss is
better than —10 dB from 205 GHz to 280 GHz, yielding a 75 GHz bandwidth.
The realized gain at boresight over frequency shown in Fig. 5.2(b) shows a
stronger deviation from the simulation. The gain is lower than anticipated
and shows a distinct peak at 240 GHz with a measured value of 3.2 dBi. The
observed drop in measured gain is in line with the expected 2 dB drop in the
differential bondwire transition and 1.2 dB loss in the employed balun. This
yields a corrected realized gain of about 6 dBi.

Investigating the radiation patterns shown in Fig. 5.3(a) and Fig. 5.3(b), a good
agreement between measurement and simulation is visible. The additional
ripple is due to radiation from the balun and probes as described in 3.5.2.
Also plotted in Fig. 5.3(a) is the antenna simulation without the balun and
transition, showing the gain loss due to transmission losses. While the realized
antenna has achieved the desired bandwidth and performance goals, a notable
issue with its geometry is a strong, frequency-dependent beam tilt. This is
primarily due to the arrangement of the different resonators, which requires
further attention.

5.1.2 PCB Antenna Version 2

In a second version, the frequency tilting issue is sought to be alleviated. By
rearranging the resonators and merging the two middle ones, the geometry
shown in Fig. 5.4 is realized. The dimensions are given in Tab. 5.2. A
major difference to version 1 is the used substrate. The antenna is realized
on a 89 nm thick Megtron 7 prepreg layer. Another difference to the previous
antenna is the measurement approach. Before, an external balun was connected
to create the differential stimulus. However, this process step is introducing
many unknowns and also necessitate a suitable balun, which was not available
for this measurement. Hence, another approach is pursued. For this the
differential 100 (2 line is connected by the the center pin and one ground pin
of a GSG on-wafer probe. The impedance between the center pin and each
ground pin is also 100 2. Therefore no severe impedance mismatch is present

72



5.1 PCB Antennas

—— Sim. —— Meas.

| | | | |
200 220 240 260 280 300 320

Frequency in GHz
(a) Input match
10 T T
8 s5p
=
é | ‘\ l l
S 0 | I “w
)
S
| | — Sim. — Meas. ! !
200 210 220 230 240 250 260 270 280
Frequency in GHz
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Figure 5.2: Measured and simulated input match (a) and gain at boresight (b) over frequency for
the first version of the PCB antenna [6] © PIER L 2023.
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Figure 5.3: Simulated and measured pattern of the realized PCB antenna for version 1 at 240 GHz.
Figure (a) shows the E-Plane and (b) the H-Plane [6] © PIER L 2023.
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Table 5.2: Antenna dimensions as labeled in Fig. 5.4.
h; h, h3 hy hs W1
248 um | 313 um | 659 pm | 720 pm | 1004 pm | 699 pm

22 W3 Wy S1 S2 S3
404pm | 786 pum | 65pm | 46pm | 45um | 72 pum

and only the additional parasitics of the asymmetric probing influence the
measurement. Simulations show that this approach is repeatable and reliable
enough to extract information about the radiation pattern. Alternatives like
non-contact characterization are not applicable, as the cost and wafer space for
the additional test structures were not available [SNS22].

The simulated and measured input match is plotted in Fig. 5.5. The antenna
simulation shows a good input match over almost the whole H-band, except for
arange around 255 GHz. The measured input match deviates due to the special
probing. Hence, the simulation, including the probe, is repeated and plotted
in green in Fig. 5.5. Measurement and simulation agree well, indicating the
overall good performance of the antenna. Fig. 5.6 shows the measured and
simulated gain over frequency. The measured gain at boresight is higher than
simulated. This is an artifact of the measurement as the radiated wave reflects
at the probe body and increases the measured gain.

This is even more evident in the measured field patterns shown in Fig. 5.7(a)
and Fig. 5.7(b). In the E-plane, the pattern shows a shift to negative angles.
In the H-plane, the probe shadowing is visible for angles larger than 25° and
subsequently, the increase in gain for lower angles is also present [7]. However,
the frequency-dependent tilting is minimized. Overall, the antenna fulfills the
requirements and marks a significant improvement over the state of the art.
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Figure 5.4: Layout of the second version of the PCB antenna [5] © IEEE 2024.

| —— Meas. —— Sim. w. Probe — Sim. 3

> ; ‘ ‘ ;
%20 240 260 280 300 320
Frequency in GHz

Figure 5.5: Simulated and measured input match over frequency for the second version of the
antenna.
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Figure 5.6: Simulated and measured and gain over frequency for the second version of the antenna.
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Figure 5.7: Measured field pattern in the E- and H-plane of the PCB antenna version 2.
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5.2 On-Chip Antennas

On-chip antennas have seen quite a lot of utilization as the state of the art pre-
sented in Fig. 5.1 shows. However, many of the designs presented face serious
issues and drawbacks. The main hurdle to overcome is the lacking flexibility
in the stack-up. While structures down to the nm-range can be manufactured
in x- and y-direction, the total thickness of the stack-up is limited to 10 pm
to 20 pm. This height is not sufficient to place a reflector behind a patch for
example. Approaches using the thickness of the bulk chip suffer from the high
resistivity silicon and the necessary precise grinding of the die. Utilizing LBE
to remove the bulk silicon helps in reducing losses, but does not change the
issues related to the manufacturing. Utilizing lenses to boost the gain and
efficiency is costly and does not fit the application.

Hence, an antenna topology is to be developed that does not necessitate
any backside reflector while achieving wide bandwidth, high efficiency and
moderate gain. A promising solution is the use of resonator loaded anten-
nas [DLL*15], [CBZL23]. While dielectric resonators can be quite compact,
they face several other manufacturing issues, especially achieving proper me-
chanical dimensions is challenging [VHdM*20]. Hence, a design with a
parasitic patch similar to [CBZL23] is investigated. Crucial for this approach
besides the differential construction is the wideband operation of the funda-
mental feeding structure.

To obtain an optimal feeding structure, four different approaches are identified
and compared against each other using CST Microwave Studio. These are
the differential patch shown in Fig. 5.8(a), the differential dipole shown in
Fig. 5.8(b), the classical bow-tie antenna shown in Fig. 5.8(c) and the shorted
bow-tie antenna shown in Fig. 5.8(d). Shorting the bow-tie ends is an exten-
sion of the shorted patch antenna in [HWGHI10] to the bow-tie concept. By
electrically shorting the elements the length of the bow-ties can be halved.

To compare the different elements, they are simulated without resonator. From
these simulations the input match and radiated power are investiagted and
compared, which is shown in Fig. 5.9. All radiating elements show poor
input match, as is expected. Their design is aimed to work with an addi-
tional resonator, hence the radiating element itself performs rather poor. From
these results the shorted bow-tie construction offers the best tradeoff between
wideband input match and radiation compared to the other three. Both the dif-
ferential patch and the classical bow-tie antenna have a very distinct resonance,
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(a) Differential patch (b) Dipole antenna
(c) Bow-tie antenna (d) Shorted bow-tie antenna

Figure 5.8: Simulated layouts of possible on-chip wideband differential antenna geometries with-
out backside reflector.

which results from a high-Q resonator in the structure itself. Such a behavior
is not desired for wideband operation, as it limits the achievable bandwidth
and efficiency.

Going on from this evaluation a shorted bow-tie feeding element on-chip is
designed. The resulting layout is shown in Fig. 5.10(a). The width and
height of the overall antenna is wi = 800 pm by /; = 800 pm and the antenna
elements themselves are wy = 400 pm by A, = 400 pm. The realized MMIC
is shown in Fig. 5.10(b). The parasitic patch to enhance the performance of
the antenna can be realized in different technologies. This work investigates a
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Figure 5.9: Simulated input match and radiated power of the four tested feeding elements without
resonator for initial comparison.
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Figure 5.10: Layout and chip micrograph of the realized bow-tie antenna.
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novel 3D-printing approach and a more classical thin film approach on a glass
substrate.

5.2.1 On-Chip Resonator Design

To enhance the radiation of the designed feeding structure a parasitic patch
is to be introduced. This is done by 3D-printing a base structure that is
then metallized. While 3D-printing offers great flexibility in terms of surface
design, many features, especially metallized 90° walls are not realizable in
the chosen approach. Hence the design of the resonator has to be adapted
to the constraints of the printing process. The start of the design is a simple
rectangular metal patch that is rudimentary optimized in terms of edge lengths
and height above the feeding antenna to give the best possible solution for this
shape. The initial design is shown in Fig. 5.11(a).

With this initial step, a characteristic mode analysis (CMA) is performed to
analyze possible modes of excitement. This yields multiple strong possible
modes due to the rectangular structure of the patch. The electric field strength
of the three most significant modes are shown in Fig. 5.12(a), 5.12(b) and
5.12(c). Due to the resonator’s square shape, both Fig. 5.12(a) and Fig. 5.12(b)
are rotation symmetric. The third possible mode sees the electric field in the
corners. For the best possible excitement with the bow-tie feeder, only the first
mode should be excited and possible to resonate. Elongating one side helps to
suppress mode 2. Further, a split ring on a lower height is added to suppress
the excitement of the corners, yielding the structure shown in Fig. 5.11(b). The
CMA analysis yields the field distributions shown in Fig. 5.12(d) to 5.12(f).
There are still three possible modes. However, they are more distinct and have
less commonality. The first mode is the desired one. The second mode sees
only the ring exited, which is unwanted. The third mode sees the field below
the ring’s metal, which will not be possible in the final assembly due to the
feeding structure. Indents to the ring close to the center resonator are added to
suppress the other modes, yielding the structure shown in Fig. 5.11(c). Further,
the 3D-printed substrate block is hollowed out to reduce dielectric losses and
keep the impedance of the feeding microstrip line on the chip constant. The
resulting mode is shown in Fig. 5.12(g). The ring is excited at the splits,
and the resonator is excited as intended. As a comparison, a more classical
approach of a 9 element parasitic patch resonator on 100 pm glass is shown in
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(a) Step 1 (b) Step 2

(c) Step 3

Figure 5.11: Step-by-step improvement of the resonator layout by using CMA analysis to prevent
unwanted modes.

Fig. 5.12(h). While the structure is both mirror and rotation symmetric, there
are more possible modes than the one shown. However, due to the excitement,
the field distribution is split alongside the bow-ties symmetry plane, which is
horizontal.

After the optimization of the resonators metal structure simulations are run
to evaluate the influence of the 3D-printed dielectric. Material measurements
of the resin show an ¢, of 3.1 and a tané of 0.01. To avoid excessive losses
in the resin one might seek to utilize the 3D-printing process to include more
voids. To evaluate the influence of the different materials a simulation of
the complete antenna assembly is done in CST. The metal thickness on the
resonator is assumed to be 600 nm of copper, which is a typical value for the
sputtering process used. Extracting the losses per material gives the plot in
Fig. 5.13. Evidently the dielectric losses are the smallest part with about 10 %
of power dissipated. Much more detrimental to the overall efficiency are the
losses in the metals and especially the loss in the top most metal layer of the
BEOL stack with close to 20 % of loss.
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(a) Step 1 Mode 1 (b) Step 1 Mode 2 (c) Step 1 Mode 3

(d) Step 2 Mode 1 (e) Step 2 Mode 2 (f) Step 2 Mode 3

() Step 3 Mode 1 (h) Glass Resonator

Figure 5.12: Electric field strength distribution over the four iterations of the resonator and different
significant modes as well as a classical 9 element metallic parasitic resonator.
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Figure 5.13: Simulated percentage of radiated power and losses in dielectrics and metals.

The layouts of both implemented designs are shown in Fig. 5.14 and their
respective design value are annotated in the figure as well.

5.2.2 Resonator Sample Manufacturing

The bow-tie antenna is realized in the BEOL process of JHPs 130 nm SG13G2
technology using top metal 2 for the bow-tie element and feed lines as well
as metal 2 for the ground plane. The stack up is shown in Fig. 4.2(a). The
distance between top metal 2 and metal 2 is 8.74 pm. To ease the integration
into a system and give a well-defined border for the antenna, a ground wall
is placed 100 pm around the antenna itself. The chip micrograph is shown
in Fig. 5.10(b). The antenna is built in two versions: The first is directly
connected to an on-chip balun to ease measurements and is shown here. A
second version has a differential pad presented in [15]. In order to 3D-print
on the antenna, the chips are glued to a carrier. This carrier is mounted into
a Boston Manufacturing BMF3D enhanced stereolithography (SLA) printer,
which in this setup can print features down to 1 pm in x- and y- direction and
5 pm in z-direction. The alignment of the 3D-printed structure is done with the
integrated vision system utilizing the same optics as the laser for the process.
After alignment, the structure and the shadowing structures are printed in situ.
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(a) 3D-Printed (b) Glass Resonator

Figure 5.14: Top and side view of the two different resonators designed.

The antenna is small enough to avoid lateral stitching of the scan fields to
avoid issues at the boundary. The antenna with the 3D-printed structure is
shown in Fig. 5.15(a). After printing, the structure is mounted in a sputtering
system where the surface is first activated by a thin layer of titanium and
chrome and finally sputtered with copper. The final thickness is 600 nm. The
sample after the metallization step is shown in Fig. 5.15(b). After sputtering,
the shadowing structures of the antenna are removed manually, revealing the
physical structure. This is shown in Fig. 5.15(c).

During the integrated circuit (IC) design, an oversight was placing the probe
pad close to the antenna. As shown in in chapter 3, the used wafer probes radiate
significant power and influence the antenna pattern measurement significantly.
To compensate for this issue, 10 mm of CPW line on alumina is connected to
the probe pad via bond-wires to move the probe further away from the antenna.
The CPW loss is measured separately and removed from the measurement
results. While this helps reduce the wafer probes’ effects and influences, the
CPW line itself and the bond-wire transition add issues to the measurement.
In order to keep the distance between the pad and the CPW short, the edges
of both the IC and CPW lines are carefully ground down to a perfect 90°
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(c) Without shadowing (d) Final assembly

Figure 5.15: The different manufacturing steps of the 3D-printed antenna.

angle. Grinding the sides of the samples allows for a small gap of less than
10 pm between the two parts. The distance is bridged with 17 pm of aluminum
bond-wire. The final assembly is shown in Fig. 5.15(d). The alumina of the
CPW has a thickness of 254 nm while the IC has a thickness of 300 pm. To
compensate for the height difference, a metal shim is laser cut and glued with
conductive die-attach film underneath the CPW line. This yields a maximum
height difference of 5 um. The final assembly of the glass resonator design is
shown in Fig. 5.16.
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ek

Figure 5.16: Glass resonator assembled.

5.2.3 3D-Printed Resonator Measurement

The 3D-printed resonator shown in Fig. 5.14(a) is measured. Fig. 5.17 shows
the pattern in the E-plane, and Fig. 5.18 shows the pattern in the H-plane. The
CPW line loss is de-embedded from the measured gain. In the E-Plane, a
good match between simulation and measurement is achieved for 240 GHz and
260 GHz while the pattern at 220 GHz is severely reduced. The present ripple
in the H-plane is an artifact of the probe body reflecting the radiated energy,
as evident from the small ripple angle. As the ripple is heavily frequency
dependent, no proper gain over frequency value can be given directly. To
compensate for the ripple, the average gain in a 15° window around boresight
is calculated and plotted in Fig. 5.19. There is an agreement for the simulation
and measurement for some frequencies, especially the high-frequency roll-off
towards 300 GHz, there is a reduction in gain around 230 GHz and 265 GHz.
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Figure 5.17: E-plane field pattern of the 3D-printed resonator antenna.
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Figure 5.18: H-plane field pattern of the 3D-printed resonator.

89



5 Wideband Phased Array Antenna Designs

10

T T T

Simulation ‘

—— Sample 1 — Sample 2

Gain in dBi

| 1

l 1
240 250 260 270 280 290 300
Frequency in GHz

o |
220 230

Figure 5.19: Measured and simulated gain at boresight of the 3D-printed resonator. Measured are
two different samples.

5.2.4 Glass Resonator Measurement

Next, the glass resonator design is measured. Fig. 5.20 and Fig. 5.21 show
the measured E-plane and H-plane patterns. In the E-plane, a strong tilt to
30° is visible, which should not be possible from the design. The antenna
and resonator are strictly symmetric; they should have a symmetric pattern.
Here, the root cause is most likely a shift in the alignment of the resonator to
the antenna itself. Concerning the gain over frequency at boresight, shown in
Fig. 5.22, a reduction in gain of around 1dB is visible up to 275 GHz, after
that the radiated power drops significantly, which should not be the case from
the simulation.
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Figure 5.20: E-plane field pattern of the glass resonator antenna.
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Figure 5.21: H-plane field pattern of the glass resonator antenna.
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Figure 5.22: Measured and simulated gain at boresight of the glass resonator antenna.

5.3 mmWave Phased Arrays

Phased arrays are based on the superposition of multiple single antennas. Due
to interference, an increase in radiation power in one direction is observable.
The array factor is dependent on the distance between the antenna elements and
the phase of each antenna. Consequently, having an adjustable phase for each
antenna allows for an electronically steerable beam. Phase steering works well
for pure sinusoids. However, real signals have a bandwidth. With increasing
relative bandwidth, the targeted steering angle, and array size, the steering
error becomes excessive, and phase-steering is not possible anymore. In such
a case, true time delay or digital time correction becomes necessary.

An optimal grating lobe free distance of the antenna elements is A/2. This
distance at 246 GHz is 0.61 mm, which is smaller than the edge of the realized
MMIC with 800 pum. Hence, placing many elements together is not only a
challenge in antenna design but also a routing challenge. One way to overcome
this is by placing many transmitters on a single chip, reducing additional
elements like DC pads. However, this increases chip size and cost and has
other detrimental effects. DC routing on-chip can be problematic and cause
significant performance loss, as reported in [KAKM23].
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5.3 mmWave Phased Arrays

Investigating possible arrangements yields the three cases presented in Fig. 5.23.
The first sees two MMICs opposing each other with the antennas in the middle.
This yields a possible configuration where the antenna spacing can reach 0.51.
However, this configuration does not allow a larger array than 1x2, highlighting
the challenges of antenna distribution. The naive approach of aligning two or
multiple chips next to each other is shown in Fig. 5.23(b). The challenge is
the antenna spacing and the DC routing. With the DC pads along the side of
the MMIC, a significant space between two MMICs is necessary to route the
different signals. Optimizing this yields a configuration shown in Fig. 5.23(c).
Here, the rotation symmetry of the antennas is used to place the MMICs
alternatively on opposing sides. This leaves more routing space between the
MMICs, alleviating some issues in achieving proper antenna spacing.

This array configuration, however, also suffers from the inherent 1D limitation.
Alternations of this or the concept in Fig. 5.23(b) were used in [AdGW*22].
There, a 1D-array of side-firing Vivaldi antennas was used, which still faces
the same challenges of providing DC and BB signals to the chip in two of the
three space dimensions. For future 2D-phased array systems, better RF signal
distribution has to be investigated to allow off-chip antenna routing and more
flexibility.
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Figure 5.23: Possible array configurations.
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6 RF Interconnects for Chip to PCB
and Chip to Antenna Connections

Targeting very wideband systems poses challenges on multiple layers. The
system, as shown in Fig. 1.1, has multiple RF interconnects for the different
parts of the assembly. To push up to 100 Gbits~! into the MMIC, the base-
band transition has to work correctly up to at least 50 GHz analog bandwidth.
Further, the LO signal at 64 GHz must be routed and distributed. The other
significant challenge is the interconnection of the RF output from the MMIC to
the antenna. Due to the high operating frequency, even small parasitic elements
limit the usefulness of many approaches. A novel solution using differential
bond-wires has been developed to solve the interconnect problem. Lastly, all
these interconnects must be integrated reliably into a working mm-wave as-
sembly combining multiple transmitters and antennas into a phased array. The
system consists of three distinct parts that need to be connected. The first part
is the MMIC itself, the second is the antenna, and the third is the carrier PCB.
Traditional connectors bring the DC and RF signals from the measurement
equipment through cables into the PCB. However, the connection between
PCB and MMIC is a challenge. Two concepts are widely adopted: wire bond
and flip-chip packaging. While flip-chip packaging promises higher connec-
tion bandwidths and integration density, it suffers from increased demands on
the PCB, especially an additional manufacturing step in MMIC production
to create the necessary bumps. This extra effort ruled out flip-chip for this
specific application. Bond-wire interconnects without special attention and
design suffer from the high impedance mismatch and inductance of the bond-
wires. However, previous works showed that these hurdles can be overcome to
achieve wideband connections bridging realistically achievable gaps between
MMIC and PCB [9].

The used PCB stackup is shown in Fig. 6.1. In total 8 metal layers are possible
with blind micro-VIAs. The micro-VIAs cannot be stacked. Three cavities
are possible on the top side. They range from the top most layer down to layer
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L1

Cavity 1 93 nm R-5680N
L2 Cavity 2 93 im R-5680N
L3 Cavity 3 88 um R-5680N
L4

750 um R-5785N

L5 88 im R-5680N
L6 93 im R-5680N
i; 93 um R-5680N

Figure 6.1: PCB-Stackup with annotated layer thickness and cavities.

two, three and four. The bottom of the cavity has to be fully metallized for the
detaching process, hence no signal conductors can be placed on the bottom of
the cavity. The three ranges allow for cavity depths of roughly 100 pm, 200 pm
and 300 pm to allows for flush mounting of the MMIC and decoupling caps.

6.1 Wideband Coax to PCB Transitions

To feed in the various baseband signals and the LO a wideband transition from
1.85 mm coax to the PCB is necessary. Further, due to the large number of
necessary connections, also an economical solution is sought. Afteridentifying
the correct connector part two additional problems needed solving to ensure
proper operation from DC to 67 GHz. The first issue is additional capacitance
underneath the signal pin due to stray fields, which is compensated by a cut
in the ground plane. The second issue is additional inductance in the path for
the return current. This is solved by adding a dense VIA fence and using side-
plating. By exposing the ground plane to the side of the PCB it can be soldered
to the connector, reducing the length the return current has to travel. Lastly
this approach also ensured higher mechanical stability and prevents cracking
of the solder while mating of the connectors.

Fig. 6.2 shows the geometry of the implemented connector transition. The
ground cut is denoted A. The combined through and blind VIAs for the ground
currents are denoted B, and the side plating of the PCB is denoted C. To
verify the transition, a thru line is assembled and measured. The S-parameter
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6.2 On-PCB RF Signal Routing

Figure 6.2: Wideband transition from the RF connector to the PCB [5] © IEEE 2024.

results are shown in Fig. 6.3. The input match is better than 10dB over the
entire frequency band. The 35 mm long microstrip line measures a loss of
3dB at 67 GHz, resulting in a loss of 0.081dB mm ! at 67 GHz including
the connectors. To further analyze the transition and validate the design, the
time domain reflectometry (TDR) is calculated from the measurement and
plotted in Fig. 6.4. Unlike the simulations, a dip below 50 ) at the transitions
is present, which can be attributed to excess solder causing an increase in
capacitance. The microstrip line has an impedance of 57 €2, resulting from a
thickness mismatch between simulation and measurement of the prepreg layer.

6.2 On-PCB RF Signal Routing

While the application with a single MMIC is rather simplistic, building a
phased array imposes some new challenges for signal distribution. Firstly,
the LO signal has to be split and routed to all MMICs coherently. Secondly,
the baseband signal has to be routed equally in all channels to avoid inter-
channel skew, which worsens the result of the phase steering. To realize the
power splitting, a few constraints have to be considered. Firstly, the operating
range is only 60 GHz to 67 GHz. Secondly, the necessary power at each
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Figure 6.3: Measured Sy; and Sz of the connector thru and simulated relfection and transmission
of the transition itself [5] © IEEE 2024.
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Figure 6.4: Measured and simulated TDR for the connector-microstrip-connector test struc-
ture [5] © IEEE 2024.
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6.2 On-PCB RF Signal Routing

MMIC is —10dBm. Hence, the input power has to be strong enough to drive
the power splitter and compensate for the routing losses. Different solutions
are investigated: external laboratory grade power splitters, surface mounted
device (SMD) packaged resistive power dividers, the classical wilkinson, and
a rat race power splitter [MA89]. The economy of the measurement setup
imposes a significant challenge. This ruled out external power splitters due to
the significant cost and complexity. SMD-type resistive power splitters offer a
large bandwidth. However, they also impose high costs in both procurement
and assembly. The Wilkinson divider, while very much suited, necessitates
an expensive resistor and complicated assembly process. Left is the rat race
splitter, which offers a simple solution for the problem of splitting the LO
signal. The geometry is shown in Fig. 6.5(a). The ring has a diameter of
1.5mm and a track width of 100 pm. The grounded CPW line coming from
the connector and feeding the MMICs is 200 pm wide with a 200 pm gap.
Due to the internal LOs phase steering, there is no direct necessity for an
equal phase of the LO signal at all MMICs. However, to prevent issues, a
length matching of the LO lines is implemented using rounded meanders.
A test structure is assembled, and the transmission through the splitter is
measured. The results are shown in Fig. 6.6. The design is centered around
64 GHz, with a lower cutoff of 40 GHz. The splitter shows an insertion loss
of 3.4 dB per branch in the simulation, as shown in the green and purple lines.
Feeding lines and connectors are necessary to measure the splitter. Thus, the
simulation, including these elements, is also shown in dashed lines for proper
comparison. The realized samples show reflection and an increased loss over
the simulation. Further, a slight asymmetry is present. The asymmetry is due
to the RFs connectors, as the splitter and feeding lines are mirror symmetric.
The feeding lines, in theory, add 3 dB more loss, and the measurement shows a
loss of an average of 4 dB. Overall, the splitter operates as expected and within
performance and manufacturing tolerances.

Due to the LOs routing occupying the PCB top layer, the baseband signal
differential lines need to transition into the PCBs. Further, the MMICs are
tested for data rates exceeding 50 Gbits~!, necessitating the careful design
of the differential lines to minimize skew, offset, and band-limitation. A
differential microstrip to stripline transition is necessary to achieve the PCB
transition. The principle construction is shown in Fig. 6.5(b). The main
challenges are compensating the additional capacitance by the VIAs rest ring,
reducing ground return inductance, and minimizing coupling between LOs and
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Figure 6.5: Layout of the realized rat race splitter and differential wideband transition into the PCB
as a stripline [4] © IEEE 2024.
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Figure 6.6: Measured and simulated S-parameters of the rat race power splitter. The simulated
Si2 and S3; are equal and hence only one trace is shown [4] © IEEE 2024.
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6.3 Bondwire MMIC to PCB Connection

Figure 6.7: Test sample for the differential thru with the transition into the PCB [4] © IEEE 2024.

baseband. This is achieved by adding VIAs shielding around the transition and
optimizing the ground profile around the signal VIAs. Adding a ground cut
underneath the VIAs significantly reduces parasitic capacitance. A thorough
test structure is measured to evaluate the transition. The assembly is shown
in Fig. 6.7. The simulated and measured response for this thru test structure
with the VIA transition into the PCBs back to back is shown in Fig. 6.8.
The simulation shows an input return loss of less than —10dB up to 42 GHz
and an acceptably flat insertion loss. However the measurements show, that
the input match exceeds —10dB already at 32 GHz and an excessive loss
after 50 GHz. Observing the impedance step response of both simulation and
measurement presented in Fig. 6.9, a higher differential line impedance in the
section connecting the RFs connectors to the stripline transition is present.
This worsens the input match significantly. The root cause for this is suspected
to be a change in prepreg layer height. The design uses a 89 pm prepreg layer,
which can, however, be significantly higher due to the solid ground plane [14].
The transition is decent and shows only a slight capacitive behavior, less than
in the simulation.

6.3 Bondwire MMIC to PCB Connection

Interfacing the MMIC with the PCB is done using bond-wires. Reactive match-
ing was not an option to ensure wideband operation. Instead, the impedance
profile of the feeding microstrip lines on the PCB is tapered to ensure wide-
band operation. Further, the height difference between the PCB and the MMIC
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Figure 6.8: Measured S-parameter of the differential transition into the PCB [4] © IEEE 2024.
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Figure 6.9: Measured and simulated TDR of the differential stripline transition [4] © IEEE 2024.
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6.3 Bondwire MMIC to PCB Connection

surface has to be minimized. This is done by creating a cavity in the PCB by
selectively removing substrate material during manufacturing. However, the
depth of the cavity is defined by the height of the used substrate layers, as
evident from Fig. 6.1. The final depth of the cavity is about 80 pm larger than
the height of the MMIC. To compensate for this, a laser cut metal shim is
introduced using a picosecond laser.

Fig. 6.10 shows the cross-section of the assembly. The differential baseband
lines, denoted A, are tapered using a sinusoidal function from a line width of
160 um line and 120 pm space down to a width and space of 50 pm. The LO
signal, denoted B, is brought to the chip with another sinusoidal taper bridging
the distance and keeping a constant width ground layer between the LO and
BB. This ground strip is wide enough for a VIA fence between LO and BB,
ensuring shielding. Due to the surface of the MMIC being flush with the PCB
surface, the length of the bond-wires is minimized. This allows for an easy
and straightforward bonding of the samples.

The metal shim used to bridge the height gap is shown in Fig. 6.10 and denoted
C. The shim is cut out of a copper foil by laser ablation. The shim contains
holes for the excess glue to flow into, preventing overspill over the edge of
the cavity. Further, the copper shim ensures proper thermal coupling to the
ground layer of the PCB. During operation, the chip did not exceed a 25K
temperature increase over ambient measured by on-chip temperature diodes.
The manufactured cavity was smaller than the design requirements, causing
the chip not to fit. This excess PCB material and copper buildup during plating
is removed by laser ablation using fiducials already present on the PCB. With
this process, a minimal gap of 25 pum around the chip could be achieved, easing
alignment to the RF and DC bond pads and reducing rounding artifacts in the
corners from the PCB manufacturing.

To validate the realized transition, the input return loss of both LO and BB are
measured and shown in Fig. 6.11. Both LO and BB are open at low frequencies
due to the internal circuit in the MMIC. The base of the transistor is directly
exposed, yielding the observed behavior. The LO transition shows a resonance
at 40 GHz and 60 GHz, which is however no issue for the application. The BB
input was measured for differential and common mode input match, denoted
Saarr and Sccqp respectively. The transition has a very low common mode
rejection. However, both measurements are similar, indicating good symmetry
in both differential signal paths.
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Figure 6.10: Cross section of the MMIC embedded in the PCB [5] © IEEE 2024.
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Figure 6.11: Measured Sy; of the PCB to chip transitions. The differential port is measured for
differential and common mode matching [5] © IEEE 2024.
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6.4 Differential RF bond-wire Transition

6.4 Differential RF bond-wire Transition

As the last major packaging challenge, the connection between MMIC and
antenna has to be realized. The MMIC and the antennas are separate parts
and, hence, a few constraints have to be considered. Firstly there will always
be a gap between MMIC and antenna. Empirical evaluation yields a minimum
gap of 15 nm for specially prepared samples and a typical gap between 50 pm
and 100 pm to account for glue spill-over and angled dicing edges. Secondly,
the alignment of the top surfaces cannot be guaranteed to be perfectly parallel.
Hence, the solution sought should be able to compensate for a reasonable tilt.
An obvious solution is using bond-wires, which are already used within the
packaging concept. However, bond-wires suffer from inherent inductance, cre-
ating a low-pass behavior limiting the applicable frequency range. Previously
published solutions to compensate the inductance include capacitive matching
structures [VSY*15], [BRD*11] or 4/2 self-matching [BGS*16]. An alterna-
tive presented in [TCE18] are coupled 1/2 bond-wires. Due to the reactive
matching, these approaches again have limited bandwidth or see an increase
in the occupied surface area and, hence, losses. An alternative approach are
flip-chip interconnects [TMG*19]. These use short metallic bumps on the
chip surface to minimize the distance between the two substrates. While it
shows excellent electrical performance with measured bandwidths of up to
500 GHz [SDS*17], the associated requirements on the packaging ruled it out
as a solution within this work.

Another recent approach that has been successful is 3D-printed interconnects
using aerosol-jet printing [GRB*23]. In this process, the electrical contact
is realized by printing silver ink on the exposed pads to connect them. The
major limitation of this approach currently is the inherently low conductivity
of the silver ink and the necessary heat sintering step. The heat treatment is
incompatible with other used glues and the PCB stacks up.

The last alternative published is quilt packaging [KKBF14]. In this technol-
ogy, the two substrates are ground down to expose the metal at the edge, and
the leftover gap is bridged by silver epoxy or solder. While promising the
necessary grinding of the MMIC was deemed risky, the additional assembly
constraints were demanding.

With a clear candidate, the bond-wire interconnect solution is investigated in
detail. While many previous publications approach a bond-wire as a lumped

105



6 RF Interconnects for Chip to PCB and Chip to Antenna Connections

250 | —-8— ¢ =1
—8—¢, =32
—l— Er:5

[\]
(o]
o

—_
o
o

Line impedance in {2
9
<)

W
o o

20 25 30 35 40 45 50 55 60
Distance d in pm

Figure 6.12: Line impedance of two parallel bond-wires with 17 pm diameter over the center to
center distance d for different surrounding dielectric constants [15] © IEEE 2022.

element, assuming an inductance that needs compensation, the whole transition
can also be viewed as a distributed element transmission line. Further, almost
all publications concentrate on single-ended transitions due to measurement
constraints. However, differential transitions might be capable of reducing the
overall constraints as the targeted system impedance is 100 (2 instead of 50 (2.
Hence, as a starting point, the characteristic impedance of two parallel 17 pm
bond-wires over their separation d is simulated and plotted in Fig. 6.12. It
is evident that moving the two wires closer together increases the capacitance
coupling and thus reduces the characteristic impedance. However, in the air,
no physically achievable distance d would yield an impedance of 100£2. By
filling the surrounding area with a dielectric, the capacitance can be increased,
reducing the impedance. This is also simulated for an €, of 3.2, which cor-
responds to the dielectric properties of PolyTec TC 430 T [GWB™18], and an
€. of 5, which corresponds to Stycast FT 2850FT [JSM18]. With an €, of
3.2 the 100 €2 can be achieved with a separation of 35 pm, which is below the
empirically found limit of 38 um. This limit is due to the placement accuracy
of the bond-tool as well as the width of the tool itself. With an €, of 5 the 100 €2
impedance is reached with a separation of 50 im, which is manufacturable.
A further benefit of encapsulation is the additional mechanical stability and
environmental protection.
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6.4 Differential RF bond-wire Transition

Figure 6.13: Simulation setup of the designed differential pad as well as the bond-wires with a
separation between the center of the pads of 185 pm. Annotated is the pad capacitance.
Modified from [15] © IEEE 2022.

Simulating the two bond-wires alone does not yield any information about the
application’s usability. To evaluate the usability in the application, a differential
padis designed in [HP SG13G2 technology. The pad consists of a ground signal
signal ground (GSSG) configuration with two signal pads that are as close as
possible. The ground pads are technically unnecessary, as the differential signal
only needs the two signal wires. However, it was deliberately added for bond
testing during manufacturing, allowing DC and compensating some common-
mode signals. The pad and the simulation setup are shown in Fig. 6.13. To
accurately capture a real-world scenario, the simulation is repeated for three
different separations between the pads, which are 85 um, 115 pm and 185 pm.
This corresponds to one on-wafer test structure and the application’s best and
worst-case separation value. Fig. 6.14 shows the simulated transmission and
reflection of the test structure for all three separations. While in theory, the
length should not play a role, as the impedance is kept at 1002, there is a
significant influence of the length visible. Further investigation shows this
is due to excess pad capacitance, forming a n-style filter with the impedance
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Figure 6.14: Simulated S;; and S»; of the differential transition encapsulated with a glue with
an € of 5. The distance between the center of the signal bond-wires is 40 pm.
The dashed lines are the simulation results without ground wires, in solid lines with
ground wires [15] © IEEE 2022.

of the bond-wires. Optimizing the pad structure can help reduce this effect,
but due to the manufacturing constraints in the CMOS process, there is only
limited potential to gain. The other aspect visible from the simulation is the
influence of the ground bond-wires. As shown in solid lines in Fig. 6.14,
adding the ground bonds reduces the transmission loss by up to 1 dB and helps
a little with the matching. Hence, all further analyses will also use the ground
bond-wires. Lastly, by achieving a sufficiently short connection, the upper-
frequency limit of the transition can be shifted above the system’s maximum
operating frequency, making the approach viable for the system.

6.4.1 Fabrication

To validate the transition, a CMOS IC is manufactured containing the dif-
ferential pad, a balun and a GSG pad. To measure the differential transition
two baluns are bonded to each other. However, this superimposes the balun’s

response to the measurement, which has to be accepted. Fig. 6.15(a) shows
the realized balun and pad.
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6.4 Differential RF bond-wire Transition

Two chips are glued back to back with their seal ring around them on a carrier.
The chips are carefully aligned to avoid excessive horizontal offset. Next, the
transition is bonded with a wedge-wedge tool and 17 pm gold wire. The three
bonded transitions shown in Fig. 6.15(a), Fig. 6.15(c), and Fig. 6.15(d) show
the repeatability of the process. After bonding, the transition is encapsulated
in either Polytec TC 430-T or Stycast 2850FT with catalyst 24LV.

The designed transition is affected by the many process variations present.
Hence, a full characterization is only possible for a specific use case. However,
the main difference is only the transition length, which should not change
anything except for changing losses. Hence, the back-to-back transition in
Fig. 6.15(b) checks the validity. The output of the DUT is connected to a balun
for on-wafer characterization. Hence, the output match can be measured and
compared to the simulation to validate the correct connection.

6.4.2 Measurement

Fig. 6.16 shows the measured and simulated S-parameters of the back-to-back
interconnect shown in Fig. 6.15. The simulation includes the baluns used up
to the microstrip line connecting the single-ended pad, which is set to the pad
separation achieved with sample 1. Two samples were built and measured
before, denoted a, and after encapsulation, denoted b. Due to the process
variations, the two samples have a slightly shifted resonance frequency. This
variation is also visible in the transmission. Adding the encapsulation shifts
the resonance to lower frequencies, as expected. This causes the transmission
to enhance by 1.5dB from 250 GHz on. However, sample 2 shows a 1dB
increased loss after encapsulation in both transmission and reflection compared
to sample 1, which is not as severe without encapsulation. A decent agreement
between measurement and simulation can be found. However, the process has
some variations in the placement and length of the bond-wires that must be
taken into account in the simulation.

The loss for sample 1 is better than —8 dB in the frequency range from 210 GHz
to 280 GHz with a flat response with only 2 dB of variation. This is contrary to
the simulations shown in Fig. 6.14, which indicate a much steeper drop in the
transmission from —2 dB down to below —10dB. Also, the simulation before
encapsulation shown in Fig. 6.16 has distinctively lower loss by about 2 dB
but follows the overall shape of the measurement. After encapsulation, the
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Figure 6.15: Two baluns connected back-to-back to measure the transition shown in (a) and (b).
The pad separation measures 183 pm. (c) and (d) show two connections between the
DUT and balun or antenna respectively [15] © IEEE 2022.

simulation would indicate an improvement of about 4 dB, which is not present
in the measurement. This results from additional losses in the bond-wires not
captured in the simulation.

Each balun has approximately 1dB of loss in the target band, meaning the
fabricated transition itself has a loss of better than —6 dB. The loss can be
improved by tuning the separation and the dielectric used. The presented
interconnect is comparable to or better than the measurements in [TCE18],
which achieves a minimum loss of —5dB at 220 GHz. Compared to flip-
chip interconnects it has significantly more loss as the measured transition
in [SDS*17] achieves 1.5 dB loss.
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Figure 6.16: Measured and simulated S-parameter reflection and transmission for the balun back-

to-back structure. a denotes the measurement before, and b denotes the measurement

after encapsulation [15] © IEEE 2022.
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Figure 6.17: Measured and simulated output match of the DUT bonded to a Marchand
balun [15] © IEEE 2022.

To evaluate the connection to the DUT, Fig. 6.17 compares the simulated and
measured reflection. For the simulation, the transition with the fabricated
pad separation is simulated and used as an S-parameter model in ADS in
conjunction with the DUTs active circuit model. This approach achieves a
remarkable match in the resonance frequency and return loss. However, some
effects present are not captured. The resonance is much more narrow than
simulated. Also, the drop above 270 GHz is not captured. The root cause
for the mismatch could be modeling limitations in the DUTs PA stage. In
the frequency range of interest from 210 GHz to 280 GHz, measurement and
simulation match well, enabling the evaluation of the DUT.

6.5 Realized Transmitters

Using the introduced concepts, four different transmitter systems are realized,
investigating different aspects of the system. To compare the PCB-based
antennas to the resonator-based antennas, two transmitters with a single chip
are realized featuring both antenna types. Fig. 6.18(a) shows the transmitter
with the resonator-based antenna, which in the following will be referenced as
GR for glass resonator. Fig. 6.18(b) shows the transmitter with a PCB antenna.
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Figure 6.18: PCB photographs and close-ups of the MMIC for the two different single-chip mod-
ules [5] © IEEE 2024.

They share the same form factor and connectors. The RF connectors utilize
the wideband transition presented in Sec. 6.1. The MMIC is embedded using
the wideband bondwire transition presented in Sec. 6.3 and can be seen in
Fig. 6.18(c) and Fig. 6.18(d). The antennas use the differential RF wirebond
presented in Sec. 6.4.

Extending the basic design of the single MMIC system shown in Fig. 6.18(a)
gives a simple proof of concept phased array system with a 1x2 array con-
figuration shown in Fig. 6.19(a). The two MMICs are back to back with the
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6 RF Interconnects for Chip to PCB and Chip to Antenna Connections

antennas as close as possible. A significant hurdle during assembly is the
correct orientation of all four ICs to each other, not only in the horizontal plane
but also in height and angle. The glue must be dosed precisely to prevent
overspill between the MMICs, increasing the distance or causing the glue to
reach over the chips and contaminate the pads. The glass-based resonator is
chosen for this setup as it is easier to integrate with the other necessary assem-
bly steps, heat curing processes, and cleaning. Fig. 6.19(b) shows a closeup of
the MMICs with their antennas. The baseband feed is symmetric, while the
LO feed uses the rat race splitter and meander lines to compensate for the path
difference of the rotated MMIC. As the LO signal has to cross the baseband
line, both baseband feeds are brought into the PCB as a stripline mode.

Extending the array concept to a 1 x4 array yields the array shown in Fig. 6.20(a).
A main limitation of the antenna spacing is the routing of the DC signals. Mul-
tiple variants were investigated to solve the routing challenge. In the end, it was
decided to choose the solution with the reduced assembly effort to minimize
risk, and the antenna spacing is chosen to be 1625 ym or 1.334. This reduces
the realized gain and increases the side lobes. Fig. 6.20(b) shows a close-up
of the realized 1x4 transmitter.
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(b) Micrograph

Figure 6.19: Realized transmitter with 1x2 array based on resonator antenna [4] © IEEE 2024.
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(b) Micrograph

Figure 6.20: Realized transmitter with 1x4 array based on the resonator antenna.
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7 Full Transmitter Evaluation

Together with the system complexity the measurement and verification effort
increases significantly. Even capturing a single tone RF behavior is not as
straightforward. Due to the frequency translation in the modulator, classic
S-parameter measurements become unfeasible. Further, the only accessible
output of the system is the RF output of the power amplifier. Hence, all
measurements contain the superposition of all effects of the LO generation,
the modulator, and the power amplifier. Lastly, many systems using an on-chip
antenna must characterize the system directly in free space, including even more
effects and uncertainty [KAKM23]. A major benefit of the designed system
presented in Sec. 6.5 is the use of off-chip antennas. Using an external balun,
the MMIC could already be fully characterized in [2]. This information is now
utilized to characterize the transmission behavior of the fabricated transmitter
samples. First, the measurement setup is described, and the results for the
four manufactured samples are discussed. The RF performance is captured
as much as possible due to the superposition of the different measurement
aspects. Lastly the BER is captured in many different scenarios to paint a
realistic picture of the systems performance.

7.1 Measurement Setup

A major limitation already found in the analysis for the MMIC presented in [2]
is the lack of appropriate measurement equipment matching the bandwidth.
Especially signal generation of ultra-wideband binary sequences is challeng-
ing, as the rise-time of the output stage of either bit pattern generator (BPG) or
arbitrary waveform generator (AWG) has to match the data rate. While in [2] a
BPG with up to 64 Gbit s~ 1 was available, the measurements of the full trans-
mitter had to be done differently due to lack of access to the BPG. Another
limitation to [2] is the necessity to measure in free space. To achieve this, a
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7 Full Transmitter Evaluation

wideband fundamental mixer is used, which has limitations in the maximum
data rate measurable as already presented in [2]. The samples are mounted on
an antenna measurement system consisting of a two-axis rotating arm moving
the receiver in a sphere with a radius of 36 cm around the DUT. The setup
concept is shown in Fig. 7.1, and a photograph of the setup is shown in Fig. 7.2.
The DUT and receiver LO are fed from two locked sources within a Keysight
N5247B vector network analyzer (VNA). The baseband signal is generated
by a Keysight M8194A AWG with 120 GSas~!. The output of the receiver is
amplified by a SHF 804 TL wideband amplifier and sampled with a Keysight
UXR 1104A 256 GSas~! oscilloscope for demodulation. Alternatively, the
receiver’s output is measured in the frequency domain with the N5247B. Mul-
tiple channels of the AWG are used to measure the phased array samples by
outputting the same synchronous waveform. The steering is controlled via the
phase shifter voltages.

A known source in the form of a VDI VNAX WR3.4 combined transmit and
receive (T/R) module is used to calibrate the receiver. This yields a received
power as givenin Eq. 7.1. The received power depends on the transmitted power
EIRP1x = Prx (frr)-Gtx (frF), the free space path loss, the receiver antenna
gain Grx (frr) and the transfer function of the receiver Hrx ( frF» fLO)-

Prx (fir) =P1tx (frF) - G1x (fre) - FSPL (frF) -

Grx (fre) - Hrx (fRE, fLO) (7.1
Prx (fir) =EIRPtx (frF) - FSPL (frF) -
Grx (fre) - Hrx (frE, fLO) (7.2)
Hex (fre- fio) = Prx {ir) (1.3)

" EIRPrx (frr) - FPSL (frr) - Grx (fRF)

The RF signal frp is swept through the whole band, and the received power
for different LO signal offsets fio is captured. As Prx (frr) and Grx (frF)
are known, the equivalent isotropic radiated power (EIRP) is known. The
free space path loss FSPL ( frr) and the receiver antenna gain Grx ( frg) are
then absorbed into the transfer function Hrx (frr, fLo) of the receiver that is
measured. With this information, the inverse can be calculated and used to
calibrate the measurements.

The BER is measured by capturing 20 s long data bursts with the real-time
oscilloscope. These data chunks are then processed on the oscilloscope, and

118



7.1 Measurement Setup

SHEF 804 TL UXR 1104A
VDI MixAMC-L /V\,/ ©
i ; 6550,
0 =msy|
o H
N5247B
M8194A

Figure 7.1: Schematic of the measurement setup showing the mechanical part on the left half
with the rotating arm moving the receiver around the DUT and the used measurement
equipment on the right side [5] © IEEE 2024.

the results are transmitted to a control computer. The demodulation signal
chain is shown in Fig. 7.3. The IF signal from the receiver is down-converted
digitally into an IQ stream without phase correction. The IQ data is then
correlated to the transmitted sequence to recover the timing and phase over
time. The phase has significant drift within one decoding frame and needs
constant correction. Using this information, the 1Q stream is corrected to
have no additional phase shift, filtered using a matched filter, and equalized.
The bits are extracted and compared to the transmitted sequence, calculating
the bit error rate. All sources of the measurement setup are locked together
with a 10 MHz reference. However, small drifts over time and mechanical
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7 Full Transmitter Evaluation

Figure 7.2: Photograph of the used measurement setup for the various RF and BER measure-
ments [5] © IEEE 2024.

movement in the receiver cause a constant phase shift, thus rendering direct
down conversion by adjusting the transmitter phase impossible for data rates
above 4 Gbits—!.

7.1.1 DC Supply

The MMIC used needs 20 different DC voltages for its operation. Supplying
these voltages also necessitates some degree of freedom to tune voltages for
the best system operation and tuning of the phase shifter. To avoid complex
assembly of the transmitter assemblies, no DC generation is included on the
samples. Instead, the DC voltages and internal temperature diodes are brought
out to a flat-flex connector (FFC). A custom DC supply is built featuring a
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S

l I

Q k I

A A H S e

Figure 7.3: Block diagram of the receiving signal processing chain [4] © IEEE 2024.

Timing =1
Q Sequence| | Recovery P

Figure 7.4: The used DC power supply. A 40-channel DAC and 8 LDOs provide the voltages for
two separate chips through two FFC connectors [5] © IEEE 2024.

40-channel DAC part that can supply the different voltages for two MMICs.
However, some parts of the circuit need more current than the DAC can handle;
hence, low dropout regulators (LDOs) are added to supply these channels with a
higher current. The system is powered and controlled through a universal serial
bus (USB)-C connector, allowing easy integration with the control personal
computer (PC). The DC supply is shown in Fig. 7.4. Internal current shunts
further allow tracking of the current consumption in real-time.

To test the system, another adapter is assembled that allows the connection
of a single MMIC to a 20-channel source measurment unit (SMU) with pA
current measurement resolution, allowing precise evaluation of the systems
and ensuring all bond-wire connections are made correctly. Tab. 7.1 lists the
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7 Full Transmitter Evaluation

Table 7.1: Measured DC currents for the different samples.

Name Nom. PCBS1 | GRS2 x41 x42 x43 x44 x21 x22 Mean Dev %o
Voltage
ve- 3.6V 15mA 13.86mA| 1496 mA| 14.81 mA| 14.65mA| 14.65mA| 1488 mA| 14.5mA | 14.66mA| 0.25mA | 1.70
cBuffer
veeQuad 24V 6.83mA | 6.1 mA 6.5mA | 6.39mA | 6.85mA | 6.71mA | 6.84mA | 6.98mA | 6.65mA | 0.24mA | 3.61
v1Quad 0.891V 0.02mA | 0.02mA | 0.03mA | 0.02mA | 0.02mA | 0.02mA | 0.025mA| 0.024mA| 0.02mA | 0.003mA| 13.27
v2Quad 1.95Vv 0.02mA | 0.03mA | 0.03mA | 0.02mA | 0.02mA | 0.02mA | 0.027mA| 0.023mA| 0.02mA | 0.004mA| 16.58
ve- 26V 7.07mA | 6.64mA | 6.98mA | 6.83mA | 6.72mA | 6.8mA | 6.83mA | 6.78mA | 6.83mA | 0.1 mA 1.42
cPhase
vinPhase 1.5V 0OmA OmA 0OmA 0OmA 0OmA 0OmA OmA OmA 0OmA 0OmA 0
ctrl- 1.66 V 0.04mA | 0.05mA | 0.04mA | 0.05mA | 0.05mA | 0.04mA | 0.04mA | 0.04mA | 0.04mA | 0.0ImA | 10.71
Phase
vbbPA 26V 2.34mA | 2.08mA | 2.33mA | 2.28mA | 23mA | 2.26mA | 2.29mA | 2.29mA | 2.27mA | 0.05mA | 2.23
vbbls 26V 233mA | 207mA | 233mA | 2.17mA | 229mA | 226 mA | 226mA | 227mA | 2.25mA | 0.06mA | 2.84
veeMod 3.6V 9.35mA | 931mA | 94mA | 839mA | 8.79mA | 95mA | 941mA | 9.35mA | 9.19mA | 03mA | 3.25
modV2 285V 0.34mA | 0.02mA | 0.33mA I mA 0.37mA | 0.02mA | 0.017mA| 0.016mA| 0.26mA | 0.25mA | 93.09
modV1 1.734V 0.02mA | 0.02mA | 0.02mA | 0.13mA | 0.02mA | 0.02mA | 0.02mA | 0.18mA | 0.05mA | 0.05mA | 94.19
ctriMod 23V 0.15mA | 0.07mA | 0.12mA | 0.12mA | 0.13mA | 0.12mA | 0.12mA | 0.123mA| 0.12mA | 0.01mA | 10.31
ctrl- 23V 0.17mA | 0.11mA | 0.17mA | 0.15mA | 0.16mA | 0.15mA | 0.137mA| 0.157mA| 0.15mA | 0.0ImA | 9.14
Buffer
ctrl- 248V 0.01mA | 0.04mA | 0.0lmA | 0.0lmA | 0.0lmA | 0.0l mA OmA 0.027mA| 0.0l mA | 0.0l mA | 64.53
Balun
veePA 3V 38.39mA| 29.28mA| 34.82mA| 36.1 mA | 36.28 mA| 36.11 mA| 35.6mA | 36.29mA| 3536 mA| 1.65mA | 4.68
veeS2 3V 23.69mA| 18.04mA| 21.65mA| 22mA | 23.4mA | 22.11 mA| 21.6mA | 22.38 mA| 21.86mA| 1.07mA | 4.90
veels 3V 23.3mA | 1831 mA| 21.51mA| 22.83mA| 22.68 mA| 22.03mA| 21.7mA | 22.46mA| 21.85mA| 1.0l mA | 4.62
ve- 4V 10.83mA| 9.84mA | 10.38mA| 10.18mA| 10.2mA | 10.58mA| 10.61 mA| 10.07mA| 10.34mA| 0.26mA | 2.55
cBalun
vbbS2 26V 235mA | 206mA | 221mA | 226mA | 2.17mA | 2.26mA | 226mA | 2.27mA | 2.23mA | 0.06mA | 2.80
Power in mW 442.03 368.48 416.58 421.43 425.67 422.28 419.28 422.87 417.33 12.4 2.97

currents of the different samples and voltages to evaluate the manufacturing
tolerances and internal bias networks. While the currents for the amplifier
stages are within less than 5 % standard deviation of each other, the control
voltages for various circuit parts have much more drastic deviations. This is
partly due to manufacturing differences causing internal bias point shifts, but
also PCB contamination and creeping currents play a role. Except for the
sample with glass resonator, labeled GR S2, the consumed power is within 3 %
of each other. The outlier has an issue with the power amplifier supply.

7.2 Single Chip Measurements

For better comparison, the samples with only a single MMIC are measured
and evaluated first. This allows directly comparing the measurement results
against the on-wafer measurements presented in [2].
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7.2 Single Chip Measurements

7.2.1 RF Evaluation

In the initial measurement phase, a differential sinusoidal signal ranging from
1 GHz to 50 GHz is applied to the baseband inputs. At the same time, the
LO remains fixed at 246 GHz to characterize the frequency response of the
transmitter and antenna. The results, depicted in Fig. 7.5, represent EIRP.
Notably, a gap exists between the lower and upper sidebands due to the 1 GHz
minimum baseband frequency. The measurement of the MMIC itself is plotted
in green dashed lines. The curve is already not smooth due to self-interference
in the receiver leaking into the calibration. An issue with the chosen calibration
method is the spectral purity of the used T/R module as a signal source.
While they are designed to output only a single tone, they inherently also have
harmonic content, causing interference as their amplitude changes with the
center frequency. Another issue present is inter-modulation in the receiver.

Comparing the behavior of the sample with the PCB antenna and resonator
antenna reveals differences. The PCB antenna exhibits lower gain and a
sharper decline post 260 GHz compared to the resonator antenna, which closely
matches the MMIC’s RF behavior with a drop-oft after 270 GHz, aligning with
design expectations. This suggests that the antenna and transition components
do not constrain the system significantly. Despite a reduced bandwidth with
the PCB antenna, it remains within system performance targets. Challenges
with the PCB antenna include metal surroundings causing pattern ripples. An
additional issue with the tested system is an asymmetry in the bond-wires
generating common mode signals and frequency-dependent resonances.

Subsequent measurements focus on select baseband frequencies while rotating
the receiver around the DUT at a fixed distance in co- and cross-polarization
to assess antenna patterns. Results displayed in Fig. 7.6 and Fig. 7.7 for the
resonator antenna, and Fig. 7.8 and Fig. 7.9 for the PCB antenna show distinct
characteristics.

The resonator antenna exhibits a radiation dip at —55° in the E-plane possibly
due to minor misalignment on the bowtie feeder. This ripple is absent in the
H-plane shown in Fig. 7.7. The pattern follows the simulation well and shows
that the antennas operate as expected. This highlights the challenges of probe-
based antenna measurements as the results of the antenna stand-alone deviated
quite significantly from the simulation, as shown in Fig. 5.20 and Fig. 5.21.
The PCB antenna E-plane pattern in Fig. 7.8 displays an angular-periodic
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—— GR Antenna — PCB Antenna - - - Chip Measurement

)

EIRP in dBm, Power in dBm
[
=

| | | |
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Frequency in GHz

Figure 7.5: Measured frequency response at boresight with 246 GHz center frequency. The chip
measurement is contacted on-wafer [5] © IEEE 2024.

ripple at 25° not present in simulations or the stand-alone measurement shown
in Fig. 5.7(a). Simulation results indicate that additional metal near the antenna
influences the radiation patterns. Interestingly, the ripple is only present in the
E-plane, while the H-plane shows good agreement between measurement and
simulations.

7.2.2 Bit Error Rate

The BER measurement uses the system described in 7.1. No eye diagrams
are generated as the direct IF sampling approach keeps the complete baseband
waveform in the digital domain. Hence, the eye-diagram is heavily influenced
by the applied signal processing. Also, BER values exceeding the forward
error correction (FEC) thresholds of approximately 3 x 1073 are presented to
illustrate how different operational conditions impact the reception and vali-
date simulation outcomes [Ham50].

The initial measurement focuses on BER at boresight across various data
rates with a receiver-to-DUT distance of 36.cm. Due to equipment limita-
tions, data rates are assessed only up to 32 Gbits~—!, with results depicted in
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-60°

-90° 90°

EIRP in dBm, Gain in dBi

—230GHz — 240GHz ——246GHz
—— 250GHz - - - 240 GHz Sim.

Figure 7.6: Measured and simulated pattern in the E-plane of the glass resonator antenna for
different frequencies. The measured pattern is in EIRP while the simulation is in
dBi [5] © IEEE 2024.
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105 0 -5-10-15
EIRP in dBm, Gain in dBi

—230GHz — 240 GHz —— 246 GHz
—— 250 GHz - - - 240 GHz Simulation

-90° 90°

Figure 7.7: H-plane pattern of the glass resonator antenna at different frequencies. Due to geo-
metrical limitations, the measurement ranges from —90° to 60° [5] © IEEE 2024.
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-60°
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EIRP in dBm, Gain in dBi

——230GHz — 240 GHz —— 246 GHz
—— 250 GHz - - - 240 GHz Simulation

Figure 7.8: E-plane pattern of the realized PCB antenna at different frequencies. Shown are the
simulated pattern in dBi and the measurement in EIRP [5] © IEEE 2024.
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Figure 7.9: Measured and simulated H-plane pattern of the realized PCB antenna at different
frequencies. Due to geometrical limitations, the measurement ranges from —90° to
60° [5] © IEEE 2024.
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Fig. 7.10. As anticipated, BER rises with increasing data rates due to de-
teriorating SNR. A theoretical BER curve is fitted based on a single BER
point assumption, considering BER dependence solely on SNR according to
previous research [CZHNO9]. The SNR is defined as

Ey
SNR = —, 7.4
No (1.4)
and the energy per bit depending on the data rate and transmitted output power
P out AS

Pout
Ey= — (7.5)
0 fdata
and the noise depending on the data rate as
No = 4kTB = 4kT - fyata. (7.6)
The BER is depending on the SNR as
1 [E
BER = Eerfc VZ 7.7
2 inf 5
erfe(x) = —/ e " dx (7.8)
Vi Jx

Assuming a given datarate fy and bit-error-rate BER(, the BER at other
datarates f; can be calculated as

SNRy = BER™' (BERy) (7.9)
fi

SNR, = SNRy - — (7.10)
1i

BER, = BER (SNR)). (7.11)

We can observe a good agreement between theory and measurement using
these equations. This indicates that the system BER up to the tested datarate
of 32 Gbits~! is not limited by the MMIC or antenna but rather the sensitivity
and limitations of the receiver chain. Further, looking at the measured antenna
patterns for both systems in Fig. 7.6 and Fig. 7.8, a 5dB difference can be
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---  Sim. PCB Ant. ---  Sim. Resonator Ant.
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Figure 7.10: Measured BER at boresight and 246 GHz and 250 GHz LO frequency for the two
systems and 36 cm distance between transmitter and receiver [5] © IEEE 2024.

observed. Due to the reduction in EIRP, the BER for the PCB antenna sample
is worse, as verified by the measurements.

Going on, the sensitivity of the BER for different LO frequencies is evaluated,
in part to investigate the influence of the antenna frequency response on the
overall system and in part to assess the LO tuning range of the MMIC. The
results are shown in Fig. 7.11 for the PCB antenna and Fig. 7.12 for the
resonator antenna. Both samples show a sweet spot at 246 GHz and an increase
in BER for lower LO frequencies. The PCB antenna, however, shows a more
pronounced increase below 240 GHz. Hence, the useful LO tuning range is
currently limited. Of note are the jumpy behavior of the lower data rates
shown in Fig. 7.11 and Fig. 7.12. Here a fundamental issue is present, as
for example 242 GHz is bad over all measured data rates while 240 GHz and
244 GHz are fine. This is true for both measurements. This is most likely due
to some harmonic in the receiving mixer aligning with the destructively with
the received signal.
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Figure 7.11: Measured BER at boresight sweept over LO frequency for the PCB an-
tenna [5] © IEEE 2024.
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Figure 7.12: Measured BER at boresight sweept over LO frequency for the glass resonator an-
tenna [5] © IEEE 2024.
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---  Sim. —— 4Gbits~! — 8Gbits!
—— 12 Gbits~! — 16 Gbits™!

Angle in °

Figure 7.13: Measured BER over scanning angle in the E-plane for the PCB antenna. In dashed
lines the theoretical BER curve is plotted based on the measured antenna pat-
tern [5] © IEEE 2024.

Next, the BER over the antenna angle is measured. This is done by sweeping the
receiver angle around the DUT and evaluating the BER for different data rates.
Fig. 7.13 and Fig. 7.14 show the results. The degradation of the BER follows
the antenna pattern used to calculate the theoretical curves in dashed lines.
Visible in Fig. 7.14 is the radiation dip at —55° in the pattern of the antenna
and the corresponding increase in the BER. Further, the slight asymmetry of
the pattern is also visible when comparing Fig. 7.14 and Fig. 5.3(a). The
theoretical patterns deviate at some points, which might be due to the changing
pattern over frequency, which was not considered.

Concluding the characterization of the system, the BER over distance is mea-
sured. The measurement setup is shown in Fig. 7.15. The receiver is mounted
on a tripod and the transmitter is rotated 90° to radiate horizontally. The re-
ceiver is moved through the lab, the distance is measured, and the BER for
various bitrates is captured. The results of the BER measurements are shown
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---  Sim. —— 8Gbits ! — 12Gbits™!
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0
Angle in °

Figure 7.14: Measured BER over scanning angle in the E-plane for the glass resonator antenna.
In dashed lines the theoretical BER curve is plotted based on the measured antenna
pattern [5] © IEEE 2024.

in Fig. 7.16 and 7.17. The theoretical BER is calculated by modifying 7.5 to
include the free space path loss:

anr\?
FSPL = - (7.12)
to yield
Eg= — o (7.13)
fdata - FSPL
This gives for the ratio of the SNR
2
SNR; = SNRy - r—g (7.14)
1

Observing the results for the resonator antenna in Fig. 7.16 a good agreement
between expectation in dashed lines and measurement in solid lines is found.
However, at close proximity, the BER is worse than anticipated. This is due to
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7 Full Transmitter Evaluation

Figure 7.15: Photograph of the range measurements setup. The receiver is mounted on a movable
tripod and the distance captured by means of a laser range finder [5] © IEEE 2024.

an alignment issue with the high-gain horn antenna at the receiver side. The
closer the distance, the more critical minor alignment errors such as offsets
and angle errors are. This is even more critical for the measurements of the
PCB antenna shown in Fig. 7.17. Here, the BER at distances below 1m
are significantly worse than anticipated and even worse than the measurements
done at 36 cm for the other evaluations. Atincreasing distances, the expectation
and measurement converge again.
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Figure 7.16: Measured BER at boresight sweept over distance for the glass resonator antenna. In
dashed lines are the theoretical values, in solid lines the measurement [5] © IEEE

2024.
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Figure 7.17: Measured BER at boresight sweept over distance for the PCB antenna. In dashed
lines are the theoretical values, in solid lines the measurement [5] © IEEE 2024.
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7.3 Phased Array Measurements

In the next step, the phased array systems are measured. This is done analogous
way to the previous measurements with slight modifications to accommodate
the increased number of channels. This includes using more channels from
the AWG and two DC-supplies to feed the MMICs. One important step in
phased-array systems is calibrating the phases to achieve proper superposition.
This is done exhaustively for the two-element phased array by trying several
phase control voltages on one MMIC while keeping the other one fixed and
measuring the response. From the gathered data, the combination with the
strongest peak is selected. This is done in 1° increments to calibrate the
pattern over the steering angle.

The calibration process is repeated for the larger phased array with a more
exhaustive 2D search map and reduced voltage resolution to find the optimal
combinations. In a practical system, this process must be faster. This can
be achieved by measuring each channel separately and pre-computing the
optimum control voltages.

As before, the RF pattern is measured first, and the BER values afterwards
over angle and steering. No BER over-distance measurements are done for the
phased array systems.

7.3.1 RF Performance

Firstly, the phase calibration is done to center the beam to boresight for proper
RF characterization. Calibrating the 1x4 array showed severe issues that could
not be resolved within the measurement time frame. Hence, no boresight
RF performance measurement was done. For the smaller array, the EIRP is
captured over baseband frequency with the LO set to 246 GHz. The EIRP
measurement is shown in Fig. 7.18. Shown in red is the frequency response
of the glass resonator transmitter with only one MMIC. Below 240 GHz,
the array shows a higher gain and more output power compared to the single
MMIC transmitter as expected with up to 10 dB higher EIRP. However, above
246 GHz, the output power drops sharply, being 8 dB lower than the single
antenna transmitter.

Firstly, the antenna pattern is investigated to rule out issues with the array. The
simulation of the boresight gain of the two antennas is plotted in green dashed
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Figure 7.18: Measured frequency response at boresight with 246 GHz center frequency [4] © IEEE
2024.

lines. The array should have a very broad uniform gain; thus, it could not be
the underlying issue, as the antenna simulations proved to be close to reality.
Another aspect investigated is the two-tone response of the PA in compression.
The simulation results are plotted in purple dashed lines. The PA will drop the
output power of the upper sideband if operated into compression. This is in
line with the observed behavior. An issue here might be the mutual coupling
of both amplifiers through the antennas causing compression behavior.

Going on, the pattern of the 1x2 array is measured for different phase control
settings at 246 GHz. For this, the receiver is swept around the DUT, and the
EIRP is captured. The results are shown in Fig. 7.19. The resulting beam can
be controlled +30° around the center with grating lobes appearing for larger
steering angles. This is due to the spacing larger than A1/2 of the antenna
elements. The steering is relatively symmetric, as expected. The pattern
matches the simulation results well, further proving the correct operation of
the phased array.

Similar to this, the array steering behavior of the 1x4 array is captured for
a few selected phase control combinations and plotted in Fig. 7.20. The
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Figure 7.19: The antenna pattern in the E-plane for different steering values at 246 GHz. The
grating lobes are an effect of the non /2 spacing of the antenna elements. The
simulated pattern is shown in dashed lines [4] © IEEE 2024.

pattern is only captured from 90° to 210° due to mechanical limitations in the
measurement setup. The transmitter is rotated 90° due to layout and routing
challenges for the larger array. In the measurement, multiple strong grating
lobes are visible. This results from the larger 1.64 spacing to realize the
1x4 sample. Only little array steering of 20° can be observed. Further, the
measured EIRP is lower compared to the 1x2 array. Here multiple issues are
superimposed. Firstly, the large array spacing causes very strong grating lobes,
reducing the overall gain of the array. Next, the tight integration of the four
MMICs and antennas causes issues in assembly. A suspected broken bond-
connection will cause destructive interference and lack of power in the pattern.
This highlights the challenges faced in phased-arrays above 200 GHz. While
the antennas shrink, the MMIC and DC routing stay rather constant in size.

7.3.2 Bit Error Rate

The BER of the 1x2 array is measured in three distinct measurements. Firstly,
with the previously captured beam pointing calibration, the beam is pointed to
boresight, and the BER is captured over data rate to see if there is an improve-
ment over the single-chip transmitters and if the system operates correctly.
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Figure 7.20: The antenna pattern in the H-plane for different steering values at 246 GHz. The
grating lobes are an effect of the non /2 spacing of the antenna elements.

Next, the BER over angle is captured, pointing the transmitter to boresight and
capturing the BER over receiver angle. Lastly, the receiver is targeted on the
main lobe over the whole achievable steering range and the improvement in
BER to the previous measurement is investigated. Due to the issues above,
only the BER over angle is captured for the 1x4 array.

The first measurement is shown in Fig. 7.21. For data rates below 22 Gbits™!,
the array significantly improves over the single-chip transmitter due to the
higher signal power. However, they converge after 22 Gbits—'. This is most
likely due to the smaller RF bandwidth indicated by Fig. 7.18. Next, the BER
over angle is captured with the beam pointing to 190° and shown in Fig. 7.22.
This is an artifact of erroneous phase calibration data and causes a spike in BER
at 150°, which is in line with the antenna pattern. The theoretical BER curves
are again calculated for the different data rates using the measured antenna
pattern and plotted in dashed lines. The theoretical values and measurements
line up below 16 Gbits~!. However, above 16 Gbits~! the BER at boresight is
significantly worse than anticipated from the antenna pattern and also slightly
worse than the boresight measurement shown in Fig. 7.21. This might be an
issue with the superposition of the wideband signals for phase-steering outside
of boresight.

Looking at the BER over angle for the 1x4 array shown in Fig. 7.23, a signif-
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Figure 7.21: Measured BER at boresight for phased array an a single antenna transmit-
ter [4] © IEEE 2024.

icant worsening is visible. The BER is above 10~! for most of the steering
angle. There are improvements at 150° and 200°, which coincide with the
radiation peaks shown in Fig. 7.20 for setting 3. A significant issue is the
lack of output power, the spreading over multiple lobes, and the even more
problematic frequency-dependent superposition.

After measuring the BER over angle, the effect of the beam steering is analyzed.
The beam is pointed to the receiver over the steering range, and the BER is
captured for various data rates. The receiver is swept through the theoretical
steering limit of 165° to 207°, which calculates the numerical center of the
measured patterns. Due to ripple, this center is slightly different from the
theoretical limits. The plot is shown in Fig. 7.24. It is interesting to observe
that there is an improvement in transmission below 180°, which, from the
system’s inherent symmetry, should not be the case. Investigating Fig. 7.19
again, a slight asymmetry in the captured patterns is visible, hinting at an
issue with the superposition of the two patterns. Comparing the curves with
Fig. 7.22, an improvement and flatter response can be seen. LO phase steering
is an acceptable beam steering method for the tested data rates, although the
measurements show certain issues with the approach.
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Figure 7.22: Measured BER for the 2x array with the beam pointed to 190° over angle. In
dashed lines, the theoretical BER curves calculated from the antenna pattern are
plotted [4] © IEEE 2024.
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Figure 7.23: Measured BER for the 4x array with the beam pointed to 180° over angle.
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Figure 7.24: Measured BER for the 2x array with the beam pointed to the receiver [4] © IEEE
2024.

7.4 Comparison to the State of the Art

Comparing the presented work is done in two steps. First, we compare against
similar transmitter systems operating above 200 GHz. While the sub-THz
spectrum can be considered to start at 100 GHz, operating above 200 GHz
still imposes certain challenges on antennas and packaging that would make
comparison uneven. Tab. 7.2 presents the comparison to all major publications
with transmitters operating above 200 GHz. In comparing the systems, a note
has to be taken on a certain measurement aspect. As previously shown, the BER
is primarily dependent on SNR, which short measurement distances and high
gain antennas can improve. Further, metrics like transmit efficiency in pJ bit—!
depends on the achieved data rates. Hence, one can seek to maximize this
figure by moving the transmitter and receiver very close together without any
practical improvement in the system’s performance. Even further, [AdGW™*22]
gives a measurement distance of 3.5 cm, that given the physical size of the
antenna is below the far-field limit. Nevertheless, 10 Gbits ! measured at 1 m
is chosen to give a comparison to the other works. A low transmit efficiency of
41.4pIbit—! is achieved at this configuration. Increasing the antenna gain or
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reciprocally reducing the measurement distance to improve the SNR by 10 dB
would bring the BER at 32 Gbits~! below 10~ and the transmit efficiency to
12.9 pIbit—!.

Comparing the work to the others presented in Tab. 7.2, we can present the
smallest MMIC size and, therefore, an essential step to larger phased array
systems. Further, given the reported EIRP values and antenna gains, we present
the highest output power of all reported systems. Further, we present the most
detailed transmission analysis of any presented system. Not only capturing
data rate or BER over a single link but also over distance and scan angle.
Many useful insights could be gained by measuring BER over these metrics
instead of error vector magnitude (EVM). Critical aspects shown here are the
frequency-dependent pattern of the used antennas as the phase and amplitude
of different frequency components are influenced independently, causing some
angles to be worse than anticipated by pure signal strength reduction. This is a
first for any reported transmitter system above 200 GHz. Further, the presented
system has a very good power consumption per MMIC and, even though not
the best, still has a competitive transmit efficiency that exceeds those of current
generation WiFi or 5G systems.

Next, Tab. 7.3 presents the comparison to phased-array systems. Here, only the
1x2 array is used for comparison, as many important metrics for the 1x4 array
could not be captured. [AdGW*22] is listed in both tables for completeness.
This work demonstrates the first phased array system above 200 GHz with
tested data rates up to 32 Gbits—!'. The measured steering angle and system
bandwidth are competitive or exceeding the state of the art. Further, this work
presents the most detailed analysis of a communication link above 200 GHz
with BER measurements over angle and phase steering. Something comparable
was done in [YWL*23] for a receiver system, although fewer data points were
captured. Another very important aspect is the prospect of the chosen semi-
conductor technology. While III-V achieves excellent RF performance, this
comes at the price of power consumption, as reported in [YWL*23]. Further,
III-V does not offer the same level of integration as SiGe. Again, [YWL*23]
presents a system consisting of multiple packaged function blocks while this
work presents a single MMIC. This improves system reliability and reduces
costs while also shrinking overall size. Further, the higher achievable output
power and bandwidth is a significant benefit over CMOS, with [AdGW*22]
and Tab. 4.1 reporting significantly lower output powers. Comparing the
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presented work against systems in the same technology, such as [KAKM23]
and [DLL*15], the output power could be significantly improved. The achieved
EIRP is comparable to [DLL*15], with only half the transmitters. Even worse
is the system presented in [KAKM?23], with a reported EIRP of only —8 dBm.
This is due to issues in the power supply routing. This shows the benefit of
not integrating a phased array system on a single chip. By using a multilayer
PCB, DC supply routing could be optimized.

Another aspect is the power consumption of an IQ architecture. [KAKM?23]
has a 56 % higher power consumption compared to a similar 1x4 system em-
ploying the MMIC presented here. While the spectral efficiency of higher
order modulations is inherently better, the analysis presented in Sec. 3.1 shows
that the improvement is marginal depending on the SNR.

The presented packaging concept here is a world first and highlights a sig-
nificant step towards system integration of sub-THz systems. By allowing to
measure the same MMIC directly, that is put into a system, a lot more insight
into the system can be obtained than previously possible. Packaging the an-
tenna through a differential wire-bond interface proved successful and allowed
the use and demonstration of different antennas. Especially the possibility
of completely packaging the whole system on a PCB without any additional
lenses is a major step in the widespread adoption of the emerging technology.
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7 Full Transmitter Evaluation

Table 7.3: Comparison to the state-of-the-art in THz phased array systems

This Work [LZRR22] [DLL*15] [AAGW*22] [YWL*23] [dRST*23] [KAKM?23]
Array 1x2 2x4 1x4 1x4 1x4 4x4 1x4
Technology 130nm SiGe | 45nm CMOS | 130nm SiGe | 45nm CMOS | InP, GaAs 55 nm SiGe 130 nm SiGe
Scanning Angle +30° +35° +12° +18° +30° +30° +45°
Antenna Type Off-Chip On-Chip with | SIW  Cavity | Off-Chip  Vi- | Reflector An- | Patch Antenna | On-Chip Patch

Bowtie Superstrate backed On | valdi tenna Array on PCB and Lens

Chip

System Type Tx Rx Tx Tx/Rx Rx Tx/Rx Tx/Rx
Power? 818 mW .16 W 1w 750 mW 2.7W 49W 25W
Center Frequency | 246 GHz 140 GHz 320 GHz 256 GHz 215GHz 150 GHz 140 GHz
Bandwidth 30GHz 16 GHz 20 GHz - 40 GHz 20 GHz 60 GHz
Distance 36cm 35cm 15cm 3.5cm 11.24m 34cm 15cm
EIRP 12dBm - 10.6dBm —14dBmP - 26 dBm® 0.4 dBm*
Tested Data Rate | 32 Gbits ! 10 Gbits ! - 26 Gbits ™! 32 Gbits~! 0.104 Gbits—! | 200 Gbits ™!

¢ Reported DC power for Tx if applicable.
b From measurement plot, not reported explicitly.
¢ Calculated from Pg, and theoretical antenna gain.
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In the presented work, new types of sub-THz BPSK transmitters are described
that combine new system concepts with novel packaging and antenna solutions
to solve many of the challenges currently present in exploiting the bandwidth
available in the frequency range from 200 GHz to 330 GHz. The result is a
comprehensive system that shows excellent adaptivity regarding system as-
sembly, phased array operation, and data rate. A novel differential wire-bond
transition is the main component in solving the packaging challenge. This
connects a highly compact and broadband PA to either an innovative glass
resonator loaded on-chip antenna with a shorted differential feeding structure
or cutting edge PCB based wideband antennas. The final design is analyzed in
depth by measuring both single-chip transmitters and phased arrays for one of
the most detailed analyses of any presented sub-THz transmitter.

The PA as the first element in the chain is developed by firstly investigating the
state of the art both in PA designs and available semiconductor materials. Next,
a tight co-design with the modulation chain developed at TUD [Ste23] is done
to maximize the bandwidth of the whole system. Using compact transformer
coupling and a range of tuning elements, the amplifier is tuned to operate with
one of the highest reported small signal bandwidths of 74 GHz for any H-band
power amplifier. The output power is traded off between surface area and
broadband operation and achieves a competitive peak at 8 dBm compared to
systems without power combining. The output is directly matched to a 100 €
differential pad, which is a world first at this frequency range.

The connection between the amplifier and a balun for direct measurement or
the antennas is realized with impedance-tailored differential bond-wire tran-
sition. By approaching the transition as a transmission line, a novel concept
of impedance tailoring is employed. By optimizing the spacing and using
an encapsulation the characteristic impedance can be matched to the system
impedance to achieve wideband operation. As the transition is now matched,
length does not matter except for transmission line loss. Hence, the packaging
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constraints are relaxed, and the placing of chips and antennas becomes less
crucial, offering more flexibility. The transition is demonstrated to work for
on-chip and chip-to-chip differential transitions as well as chip-to PCB con-
nections.

Leveraging the novel packaging concept, multiple novel antenna structures
have been designed. As a first-of-its-kind, PCB based antennas operating in
the H-Band are presented, measured, and employed for the transmitter system.
They achieve very competitive relative bandwidths larger than 30 %. An al-
ternative approach uses a parasitic resonator on top of a novel shorted bow-tie
feeding element, achieving wideband operation with relative bandwidths over
20 % with high efficiency above 55 % without the drawbacks of many of the
previously published solutions. This concept is combined with a novel 3D-
printing approach for resonator structures directly on the chip. The presented
antennas further state of the art both in on-chip antennas and PCB based an-
tennas for sub-THz systems.

The MMIC is designed for maximum adaptivity, which is demonstrated as
the first of its kind in a detailed manner. Based on on-wafer measurements
of the MMIC itself, the assembled transmitter packages with PCB antennas
and resonator antenna are evaluated. This is done for simple RF scenarios
with single-tone input and over-received data rate tested up to 32 Gbits~! by
evaluating the BER. These measurements are done statically and over receiver
angle and distance from 36cm to 4m. Further, an exemplary 1x2 phased
array and a 1x4 phased array are assembled and measured, highlighting the
unique adaptivity of the designed MMIC. These systems are also evaluated
for their RF behavior and data transmission. The phased array systems are
also evaluated for their BER over angle and beam steering, demonstrating the
capabilities and shortcomings of the chosen approach.

The measurements show the excellent performance of the MMIC. The MMIC
outperforms the measurement equipment or antennas in all measurement sce-
narios. While data transmission ranges suffer from the low antenna gain, it
is demonstrated that the system is only limited by SNR. The pattern steering
is evaluated within a single tone RF domain and over BER, a first-of-its-kind
measurement for transmitters in this frequency range. Choosing a modulation
scheme with low spectral efficiency, such as BPSK, has successfully presented
itself as a viable option for short range wideband and next-generation commu-
nication links. The achieved efficiencies per bit are significantly better than
current generation WiFi or 5G links with achieved values of 41.4pJbit~!,
even with much lower data rates to achieve higher ranges. Even under wors-
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ening conditions, such a simple system can offer significant improvements to
available bandwidth compared to current-generation wireless links without the
necessity of complex modulation or power-hungry DAC systems.

Going further, a few issues should be investigated and alleviated. Firstly, the
MMIC itself is larger than the antennas, limiting phased array size. This is
a common problem with sub-THz systems and worsens with increasing fre-
quency. A different approach in on-chip bias generation and multiple channels
on a single chip can solve this to a degree and should be investigated in detail.

As the measurement equipment is a severe limiting factor of such wideband
systems, a custom receiver architecture can improve the overall system perfor-
mance and evaluation.

The antenna design can be improved by employing different thin-film tech-
nologies to enhance bandwidth and efficiency.
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Several other antenna designs were build and measured, which are presented
in Sec. A.1 to A.3. Due to time constraints these designs did not make it into
the final system.

Sec. A.4 highlights some challenges for differential test and measurement and
shows measurement results of the implemented passive and active baluns.

A.1 Series Fed Patch Antenna

Two alternative antenna concepts were investigated compared to chapter 5. The
first is a series fed differential patch antenna with the layout shown in Fig. A.1.
Four resonators are cascaded and loaded with parasitic patches to either side.
As there is no direct on-PCB probe available a single ended ACP probe was
used to contact the differential line. The GSG structure should present 100 €2
between the center pin and either outside ground plane. Simulations show that
this approach yields usable results.

Fig. A.2 shows the measured and simulated behavior for both left and right
contact and both ACP and coax-style probes as presented in 3.5.2. The left
contact with the coax probe matches the simulation somewhat. Both measure-
ments with the ACP show significant deviation from the simulation, which is
most likely due to probe-wear. Investigating the E-plane pattern in Fig. A.3

Figure A.1: Micrograph of a series fed patch antenna.
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—— Left Contact Coax — Right Contact Coax

—— Left Contact ACP — Right Contact ACP
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Figure A.2: Simulated and measured input match and gain over frequency for the series fed patch
antenna.

and H-plane in Fig. A.4 shows that the realized gain is highest at 280 GHz,
which would match the measurements done with the ACP probes.

Due to the reflection at the probe-body the pattern shows significant ripple in
the E-plane and very strong lobes in the H-plane. The peak realized gain is
10 dBi with a shift to higher frequencies.
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Figure A.3: E-plane field pattern of the series fed patch antenna.
90°

--- Sim. 240GHz - - - Sim. 260 GHz - - - Sim. 280 GHz
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Figure A.4: H-plane field pattern of the series fed patch antenna.
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A.2 Buried Feed Resonator Antenna

Another design tested is a buried feed resonator loaded antenna. A bow-tie
element is placed on layer 2 in the PCB stackup and four rectangular patches
placed on the top layer. The layout and the micrograph is shown in Fig. A.5.
As the antenna feed is on layer 2, the contact pad had to be placed on layer 2
as well as the via inductance was prohibitive for a layer change in the H-band.
To contact the antenna the substrate layer is removed with a pico-second laser,
leaving the grid like artifacts on the metal. Further, due to manufacturing
issues a thin film of metal contaminated the surface and was also removed
by laser ablation. Incorrect alignment of the laser system caused the laser
pattern to be off and creating the shadow like artifacts. Investigating the input
match shown in Fig. A.6, a decent agreement of simulation and measurement is
visible. While the simulation indicates a wideband input match from 220 GHz
to 285 GHz, the measurement only shows an input match from 221 GHz to
260 GHz. However, the measured gain at boresight over frequency does match
the simulation quite well. A peak gain of 10dBi is observed at boresight and
250 GHz.

Comparing the E-plane pattern in Fig. A.7 with the H-plane pattern shown in
Fig. A.8 shows a significant deviation at boresight. While the latter shows a

(a) Schematic View (b) Micrograph

Figure A.5: Schematic view and realized micrograph of the realized burried antenna.
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Figure A.6: Simulated and measured input match and gain over frequency for the burried resonator
antenna.

peak realized gain in excess of 10 dBi, the E-plane measurement only shows
6.5 dBi, hinting at measurement issues. Each polarization had to be measured
separately to allow mechanical changes to the receiver, hence causing probing
differences. Overall the antenna shows excellent performance compared to
the state of the art in Tab. 5.1. However, the necessity of laser ablating the

substrate and peripheral issues made this design infeasible for the transmitter
systems.
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Figure A.7: E-plane field pattern of the burried parasitic patch.
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Figure A.8: H-plane field pattern of the burried parasitic patch.
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A.3 3D-Printed Curved Antenna

A main benefit of using 3D-printing is the possibility of 3D-freeform structures.
This option was also investigated and an antenna design with a curved resonator
fabricated. The micrograph is shown in Fig. A.9. After manufacturing and
testing it was found that the design is defective. Investigations showed that
the layer step height was to large with 5 um to be electrically connected in the
sputtering process. Hence each step is electrically separated from each other.
In [1] such structures were successfully fabricated, however using a different
printer which achieves a z-resolution of 100 nm.

Figure A.9: Micrograph of the realized 3D shaped antenna.
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A.4 Differential Test and Measurement

Building a differential amplifier creates challenges in testing and measuring
the realized circuits. Current state of the art on-wafer measurement equipment
is limited in its capabilities to measure differential circuits. Firstly, no on-
wafer prove is available to contact the circuits in the targeted frequency ranges.
Secondly is there currently no calibration standards available to synchronize
the phase output of the used upconverter modules. Hence, other ways have to
be sought to achieve a proper differential stimulus. This can be achieved by
using a balun, either passive or active, which will be compared in detail in the
following sections.

A.4.1 Passive Baluns

Three different Marchand baluns were designed as stand-alone parts to measure
the various differential circuits within this work. Two more baluns were
designed to match and connect the power amplifiers themselves. The three
stand-alone baluns are shown in Fig. A.10. They are built by coupled 1/4
sections. Version 1 shown in Fig. A.10(a) is realized in the copper backend
of IHPs SG13G2Cu process. The lines are on the same plane as the upper
thick copper layer. The ends of the differential lines are shorted to the ground
plane. The balun is folded to save space. The output pad is not optimized. The
second version is realized in the aluminum backend and features an optimized
differential pad with the removed ground and an optimized pad shape. The
balun has a 45° section to reduce fringing fields. The coupling is happening
between top layer two and top layer 1 of the BEOL. The single-ended line is
significantly smaller to compensate for the increased capacitance of the coupled
line. The last version of the balun is double-folded and also uses inter-layer
coupling. A T-style slot in the ground plane helps optimize the symmetry
by steering the ground currents better. The output pad is enlarged for better
bondability, and the structure is designed as GCPW.
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(a) Version 1 (b) Version 2 (c) Version 3

Figure A.10: The different version of the used stand alone baluns used for test and measurement
of the antennas and final systems. Version 1 is realized in SG13G2Cu while version
2 and 3 are realized in SG13G2.

A.4.2 Active vs Passive Baluns

Baluns are widely used components at all frequency ranges. Passive im-
plementations either use a transmission line 180° phase shift technique or a
fundamental mechanism to create a counteracting current such as transformers
quadrature hybrids. Balun design’s main challenge is achieving broadband
operation, low loss, and high-quality differential output. Secondary consid-
erations include common and differential mode impedance, as a mismatched
standard mode impedance can cause amplifier instability.

Another approach is using an active circuit to generate a differential signal.
This can be achieved by having a differential pair with high common mode
suppression that converts an input signal into a differential output signal. Such
a circuit operating above 200 GHz was published for the first time in [16]
as part of this work. A modified differential stage is at the core, as shown in
Fig. A.11. The input branch is matched with a series L-C-L network. Matching
the unconnected port with a specific impedance is very important to maximize
common mode suppression. Cross-coupled capacitors reduce the Miller effect
and introduce more single-ended to differential mode conversion. A significant
part plays the output transformer. By avoiding a center tap on the secondary
coil, a common mode suppression of better than —20 dB is achieved.

The base connection of the upper transistors is shared to allow for differential
cancellation. Placing a larger capacitor at this node will allow common mode
currents and should, therefore, be omitted. A small capacitance of 6 fF is added
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Figure A.11: Schematic of the active balun [16].

to support the gain and stability. The transformer has a significant capacitive
coupling, so a small amount of common mode signal can couple through. To
enhance the symmetry of the output signal, a small 4 fF capacitor is added to
one side of the output transformer.

The realized circuit is shown in Fig. A.12. In order to measure the chip a passive
balun is connected to the output and deembedded through simulation results.
A major shortcoming in the manufactured chip is an additional hatching of
the lower metal layers by the manufacturer. This is shown as a magnification
in Fig. A.12. This hatching was not considered in the simulation and causes
major deviations in the results. Due to the small size of the hatching grid
it is not practically possible to include the slits in the EM-simulation of the
complete circuit. The mesh cells increase to a non-feasible amount and are
also too small causing a large amount of numeric errors that accumulate.

Using a transmission line and a series of simulations a simplified model
of the hatching is constructed. The effect of the hatching is approximated
by using a complex metal impedance from the original 43 103000S m~!
to 1710300Sm~"! +;300000S m~! and an additional surface roughness of
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A.4 Differential Test and Measurement

Figure A.12: Micrograph of the fabricated active balun test circuit [16].

0.5 pm and model "Smooth". The complex metal impedance should model the
path elongation due to the hatching.

The chip is measured and the results are shown in Fig. A.13. As expected
due to the hatching simulation and measurement do deviate more from another
than pure measurement uncertainty. Especially the thru behavior S,; is not
correctly modeled in neither simulation with modified metal conductivity nor
an extensive simulation with the metal slits. This indicates a more deeply
rooted issue in the metal stack. The input match can be approximated quite
decently by the change in conductivity, while the output matching sees some
deviation. Overall a 40 GHz bandwidth around 257 GHz is achieved with a
maximum gain of 1 dB ignoring the output marchand balun losses.

This shows that an active balun can be utilized at H-band frequencies, although
bandwidth and reciprocity might suffer. However, on the flip side the reverse
isolation is quite helpful in preventing stability issues with changing input
impedances due to bad probing.
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Figure A.13: Simulation and measurement results of the active balun. Plotted in red solid lines is
the measurement; in blue dotted lines the simulation without the slits. In green dashed
lines the metal conductivity was changed, and in purple the slits were considered in
the EM simulation [16].

Table A.1: Performance comparison to other published works [16].

Reference Type Freq. IL Amp. Balance | A¢ Size
[AYIN*19]| 3-line 94-177 | —1.5dB 1dB 7° | 0.026 mm?
[AFS15] | Marchand |200-325| —2.3dB 1.5dB 10°| 0.015 mm?
[SCE19] |Three-Line | 140-220 | —0.7dB 0.6dB 3° | 0.0064 mm?
[LLK*15] Active | 113-133| —2dB 1dB 10°| 0.21 mm?
[YCL*20] Active | 135-165| 1.5dB 0.35dB 5° n.a
This [16] | Marchand |200-330 | —2.5dB 1.5dB 2° | 0.02mm?
This [16] Active | 237-277 | 1(3*) dBm 0.5dB 5° [ 0.0168 mm?

¢ After deembedding output balun losses.
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