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Abstract
To solve the multiscale problem of additive manufacturing of large components by material extrusion (MEX), this work
utilizes the methodology of submodeling and shows the necessary modeling steps to apply the methodology to the material
extrusion process. The research enables the coupling of high-resolution models and process simulations at the component
level. It allows the investigation of local effects such as crystallization effects or the resulting interface strength and its
dependence on process variables in critical zones of a component, considering the component geometry as well as global
and component-specific process conditions. The principle is verified numerically and validated experimentally, showing good
agreement. In addition, different specifications for boundary conditions and submodel sizes are compared and evaluated.
Variable time increments are used to apply the submodels with a computational time independent of the component size. In
addition, sensitivity analyses provide information on the necessary temporal and spatial discretization of the submodel for
the most accurate prediction of the temperature profile.

Keywords Material extrusion (MEX) · Fused filament fabrication (FFF) · Thermal profile · Multiscale · Process simulation ·
Finite element analysis (FEM)

1 Introduction

Today, additive manufacturing using material extrusion
(MEX) is a comparatively innovative process for the pro-
duction of unreinforced as well as reinforced thermoplastic
components and is attracting growing interest within the
manufacturing industry. Additive manufacturing is not sub-
ject to the limitations of conventionalmolding tools and com-
plicated multi-step manufacturing processes. In addition,
the need for intensive manual labor, expensive production
equipment (e.g., tools and autoclaves), and material waste
in the production process is significantly reduced. Additive
manufacturing of pure thermoplastics [1], but especially of
compounds with cut or continuous fiber reinforcements [2,
3], offers high performance and, thanks to the design freedom
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gained, a promising strength-to-weight ratio of the manufac-
tured components [4].

The mechanical properties of components produced with
MEX result not only from the selected trajectory, but also
from the resulting geometry of the deposited strands, the
interface strength of two deposited strands, and the degree of
crystallization within a strand. These local properties are sig-
nificantly influenced by the thermal history [5–9]. The local
temperature profiles depend on several factors determined
by the process parameters or the hardware used. The process
parameters interact strongly with each other, which makes
it difficult to investigate the influencing factors individually,
but also makes it clear that understanding this interaction is
crucial for the further development of MEX processes.

The influence of the process parameters on the local tem-
perature history and thus on the mechanical properties is
usually determined by experiments on printed specimens
[10–13]. Due to the large number of process parameters,
experimental investigations are very time-intensive [14]. In
addition, the measured properties at the coupon level do
not necessarily correspond to the actual properties of the
printed component. This is because different process con-
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ditions may prevail during the component manufacturing
[15]. For example, the distance between the deposition of
two adjacent strands can deviate. Especially for structures
printed with integrated discontinuous and continuous fibers,
the interfacial strength and the associated distinct anisotropy
is a limiting factor for the resulting strength of the component
[16, 17].

Due to the described limitations and difficulties of experi-
mental investigations, an analysis with the help of numerical
methods is in high demand. For the investigation of resulting
strand geometries, different approaches based on the finite
volume method (FVM) [18–22] or the smoothed particle
hydrodynamicsmethod (SPH) [23–26] have been developed.
Zhang and Chou [27] developed a finite element analysis
(FEA) for heat transfer simulation, which used the activa-
tion and deactivation of finite elements to map the material
deposition process. To investigate the influence of process
parameters on the distortion and residual stresses, Faval-
oro et al. [28] and, further, Brenken et al. [29] developed
a simulation approach based on the commercial FE software
Abaqus. This work forms the basis for the method pre-
sented in this paper. Ramos et al. [30] propose an FE-based
heat transfer model for efficient thermal history prediction.
They also use the element activation approach and addition-
ally introduce adaptive coarsening of the elements through
an error-based coarsening condition. In addition to these
publications, several other studies have been published on
FE-based methods for the prediction of temperature profiles
[31, 32] or process-induced prediction of distortion and resid-
ual stresses [33–35]. Brenken et al. [36] published methods
to predict the crystallization that occurs during the printing
process of short-fiber reinforced thermoplastics, while Baro-
cio et al. [37] and other authors [7, 31, 38–40] published
approaches to predict the bonding that occurs between indi-
vidual deposited strands. To predict interfacial effects during
the manufacturing of a component, Sinha et al. [41] devel-
oped a heat transfer simulation method based on the finite
difference method to determine thermal interface profiles
computationally.

These various publications clearly show that the local
effects described above, such as interfacial strength, degree
of crystallinity, and strand geometry, are determined by the
local temperature profile. To accurately predict these local
temperature profiles, a sufficiently fine discretization of the
individual strands is required. In addition, the high cooling
rates require very small time increments during the simula-
tion compared to the process time. For the process simulation
of entire components, such a fine spatial and temporal dis-
cretization is hardly feasible, since the very small dimensions
of the individual strands compared to the possible component
size lead to unmanageable computation times. Therefore,
micro- or meso-level methods are used for the numerical
investigation of local effects. However, to investigate the

influence of the effects on the strength of a component, a
prediction of the local effects concerning the process con-
ditions within the component is required. Thus, predicting
the mechanical properties within the component is a multi-
scale problem that requires both fine-resolution models as
well as the macro-scale process and component conditions.
The research underlying this paper addresses this research
gap with the aim of being able to use fine-resolution models
at the component level and thus to be able to predict local
properties within printed components using these meso- and
micro-models.

To deal with similar multiscale problems, the submodel-
ing approach is used in different implementations in other
technical areas [42–44]. The submodeling approach follows
the Saint-Venant principle, according to which the influ-
ence of local effects decreases with increasing distance. By
implementing this principle for the numerical prediction of
certain quantities, information from a macro-simulation is
transferred to models with finer resolution. This technique
can also be found in approaches to simulate the powder bed
fusion process [45]. The applicability of the general method
to the MEX process and the process-specific assumptions
to be made have not yet been demonstrated. The present
paper addresses this research question and applies the general
approach of submodeling to the MEX process. The suitabil-
ity of submodeling for the MEX process is based on the fact
that the high cooling rates of the process and the compar-
atively low thermal conductivity of thermoplastics indicate
that cooling effects such as free convection and radiation
are mainly responsible for the local temperature profile dur-
ing MEX. The work presents a methodology that allows
the coupling of fine-resolution mesomodels with MEX pro-
cess simulations at the component level. The information
about the local process conditions within the component is
derived from an upstream process simulation of the entire
component with coarser discretization and transferred to the
small, fine-resolution model, the so-called submodel. Differ-
ent thermal boundary conditions, the size of the submodel,
and its discretization, supported by numerical verification
and experimental validation, are investigated and discussed.
Based on the good validation results, a recommendation is
given for the size of the submodel and the boundary condi-
tions.

2 Methodology

2.1 Submodeling concept

The FE softwareAbaqus 2023 and its plug-in for modeling
additive manufacturing processes are used for simulation.
Element activation according to a given trajectory enables
the modeling of material extrusion. A predefined initial tem-
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perature of an element represents the extrusion temperature.
In addition, the plug-in considers continuously changing sur-
faces with advancing element activation and the associated
convection and radiation.

The high cooling rates described in the literature [46] and
the comparatively low thermal conductivity of thermoplas-
tics indicate that cooling effects such as free convection and
radiation are mainly responsible for the local temperature
profile during MEX. This paper presents a method based
on the submodeling approach with time-dependent bound-
ary conditions, which allows modeling only a small volume
around an area of interest to predict the local temperature pro-
file. This allows a finer spatial and temporal resolution and
thus a more accurate representation of the local temperature
profile. The fundamental principle behind submodeling is
the Saint- Venant principle [47], according to which local
effects diminish with distance. Thus, the prediction uncer-
tainty should be sufficiently small if boundary conditions
and the size of the submodel are defined appropriately.

Figure1 schematically shows the submodeling approach:
To predict the temperature profile at a given point on the com-
ponent as accurately as possible, only a section is simulated.
This section represents the submodel. While the entire com-
ponent is discretized in a state-of-the-art process simulation
and thus represents the domain to be solved, the submodel
approach models only a smaller area around the area to be
investigated. There are no elements in the region outside the
submodel. The submodeling method follows the approach
that the modeling of the printing process for the small sub-
model is, in terms of the printing time and trajectory, the same
as for the entire componentmodeled. The elementswithin the
submodel are thus activated at the same time as the elements

would be activated at the corresponding location during the
simulation of the entire component. The local process condi-
tions at the domain boundaries of the submodel are derived
from an upstream simulation of the entire component with
a coarser discretization. Suppose the temperature profile is
to be predicted at a point near the component’s boundary.
In that case, these boundary effects, such as heat exchange
with the air or the build platform, are also modeled within
the submodel.

2.2 FE process modeling approach and governing
equations

The governing equation for thermal modeling is the heat bal-
ance equation in combination with the generalized Fourier
equation [48]. It can be formulated as the weak form by mul-
tiplying a test function δT , integrating over the domain �,
and applying the chain rule and the divergence theorem:

∫
�

ρcp
∂T

∂t
δT dV = −

∫
�

(κ∇T )·(∇δT )dV−
∫

�O

sδT dA,

(1)

where T is the temperature, t is the time, ρ is the material
density, cp is the heat capacity, κ is the thermal conductivity
tensor, and s is a surface flux at the boundary �O . V stands
for the volume, A for the surface, and the nabla operator ∇
expresses the gradient. The domain � changes continuously
as the printing process progresses, resulting in a continuously
changing domain boundary �O . Heat flow source terms such
as those caused by crystallization effects are not taken into
account here.

Fig. 1 Schematic representation of the submodel approach: To predict
the temperature profile at a certain point on the component as accurately
as possible, only a small section is simulated. This section represents the

submodel. The local process conditions are derived from an upstream
process simulation of the entire component
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In a process simulation of the entire component, the heat
flow s can be formulated by

s = sconv + srad + shp. (2)

sconv describes the heat flux causedby free convectiondefined
as

sconv = hconv(T − Tamb), (3)

with ambient temperature Tamb and the convection coefficient
hconv. srad describes the heat flux by radiation, defined as

srad = σε(T 4 − T 4
amb), (4)

with Stephan-Boltzmann constant σ and emissivity coeffi-
cient ε. shp describes the heat flux into the component due to
the heat of the build platform.

The smaller domain �sub of the submodel implies a
change in the surface flux s. The heat flux into the system
through the build platform is not present in the submodel.
The convection and radiation of the free surfaces at the print-
ing front within the system are still present. In addition, there
is a heat flux scondpoly across �O from the submodel into the sur-
rounding printed structure. Thus, the heat flux across �O of
the submodel is given by

s = sconv + srad + scondpoly . (5)

2.3 Boundary conditions of the submodel

The geometry of the submodel is defined as a cuboid volume
around the area of interest (in this case the center point CP).
This allows the boundary conditions to be defined individu-
ally for each surface of the submodel. In this work, different
boundary conditions to represent the heat flow scondpoly over each

surface are compared. These methods include adiabatic con-
ditions (scondpoly = 0), uniform and constant Dirichlet boundary

conditions (T const
poly ), and uniform and time-dependent Dirich-

let boundary conditions (Tpoly(t)). Figure2 shows the defined
boundary conditions at the domain boundaries at the CP
printing time. The left side of the figure shows an additively
manufactured cube modeled according to the state-of-the-
art. The entire cube represents the domain and is therefore
filled with elements. The cooling effects are defined by con-
vection sconv and radiation srad over all domain boundaries
and the resulting free surfaces within the domain. The heat
flow through the heated build platform shp is implemented by
a Dirichlet boundary condition. The right side of the figure
shows the modeling with the submodeling method. Here,
only a certain area around the CP is filled with elements,
which represents the model domain. The domain boundaries
to the surrounding polymer, where the boundary conditions
are defined, are shown in red. Inside the domain, heat flows
result from convection sconv and radiation srad over the free
surfaces occurring during the process (shown in blue).

In the actual process, the polymer temperatures Tpoly(t, x,
y, z) vary with location and time along the submodel bound-
aries. However, this work aims for the simplest possible
submodeling, so these location dependencies of the Dirichlet
boundary conditions are ignored. The recommended proce-
dure for determining these conditions involves an upstream
process simulation of the entire component, which provides
the temperatures for each submodel surface. A coarser dis-
cretization can be used for this simulation. The temperatures
are determined as shown in Fig. 3 for the y and z surfaces:
T y−
poly, T

y+
poly, T

z−
poly and T z+

poly. The constant Dirichlet bound-

ary condition T const
poly is defined as the temperature at the

time of printing the layer containing the CP. These tem-
peratures are measured at points marked in Fig. 3, at a
distance from the CP equal to half the submodel edge length.
The time-dependent Dirichlet boundary condition Tpoly(t) is

Fig. 2 Schematic representation
of the defined boundary
conditions for modeling
according to the state-of-the-art
(left) and with the submodeling
method (right)

123



The International Journal of Advanced Manufacturing Technology

Fig. 3 Schematic representation
of the method for determining
the time-dependent Dirichlet
boundary condition Tpoly(t)
from an upstream process
simulation of the entire
component with low
computational effort

defined as the temperature evolution at these points. For the
upstream simulation, a time increment tinc can be chosen so
that one complete layer is activated per step. The element
height equals the strand height, and the element width equals
the strand width swidth or a multiple thereof, ensuring that
the nodes of the component simulation and the submodel
boundary overlap. Linear interpolation between the specified
time-dependent temperature values is used for the submodel
simulation.

2.4 Time discretization

With the submodeling approach presented here, a high tem-
poral resolution is only required when strands are deposited
within the submodel. At times when no elements of the sub-
model are activated, i.e., other areas of the component are
being printed, the heat input into the center is very low and the
cooling rates to be recorded are smaller. Therefore, at these
times, toutinc >> t subinc can be selected. A transition region is
defined in which no elements of the submodel are activated,
but small t subinc are still defined (marked orange in Fig. 4).

This allows the cooling rates immediately after leaving the
virtual nozzle of the submodel to be taken into account and a
single increment (ntinc = 1) to be defined until the nozzle re-
enters the submodel. The Tpoly Dirichlet boundary condition
ensures that when the nozzle re-enters the submodel (i.e., ele-
ments are reactivated and thermal energy is introduced into
the system), the temperature distribution in the real com-
ponent matches the real process conditions. This makes the
required computation time of the new method independent
of the size of the entire component.

3 Process andmaterial for method
verification and validation

3.1 Process

The Composer A4 made by Anisoprint was used to man-
ufacture the validation components. The nozzle used has a
diameter of 0.4mm. An extrusion width of 0.45mm is speci-
fied in the slicer. The slicer-specific overlap of the individual

Fig. 4 Illustration of the defined time increment tinc within the sub-
model (green) with tinc = t subinc and for the time when the filament would
be deposited outside the modeled domain. Here, the tinc for a given time

(orange) corresponds to the increment within the submodel toutinc = t subinc .
The remaining time (black) is defined by one increment (ntinc = 1)
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strands, the width of the component, and the trajectory used
in this work result in a strand width swidth of approximately
0.41mm, as shown in Table 1. The slicer and printer settings
shown in Table 1 were chosen for the experiments as well
as the simulations. The fan was switched off, and the build
chamber was open due to the need to insert the thermocou-
ples. Tomeasure the room temperatureTroom, a thermocouple
was attached to the build platform so that the measurement
point was at the height of the printed component. The aver-
age of the five measurements of the room temperature was
Troom = 28.47◦C . The higher temperature compared to the
lab temperature is due to radiant heat from the build platform.

3.2 Materials

The material used is BASF Ultrafuse unreinforced PLA fil-
ament [49]. The polymer’s low melting and glass transition
temperatures, low tendency to warp, and relatively high sur-
face hardness make it particularly well suited for additive
manufacturing, allowing for robust process control [50]. Due
to its good printability, PLAhas been exemplarily used in this
work.

In this work, the mesostructure is modeled homoge-
nized. The individual strands and the process-typical voids
are therefore not explicitly modeled but combined to form
a homogenized region. The given material properties thus
also represent homogenized values of the process-typical
mesostructure: The density ρPLA = 1208 kg/m3 of the PLA
structure produced using the process parameters fromTable 1
was measured according to the Archimedean principle using
the ME-DNY-43 density meter and the ME204T/00 analyt-
ical balance from Mettler Toledo. The anisotropic thermal
conductivity κ of the printed structure with unidirectional
material orientation is set to κx = 0.195W/mK, κy =
0.135W/mK, and κz = 0.181W/mK according to Elkholy
et al. [51]. The temperature-dependent specific heat capacity
cp(T ) was determined using differential scanning calorime-
try (DSC) and is shown in Fig. 5. Non-isothermal DSC
experiments further show that no significant crystallization
effects occur at the cooling rates typically encountered in this
process. Therefore, no latent heat is taken into account.

Table 1 Slicer and process parameters selected for the manufacturing
of all specimens

Process parameter Value Unit

Nozzle temperature TN 212 ◦C
Bed temperature Tbed 55 ◦C
Layer height lheight 0.2 mm

Extrusion width ewidth 0.45 mm

Strand width swidth 0.41 mm

Infill printing speed vinfill 50 mm/s

Fig. 5 Temperature-dependent specific heat capacity cp(T ) of the PLA
used, measured by DSC

4 Mesh size and time increment

To predict the temperature history as accurately as possible,
the mesh size and the selected time increment tinc are cru-
cial. This section therefore presents a sensitivity analysis to
identify the required mesh size and tinc. The study includes
the accurate prediction of the temperature gradient within a
strand as well as the requirement for a steady curve of tem-
perature history.

Mesh size To quantify the required number of elements
within a strand not only to the strand width (y-direction)
and height (z-direction) but also along the extrusion direc-
tion (x-direction), a unit cell is introduced, as shown in Fig. 6.
Its width and height are equal to the strand width swidth and
height aheight, and its length in the extrusion direction is equal
to swidth. This allows a minimum number of elements to be
defined for all axes. Figure6 shows examples of meshing
concerning the edge lengths of the unit cell.

To investigate the sensitivity of the element size to the
temperature gradient, a single strand deposited on the heated
build platform is considered. This represents the extreme case
in terms of the temperature gradient. The process parameters
listed in Table 1 were used for the simulation studies. As
shown in Fig. 7, the temperature profile along the height of
the strand (z-direction) as well as the width of the strand
(y-direction) at the time of deposition (1) and at the same
time 10mm behind (2) are determined to evaluate the spa-
tial discretization. In the x-direction, the temperature profile
along the top of the strand is shown. The tinc was chosen
as a function of the element size in the extrusion direction
(x-direction), resulting in one element being activated in the
x-direction per tinc. Figure8 shows the percentage deviation
of the different discretizations from the finest discretization
of 10 elements per edge length of the unit cell, averaged over

123



The International Journal of Advanced Manufacturing Technology

Fig. 6 Introduced unit cell to
quantify the required number of
elements within a strand in terms
of strand width (y-direction),
strand height (z-direction), and
extrusion direction (x-direction)
(top). Below are examples of
meshing about the edge length
of the unit cell

Fig. 7 Results of the mesh
analysis of the spatial
discretization on the
temperature distribution within
a deposited strand. Performed
with 1, 2, 4, 6, 8, and 10
elements per side length of the
unit cell and evaluated
immediately after element
activation (point 1), shown in c
and d, and 10mm afterward
(point 2), shown in e and f
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Fig. 8 Percentage deviation of
the different discretizations
concerning the finest
discretization of 10 elements per
edge length of the unit cell.
Averaged over all nodes along
the respective path. Performed
with 1, 2, 4, 6, 8, and 10
elements and evaluated
immediately after element
activation (point 1), shown in c
and d, and 10mm later (point 2),
shown in e and f

all nodes along the respective path. Based on the average
deviations, two elements per unit cell along the extrusion
direction (x-direction) are considered sufficient. However, at
least four elements are required along the height and width
of the strand. For the process parameters used in this work,
the elements therefore have the edge lengths lx = 0.205mm,
ly = 0.1025mm, and lz = 0.05mm.

Time increment To demonstrate the required tinc, four
20mm strands were placed side by side and on top of each
other on a heated build platform. Four elementswere selected

for each edge of the unit cell. Figure9 shows the temperature
profile in the center of the resulting 2x2 strands component
for different tinc. In addition to the tinc that results in the acti-
vation of one element along the extrusion direction per tinc (1
element in x-direction), a smaller (1/2 element in x-direction)
and a larger tinc (2 elements in x-direction) were selected.
Figure9 b shows that if tinc is selected so that an element
row is only activated every second increment, the tempera-
ture profile does not show the typical continuous curve. If
several element rows are activated per tinc, the temperature
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Fig. 9 Temperature profile at a point in the filament from the time of its
activation with three different time increments: tinc set to activate two
rows of elements per increment (tinc =̂ 2 element in the x-direction),
tinc set to activate exactly one row of elements (tinc =̂ 1 element in the

x-direction), and tinc set to activate one element every second increment
(tinc =̂ 1/2 element in the x-direction) (a). Close-up for a more detailed
comparison of cooling rates and temperature (b)

peak is slightly underestimated. However, the analysis shows
that such larger time increments can also be selected for an
accurate representation of the temperature profile. Since this
work focuses on the most accurate representation of the his-
tory, a tinc is selected as dependent on the element size along
the extrusion direction so that one element row is activated
per increment and thus the continuous extrusion process is
mapped as realistically as possible.

5 Verification of the numerical principle and
the submodel size

5.1 Model Setup

To verify the numerical principle, a heat transfer analysis of
the additive manufacturing of a cube, as introduced in Sec-
tion 2, is performed as a generic component. A unidirectional
trajectory as shown in Fig. 10 is used.
A cuboid-like submodel as shown in Fig. 2 is modeled
around the center point (CP) of the component. The error
can be estimated by comparing the temperature curves in the
CP. Models with different edge lengths and corresponding
boundary conditions are compared to evaluate the necessary
size of the modeled volume of the submodel.

The small dimensions of the component allow a tempo-
ral and spatial discretization as in the submodel according to
the sensitivity analysis presented in Section 4. This ensures
that the temperature profile is predicted as accurately as pos-
sible, even in the state-of-the-art simulation of the actual
component. In this way, the novel submodeling approach
can be verified numerically. The process parameters used
for the simulation can be found in Table 1. The convection

coefficient is set to hconv = 8W/m2K, and the emissivity
coefficient is set to ε = 0.97 according to [52]. Lin-
ear isoparametric 3D elements with 8 heat transfer nodes
(DC3D8) are used.

5.2 Temperature prediction accuracy

Figure11 shows the calculated temperatures T(t) at the CP
for both the fine-mesh process simulation (gray) and the sub-
model with twelve times the extrusion width (4.88mm) as
length under different boundary conditions. The adiabatic
boundary condition results in the green curve, the constant
Dirichlet boundary condition in the blue curve, and the time-
dependent Dirichlet boundary condition in the red curve.
Temperature fluctuations are due to renewed heat input from
nearby deposited strands. The lower part of Fig. 11 shows
the temperature deviations 
T at the CP over time. The
adiabatic boundary condition significantly overestimates the
temperature, as no heat can dissipate beyond the submodel’s
boundaries. The Dirichlet boundary conditions predict the
temperature similarly to the simulation of the entire cube,
especially immediately after the CP is printed. The constant
Dirichlet boundary condition overestimates the temperature
for the later process stage. This is because the surface of the
submodel cool down during the process after printing the CP,
which the constant boundary condition does not account for
as opposed to the time-dependent one. The initial overestima-
tionof the temperature and the subsequent underestimationof
T when using time-dependent Dirichlet boundary conditions
is due to their uniformity.The boundaries of the submodel,
extruded before the activation time of the CP, actually have
lower temperatures than specified by the selected bound-
ary conditions. The temperatures inside the submodel are
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Fig. 10 Cube as a generic component, with edge lengths (left) and the orientation of the unidirectional trajectory (right)

therefore overestimated immediately after extrusion. The
reverse effect at the later printed domain boundaries leads
to an increasing underestimation of the temperature since a
location-dependent consideration of the Dirichlet boundary
conditions would predict higher temperatures. However, the
error does not grow infinitely but is limited by the choice
of the Dirichlet boundary conditions Tpoly(t). The time-
dependent Dirichlet boundary condition provides the most
accurate temperature curve and is recommended and used to
validate the method.

Figure 12 shows the 
T of submodels of different sizes
with time-dependent Dirichlet boundary conditions com-
pared to the state-of-the-art simulation.On average, the initial

overestimation and subsequent underestimation of the tem-
perature described above can be seen for all sizes. In addition,
the deviations increasingly fluctuate around the mean for
smaller submodel sizes. This is due to the increasing negative
influence of the chosen boundary conditions on the cooling
rate and the resulting temperature peaks in the CP.

The comparison of the computation time between the
entire cube and the submodel with the upstream coarser
simulation shows that the submodeling approach achieves a
reduction ofmore than 98%.All simulationswere performed
on 16 cores. The time advantage increaseswith larger compo-
nents, since the required computation time of the submodel
is independent of the component size.

Fig. 11 Calculated temperatures T (t) at the CP of the state-of-the-art
process simulation (cube) and the submodel with an edge length of
4.8mm and different boundary conditions at its surfaces: Adiabatic
boundary condition in green, constant Dirichlet boundary condition

T const.
poly in blue, and time-dependent boundary condition Tpoly(t) in red.

The lower part shows the deviation of the submodel temperatures 
T
from the calculated temperature curve
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Fig. 12 
T of submodels of different sizes

6 Experimental validation

6.1 Experiment

For experimental validation, the temperature profile during
the printing of a component was measured using Type K
thermocouple sensors with a diameter of 0.07mm. Due to
the small size of the deposited strands, the exact placement
of these sensors strongly influences the error of the measure-
ments. Therefore, a component geometry was chosen that

minimizes the sources of error. The selected geometry with
the indicated trajectory is shown in Fig. 13. To place the
sensors, channels with the height of a layer were provided.
This allows the sensor to be placed in the same position as
reproducibly as possible and the nozzle to be moved over the
sensor without displacing the thermocouple. The channel is
in the layer with the CP. After printing the layer, the pro-
cess is interrupted for 30 s to insert and fix the thermocouple.
When printing is resumed, temperature recording begins and
is evaluated from the first overprint of the sensor. From this
point on, the simulation data are compared to the experimen-
tal data for validation. The extrusion direction is along the
x-coordinate. An additional channel was integrated on the
underside of the component to measure the temperature at
the point of contact between the component and the build
platform. The ambient temperature Tamb was measured dur-
ing the process using a sensor in an area above the build
platform at the height of the component. The process param-
eters given in Table 1were used, and fivemeasurements were
taken. Figure14 shows the mean values of the measurements
at the middle point and the bottom of the component with the
corresponding minimum and maximum values.

The heat input from the deposited strands and the rapid
cooling can be seen. This results in the expected temperature
peaks. In Fig. 14, a temperature peak represents a printed
layer. The general increase in the mean temperature at the

Fig. 13 Component geometry and print setup for experimental validation with thermocouple sensors. The temperature measuring point is marked
in red
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Fig. 14 Mean value of the measured temperature profiles in the center
(black) and at the bottom (brown) of the component with the corre-
spondingminimumandmaximum (lighter color) value for experimental
validation

beginning of the measurement is due to the following phe-
nomenon: The component cools down when the sensor is
inserted before the start of the measurement because print-
ing is briefly interrupted during this time. As a result, the
temperature in the component is lower at the start of the mea-
surement than it would be during continuous printing. The
heat input from the strand deposition after sensor insertion
heats the component as a whole. As a result, the temperature
in the entire component rises again after the sensor is inserted
and the measurement begins. This effect diminishes toward
the end of the measurement as the heat input moves away
from the measurement point. The temperature profile at the
bottom of the component shows no temperature peaks due to
the deposition of the strands in the center of the component.
This proves that the local cooling rates at the measurement
point are predominantly by the cooling effect of convection
and radiation and not by heat conduction into the component.

6.2 Process simulationmodel

For experimental validation, a submodelwasmodeled around
the center of the validation component in Fig. 13. Figure15
shows the submodel inside the component. Ten times the
extrusion width wextr was chosen as the edge length of the
submodel. As shown in Fig. 12, this dimension leads to a
similar peak temperature prediction as the larger submod-
els. The model was discretized according to the results of
the analysis described in Section 4 with four elements in the
strand height and width and two elements per unit length in
the extrusion direction. The time increment at a print veloc-
ity of vp = 50mm/s is tinc = 0.00412 s. The time-dependent
Dirichlet boundary conditions at the interfaces are derived
from the results of the process simulation of the entire com-
ponent as described in Section 2.3 with tinc = tlayer. The
element height was set to the layer height of 0.2mm. The pro-
cess parameters from Table 1 were selected. The GCode of
the validation component was converted into the real nozzle
motion as input for Abaqus using the open-source software
pyGCodeDecode [53]. This software considers the influ-
ence of firmware and hardware limitations on the final nozzle
motion, thus enabling an accurate representation of the real-
istic temperature profiles.

6.3 Comparison of the local temperature profiles

Figure16a shows the experimentally determined temperature
profile in the CP and the temperature profile predicted using
the submodeling approach over the same period. The temper-
ature curve is presented starting from the point at which the
CP is overprinted, as the thermocouple is capable of detect-
ing temperature only from thismoment onwards as described
in Section 6.1. Therefore, when comparing simulated and
experimental data, the temperature does not start above the
melting temperature, but below it. However, it should be
noted that in the simulation, temperature mapping is possible

Fig. 15 Schematic
representation of the validation
component with integrated
submodel in green and the
measuring point in black
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Fig. 16 Temperature curves determined with the novel submodeling method presented in this work and measured with thermocouples sensors in
experiments (a). Close-up for a more detailed comparison of cooling rates and temperature (b). The root-mean-square error (RMSE) is given for
both sections (a) and (b)

from the time the CP is printed (“activated” in the simula-
tion). In this case, temperatures in the range of the nozzle
temperature are predicted.

Using the submodeling approach, the fine-resolution
model can reproduce the measured cooling rates and tem-
perature peaks. Only the two initial temperature peaks are
higher in the numerically calculated curve. There are two
conceivable reasons for this: First, the nozzle temperature
set in the slicer is assumed to be the extrusion temperature
in the simulation. However, it is known from the literature
[54, 55] that the actual extrusion temperature can differ from
the set temperature. On the other hand, due to the thermal
inertia of the thermocouple and its limited sampling rate in
combination with the comparatively high nozzle speed, the
initial temperature peaks may not be recorded as they occur
in the process. The constant temperature profile later in the
process (after about 400s) can be explained by the size of
the submodel. At the transition from the oscillating to the
constant temperature profile, the submodel is already com-
pletely printed.Thismeans that nonewelements are activated
in the submodel domain and therefore no additional heat is
added. Overall, however, it can be concluded that the sub-
modeling approach is capable of simulating the temperature
history at local points of interest, using finely resolved mod-
els locally and accounting for components’ geometry and
process conditions globally. This is also confirmed by the
corresponding root mean square error (RMSE). In the time
range t = 0 s−750 s, the RMSE = 1.86◦C. In the close-up
time range, where local variables such as degree of crystal-
lization and interface strength are significantly influenced,
the error is RMSE = 3.03◦C.

7 Conclusion
A modeling method based on the submodeling approach is
presented, which enables the coupling of high-resolution

models and MEX process simulations at the component
level. It thus allows the investigation of local effects and
their dependence on process variables at local points of
interest in a component, taking into account the component
geometry as well as global and component-specific process
conditions. The submodeling approach follows the Saint-
Venant principle, according to which local effects decrease
with increasing distance. The application of submodeling to
the MEX process is based on the fact described in the litera-
ture that the high cooling rates typical for the process and the
comparatively low thermal conductivity of thermoplastics
indicate that cooling effects such as free convection and radi-
ation are mainly responsible for the local temperature profile
during MEX. The local process conditions in the investi-
gated component are taken into account by time-dependent
Dirichlet boundary conditions, which are determined by an
upstream efficient simulation of the entire component in low
resolution. In this way, the real process conditions are trans-
ferred to the submodel and enable a local prediction of the
temperature profile in additively manufactured components
during production. The predicted local temperature profile
allows accurate prediction of local effects such as interface
strength and degree of crystallinity in the component. The
work thus provides a modeling approach for the multiscale
problem prevalent in MEX.

The required computation time is independent of the
component size, which allows an efficient prediction of
the temperature history. The numerical principle is verified
using a state-of-the-art process simulation on the component
level for unidirectional trajectories. Furthermore, different
boundary conditions and domain sizes of the submodel are
compared and discussed. A sensitivity analysis provides the
necessary temporal and spatial discretization for the fine-
resolution model used. The presented submodeling method
is validated using experimental temperature curves. The vali-
dation testswere performedwith a commercial fusedfilament
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fabrication printer and unreinforced polylactic acid (PLA).
The validation shows a good agreement between the tem-
perature profiles calculated with the submodeling approach
and the experimentally determined profiles. The cooling
rates and the time sequence of the temperature peaks are in
good agreement. The validation shows only slightly higher
temperatures in the numerical determination for the first
temperature peaks. This is most probably due to a lower
effective extrusion temperature compared to the nominal
nozzle temperature specified in the slicer and assumed in
the simulation, the thermal inertia of the thermocouples,
or the limited sampling rate of the sensors. These assump-
tions need to be investigated in subsequent work to further
substantiate the prediction accuracy of the fine-resolution
models and their use to predict local crystallinity and inter-
facial strength of adjacent strands. The work shows that a
cuboid model with an edge length of ten times the extrusion
width is sufficient for the extrusion of PLA. Similar sizes are
expected for other non-reinforced thermoplastics due to their
low thermal conductivity. For fiber-reinforced material sys-
tems, future work will be needed to determine the required
size through investigations such as those described in this
article.
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