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ABSTRACT
A benchmark model that combines an embedded-cluster approach for ionic surfaces with wavefunction-based methods to predict the vibra-
tional frequencies of molecules adsorbed on surfaces is presented. As a representative case, the adsorption of CO on the lowest index non-polar
and most stable facet of CeO2, that is, (111) was studied. The CO harmonic vibrational frequencies were not scaled semiempirically but explic-
itly corrected for anharmonic effects, which amount to about 25 cm−1 with all tested methods. The second-order Møller–Plesset perturbation
method (MP2) tends to underestimate the CO harmonic frequency by about 40–45 cm−1 in comparison with the results obtained with the
coupled-cluster singles and doubles with perturbational treatment of triple excitation method [CCSD(T)] and independently from the basis
set used. The best estimate for the CO vibrational frequency (low-coverage case) differs by 12 cm−1 with the experimental value obtained
by infrared reflexion absorption spectroscopy of 1 monolayer CO adsorbed on the oxidized CeO2(111) surface. In addition, a conservative
estimate of the adsorption energy of about −0.22 ± −0.07 eV obtained at the CCSD(T) level confirms the physisorption character of the
adsorption of CO on the CeO2(111) surface.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0231189

I. INTRODUCTION

For a molecule adsorbed on a crystal surface (low-coverage
case), periodic calculations require a large supercell that minimizes
the interactions between the adsorbate and its periodic pattern,
which renders computations extremely demanding especially when
using hybrid functionals. An alternative strategy to locally study
thermodynamic or kinetic processes in periodic systems is to con-
sider a part of a limited size, the so-called quantum-mechanical
(QM) cluster, where the phenomenon under study takes place.
Finite clusters allow studying isolated defects and adsorbates with
a lower computational cost and simultaneously enable the use of
systematically converging and accurate post-Hartree–Fock methods
establishing the path toward predictions with a level of accuracy

closer to that achieved for molecules in gas phase. Nevertheless, the
main disadvantage of this approach is that it is a finite truncated
model in which long- and medium-range interactions between the
cluster and its surroundings are neglected. A way, however, of solv-
ing the aforementioned limitation is the use of embedding schemes,
which represent the periodic system in a certain manner.

During the past few decades, different embedding models have
been developed when working with periodic systems (bulk and sur-
faces) and when studying the adsorption of molecules in different
facets of ordered crystals (see, for example, Ref. 1). The fragment
of interest, the QM cluster, is treated for correlation effects while
being embedded, either in a system defined employing plane wave-
based periodic Density Functional (DF)2–4 or Hartree–Fock (HF)5,6

theory, or in a system described by periodic wavefunction based
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HF.7–10 The so-called Watson sphere11 was the origin of a differ-
ent family of embedding schemes used for ionic systems (e.g., some
oxides) in which the environment effects in the QM cluster are
shaped by creating a series of point charges (PCs). The difference
between the various PC-designs is based on how the charges are dis-
tributed around the QM cluster, how they are truncated in a finite
set, and which charge values are chosen. On that account, various
techniques and models have been proposed in order to achieve rapid
and correct convergence to the Madelung potential (see, for exam-
ple, Refs. 12–14). These latter issues have often been addressed by
including additional charges such as originally proposed by Evjen15

as well as by Piela et al.16,17 In all cases, the periodic system is divided
into a local region (QM cluster), which is treated with a quantum
chemical method—usually a post-Hartree–Fock method—and the
surroundings of the crystal, described by an electrostatic poten-
tial consisting of a grid of point charges. In addition, a boundary
region can be created to isolate the charge field from the QM clus-
ter to avoid overpolarization of the cluster or charge transfer to the
point charge field.18,19 In this boundary region, the positive point
charges are replaced by pseudopotentials [effective core potentials
(ECPs)], which generally simulate, to a certain extent, the exchange
repulsion effect and compensate for polarization. Resuming the use
of this electrostatic embedding model, recent studies have deter-
mined, for example, the adsorption energies of small molecules on
the rutile TiO2(110) (H2O, NH3, CH4, CH3OH, and CO2)20 and
MgO(001) (CO)21 surfaces and investigated oxygen vacancies in
metal oxides.22,23 Among these recent developments, the periodic
electrostatic embedding cluster model (PEECM)24 is meant to be
used in an automated manner.25,26

In conjunction with these general schemes, computational
challenges arise when dealing with rare earth oxides, which are
becoming increasingly important in catalysis and technological
development.27–29 Among them, cerium dioxide (CeO2, ceria) rep-
resents perhaps the most significant example.30,31 The importance of
ceria in catalysis is due to its capacity to store oxygen, i.e., its ability
to serve as a support or catalyst for redox cycles in different reaction
stages. The investigation of reaction mechanisms that take place on
ceria surfaces or on those where ceria acts as a support requires the
use of experimental techniques that provide sufficient sensitivity to
distinguish diverse surface orientations and eventually the presence
or absence of vacancies and dopants.32,33 The surface-ligand infrared
(IR) vibrational spectroscopy (SLIR)34 in conjunction with carbon
monoxide (CO) as a probe molecule has proved to be very sensitive
to the structure of oxide surfaces.35–39 However, the assignment of
the bands in the range between 2150 and 2180 cm−1 has been a topic
of discussion for years, being identified with the stretching vibra-
tion of CO bound to a hydroxyl group or adsorbed on Ce4+ with
more or less close oxygen vacancies.40–42 To that matter, theoreti-
cal studies that try to explain and confirm the experimental evidence
face a case of physisorption, i.e., a weakly bound molecule,43 where
the prediction of the binding energy as well as the vibrational fre-
quency of CO with a particular degree of accuracy represents a great
endeavor, maybe even more acute than in other systems with other
interaction types linking the molecule more strongly to the surface.
All the latter and its ease enabling the creation and stabilization
of oxygen vacancies44 has motivated multiple studies using peri-
odic density functional theory (DFT), many of them carried out by
Ganduglia-Pirovano et al. (see Refs. 45 and 46 and references

therein) with recent contributions providing the most exhaustive
studies.47–49

Electrostatic embedding models have also been applied in few
occasions to CeO2 bulk24,50 as well as the (111)14,24,51 and (110)52–56

low-index surfaces, which sometimes included the estimate of the
CO binding energy on the (110)52,54–56 and (111)14,51 surfaces. For
this latter purpose and in the case of CO@CeO2(111),51 an embed-
ded Ce13O26 (111) cluster was used in which all six coordinates
of the CO molecule were optimized employing the B3LYP func-
tional and subsequent second-order Møller–Plesset perturbation
theory (MP2) and coupled-cluster singles and doubles with pertur-
bational treatment of triple excitation method [CCSD(T)] single-
point calculations were accomplished in order to apply the method
of increments.57–59

To the best of our knowledge, post-Hartree–Fock methods such
as MP2 and CCSD(T) have never been applied for the prediction of
the vibrational frequency of CO molecule, adsorbed on CeO2 sur-
faces. Although the idea of applying methods such as CCSD and
CCSD(T) to materials by imposing periodic boundary conditions
has been promoted over the past decade (see Refs. 60–62 and refer-
ences therein), the high computational cost has limited their routine
use. Therefore, different reduced-scaling techniques—for example,
the local natural orbital (LNO) coupled-cluster (CC) method (LNO-
CC)—has been developed and applied intensively; see Ref. 10 for a
compact summary.

Thus, this work benchmarks, for the first time, the stretching
frequency of CO adsorbed on the (111) facet of CeO2, as well as its
binding energy by means of the embedding cluster model PEECM
in conjunction with correlated methods such as MP2 and canon-
ical CCSD(T). In addition, unlike common practice in theoretical
catalysis,47 the CO harmonic vibrational frequencies were not scaled
semiempirically but explicitly corrected for anharmonic effects uti-
lizing a one-dimensional representation of the anharmonic potential
along the CO vibrational normal coordinate.

The rest of this paper is organized as follows: Sec. II describes
the details of the methodology applied in this work. The presen-
tation and discussion of the results are elaborated in Sec. III. The
influence of the size and shape of the clusters used in the embed-
ding model when predicting the frequency of the CO is analyzed in
Sec. III A. Section III B focuses on the analysis of the computed CO
stretching frequency and on the assessment of the origin and magni-
tude of the uncertainties of the predicted values. In addition, in this
section and in the aftermath of including anharmonic corrections,
the final results are compared with the experimental evidence. Next,
the CO binding energy is evaluated and compared to the previous
literature (Sec. III C). Finally, Sec. IV summarizes the present work
indicating the possibility of applying the methodology reported here
to other cases where other CeO2 facets are studied—including the
presence of oxygen vacancies—as well as other adsorbates and cat-
alytic processes for which an accurate theoretical prediction can play
an important role.

II. METHOD
A. Surface structural optimization by periodic DFT

Five different computed CeO2(111) surfaces taken from the lit-
erature or optimized in this work were investigated. In all cases,
the slab layer model and the supercell approach,63 in conjunction
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with the Vienna Ab initio Simulation Package (VASP),64,65 were
employed. These surfaces were obtained using three different func-
tionals, i.e., the van der Waals functional BEEF-vdW,66 the PBE67

functional, within the generalized gradient approximation (GGA),
in conjunction with a Hubbard U-like term68 (U = 4.5 eV for the 4f
states of Ce), and the HSE06 hybrid functional.69–74 Bulk ceria has a
structure belonging to the Fm3m space group with calculated lattice
constants of 5.499 Å (BEEF-vdW), 5.485 Å (PBE +U),48 and 5.398 Å
(HSE06).48 The CeO2(111) structure obtained with the BEEF-vdW
functional with a slab model consisting of (2 × 2) layers was directly
computed in this work, while the data regarding the PBE-U and
HSE06 functionals and employing the cell sizes of (1 × 1) and (2 × 2)
were taken from the literature.48 In all cases, the Monkhorst–Pack75

method was used to explore the Brillouin zones. All supercells were
defined with a vacuum space of at least 15 Å. The valence electrons
[Ce(4f, 5s, 5p, 5d, 6s) and O(2s, 2p)] were treated with the projector
augmented wave (PAW) method with a wave cutoff energy of 500 eV
(415 eV for the BEEF-vdW calculations). The remaining electrons
were treated as part of the atomic cores.

B. Embedded cluster model
and post-Hartree–Fock methods

All embedded computations were performed using the TUR-
BOMOLE program package.76 Second-order Møller–Plesset pertur-
bation theory (MP2)77 as well as the coupled-cluster singles and dou-
bles with perturbational treatment of triple excitation [CCSD(T)]78

methods were considered in this research, employing the Karlsruhe
def2-SVP, def2-TZVPP, and def2-QZVPP basis sets,79,80 as well as
the aforementioned basis sets with the inclusion of a small number of
moderately diffuse basis functions, i.e., def2-SVPD, def2-TZVPPD,
and def2-QZVPPD.81,82 The resolution-of-the-identity approxima-
tion (also called density fitting) was applied in all post-Hartree–Fock
methods using optimized auxiliary basis sets.81,83–85 In the case of
cerium and the D basis sets, the auxiliary basis sets were con-
structed applying the procedure described in Ref. 86. All “def2”
basis sets for cerium contain a scalar-relativistic effective small core
potential (ECP) of the Wood–Boring (WB) type covering the inner
28 electrons.87 Convergence thresholds of 10−10Eh and 10−10Eh/a0
were specified for the self-consistent field energies and Cartesian
gradients, respectively.

For the iterative solution of the coupled-cluster equations, both
the change in the energy with respect to the previous iteration and
the Euclidean norm of the residual were chosen to be smaller than
10−10. These tight settings had significant repercussions on the num-
ber of iterations for the solution of the coupled-cluster equations and
on the cost for individual iterations, although they were absolutely
necessary to guarantee an accuracy better than 0.5–0.1 cm−1 for the
vibrational frequencies computed from numerical first and/or sec-
ond derivatives of the potential energy. For most of the post-HF
methods, the core electrons were not correlated (fc). Core–valence
electron correlation effects were investigated at the MP2 level corre-
lating all electrons (ae) and using the correlation consistent polarized
weighted core–valence basis sets (cc-pwCVnZ, n = D,T)88 for car-
bon (C) and oxygen (O), as well as the cc-pwCVDZ-X2C and
cc-pwCVTZ-X2C basis sets89 for cerium (Ce). The corresponding
optimized auxiliary basis sets86,90 were also employed constructing
those for cerium based on the procedure reported in Ref. 86. For

consistency, the “def2” ECP for cerium has also been utilized. For
the point charge embedding, the automated periodic electrostatic
embedding method (PEECM)24 was employed. In this method, the
embedding is divided into two parts, the near-field (NF) and the
far-field (FF). All the NF electrostatic interactions between the QM
cluster and the point charge field are calculated by direct integration,
while the rest of the interactions (FF) are computed by employ-
ing a multipole expansion of the Coulomb interactions91–93 by the
periodic fast multipole method.94–96 To avoid polarization effects in
the surroundings between the QM cluster and the point charges, a
boundary region was defined where the positive point charges closer
to the QM cluster, i.e., points with Ce4+, were represented with the
electrostatic core potential (ECP) ecp-18-mhf 97 for Ti4+ ions. This
choice is based on the fact that the formal charge and the ionic
radius of Ti4+ are similar to those of Ce4+. All clusters were inte-
grated into a charge field (+4 for Ce and −2 for O), which emulate
the Madelung potential.98 Within the embedded cluster model, the
harmonic frequency of CO was numerically computed from ana-
lytic gradients in the case of MP2 calculations. For the CCSD(T)
computations, the CO vibrational frequency was estimated from a
HF-Hessian obtained from analytical gradients with correlation con-
tributions estimated by dint of double numerical differentiation of
energy points using central differences of gradients obtained by cen-
tral differences, which results in (6N)2 energy points (being N the
number of atoms) applying displacements of 0.002 a0. The accuracy
of the numerical procedure was verified with the analytical proce-
dure at the MP2 level, obtaining an agreement better than 1 cm−1.
For the gas phase calculations of CO, the correlation-consistent
basis sets (cc-pVXZ)99 were also employed using analytical second
derivatives100 as implemented in the quantum-chemical package
CFOUR.101 The anharmonic contribution to the potential energy
was evaluated by numerical integration employing a Gauss–Hermite
quadrature and reaching convergence with 13 grid points.102

III. RESULTS AND DISCUSSION
A. Analysis of the size of the QM cluster

Within the embedded cluster model, the first point to take
into account is the definition of the quantum-mechanical cluster
(QM) that is necessary and sufficient to describe the micro-kinetic
or thermodynamic processes under study and which, at the same
time, makes quantum chemical methods such as CCSD(T) acces-
sible. For this purpose, four clusters were designed, i.e., cluster 1
[CeO7Ti12]

38+; cluster 2 [Ce4O22Ti21]
56+; cluster 3 [Ce7O31Ti24]

62+;
and cluster 4 [Ce10O40Ti33]

92+ (see Fig. 1). In Fig. 1, the boundary
regions defined with ECPs of Ti4+ (blue color) were also included.
This set of clusters was chosen such that the influence on the pre-
diction of the CO stretching frequency due to the size and number
of layers defined in the embedded cluster could be assessed. For this
goal, the fc-MP2 method and three different basis sets, i.e., def2-SVP,
def2-TZVPP, and def2-QZVPP, were used. To carry out the geome-
try optimizations, the surface structures were based on the periodic
DFT results and kept fixed; only the structure of the CO molecule
positioned perpendicular to the surface and aligned with the central
Ce atom or the CO molecule and the aforementioned Ce atom were
relaxed. The reason for this decision was based on previous evidence,
which indicated that the most stable non-polar CeO2(111) surface
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FIG. 1. Structure of the four clusters studied in this work:
cluster 1: [CeO7Ti12]

38+; cluster 2: [Ce4O22Ti21]
56+; clus-

ter 3: [Ce7O31Ti24]
62+; and cluster 4: [Ce10O40Ti33]

92+. In
all cases, the CO molecule is positioned perpendicular to
the surface and aligns with the central Ce. (Cerium: green;
titanium: blue; oxygen: red.)

experiences little relaxation effects with interlayer spacing changing
by 0.02 Å at the most.45,103–105 Furthermore, it should be noted that
these clusters describe the case of low coverage, which must be taken
into account when comparing with experimental data.

As it can be seen in Fig. 2, where data obtained with the def2-
TZVPP basis set are displayed using surface structures obtained
with three different functionals, i.e., BEEF-vdW, PBE-U(2 × 2), and
HSE06(2 ×2), the effect of relaxing the geometry of the CO molecule

FIG. 2. fc-MP2/def2-TZVPP CO har-
monic vibrational frequency. Cluster size
and shape dependence analysis con-
sidering only the relaxation of CO (a)
and that of CO–Ce (b). Results for
cluster 1: [CO@CeO7Ti12]

38+; clus-
ter 2: [CO@Ce4O22Ti21]

56+; cluster
3: [CO@Ce7O31Ti24]

62+; cluster 4:
[CO@Ce10O40Ti33]

92+ are displayed for
surfaces obtained using the BEEF-vdW,
PBE-U, and HSE06 functionals.
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compared to that of CO–Ce represents differences in the prediction
of the CO stretching frequency of at most 2 cm−1. In addition, when
analyzing the influence of the cluster size, it is observed that with
clusters 3 and 4, the frequencies are essentially converged and that
the values obtained with cluster 1 overestimate the harmonic vibra-
tional frequency of CO by only 4 cm−1 in the worst case. For the
surface structures obtained using the HSE06 hybrid functional, the
dependence with respect to the cluster-size is also smaller. Similar
conclusions can be drawn starting from other surfaces and using
larger basis sets (see the supplementary material).

The relationship between cluster-size and basis-set size is
shown representatively for the HSE06(2×2) surface using the
MP2 method and three different basis sets in Fig. 3. (For the
remaining surfaces, the results are similar and are provided in
the supplementary material.) The trend observed is independent
whether only the structure of the CO molecule adsorbed on the

surface [Fig. 3(a)] or that of the CO–Ce group [Fig. 3(b)] is relaxed.
The influence of the cluster size is much more relevant with the def2-
SVP basis set for which differences between cluster 1 and cluster 4 of
10 cm−1 [Fig. 3(a)] and 6 cm−1 [Fig. 3(b)] are observed. In the case of
the def2-TZVPP basis set, the cluster-size influence is much smaller
with only differences of 2 and 4 cm−1 in the cases of relaxing only
CO and CO–Ce, respectively. With an even larger basis set (def2-
QZVPP) and although no data are available for cluster 4, it can be
concluded that the difference between cluster 1 and larger clusters
should not amount to higher than 2–4 cm−1. In general, the use of
the small def2-SVP basis set leads to misleading results.

B. CO vibrational frequency of CO@CeO2(111)
The predictions of the harmonic vibrational frequency of CO

on the CeO2(111) surface using the CCSD(T) method were carried

FIG. 3. fc-MP2 CO harmonic vibrational frequency. Cluster-
size vs basis-set size analysis considering only the relax-
ation of the CO structure (a) and that of the CO–Ce trinomial
(b). Results for cluster 1: [CO@CeO7Ti12]

38+; cluster 2:
[CO@Ce4O22Ti21]

56+; cluster 3: [CO@Ce7O31Ti24]
62+;

cluster 4: [CO@Ce10O40Ti33]
92+ obtained employing the

HSE06(2 × 2) surface.
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out for cluster 1. In accordance with the results obtained with
the MP2 method, an overestimation of 2–4 cm−1 is expected for
this cluster size (see Sec. III A). Table I summarizes the values
obtained with the MP2 and CCSD(T) methods for the five opti-
mized CeO2(111) surfaces tested in this work. According to the
results presented in Table I, the following points can be high-
lighted. First, analyzing the results with the PBE-U and HSE06
surfaces, it is concluded that the size of the unit cell is not rele-
vant for the prediction of the vibrational frequency of CO. Second,
in all cases and regardless of the basis set used, the value of the
CO frequency predicted employing the PBE-U and HSE06 surfaces
decreases by 3 and 14 cm−1, respectively, in comparison with the
values obtained with the BEEF-vdW surface. Comparing the perfor-
mance of the MP2 method with the results obtained using CCSD(T),
it is found that MP2 systematically underestimates the harmonic
CO frequency by about 40–45 cm−1. An overall assessment of the
contribution of electron correlation is determined by comparing
the data obtained with the HF method and those obtained with
the CCSD(T) method. According to the data presented in Table
S1 (supplementary material), the contribution of including electron
correlation represents a reduction in the CO harmonic frequency of
258–360 cm−1.

Turning now the attention to the basis set convergence of
the computed harmonic frequencies, when going from def2-SVP
to def2-TZVPP, the frequency decreases in the order of 26 and
20 cm−1 with the MP2 and CCSD(T) methods, respectively. In
contrast, going from def2-TZVPP to def2-QZVPP, the frequency
increases by 8 and 11 cm−1 with the MP2 and CCSD(T) meth-
ods, respectively. At this point, it is to be questioned if this trend
is exclusive to these clusters and to what extend it depends on the
use of the Karlsruhe basis sets. To clarify these issues, the values
of the CO harmonic frequency for the free CO molecule obtained
with the Karlsruhe basis sets (def2-SVP, def2-TZVPP, and def2-
QZVPP) were analyzed in comparison with those obtained with the
correlation-consistent basis sets (cc-pVXZ)99 (see Table II). While
with the cc-pVXZ hierarchy the harmonic frequency increases
consistently by 10 cm−1 when going from cc-pVDZ to cc-pVTZ
and from the latter to cc-pVQZ, an irregularity in the Karlsruhe
def2-SVP basis set is observed, which overestimates the frequency

by about 50 cm−1 in comparison with the cc-pVDZ and the
def2-TZVPP basis sets. Regarding the polarized TZ- and QZ-quality
basis sets, both hierarchies follow the same trend and result in simi-
lar values. Moreover, based on the value obtained with the cc-pV5Z
basis set (see Table II), it can be concluded that both hierarchies
reach convergence using the def2-QZVPP or cc-pVQZ basis sets.
Comparing the experimental value of the CO harmonic frequency,
i.e., 2169.756 cm−1,106 with the theoretical predictions, it is revealed
an underestimation for the CO frequency by about 42 and 6 cm−1

with the MP2 and CCSD(T) methods, respectively. In the latter
case, this difference can be significantly reduced to −0.4 cm−1 by
the inclusion of relativistic effects, core–valence corrections, and
higher-order corrections to the coupled-cluster expansion.107 From
this analysis, it can be concluded that the results obtained for the
CO@[CeO7Ti12]

38+ cluster follow the same behavior as observed
in the CO molecule. This means that, first, that the results of the
def2-SVP basis function are questionable when using wavefunction-
based methods such as MP2 and CCSD(T) and, second, that the
results obtained with the def2-QZVPP basis set can be considered
converged with an underestimation of ∼5 cm−1 due to the neglect of
contributions such as relativistic effects, core–valence corrections,
and higher-order coupled-cluster corrections.

With the goal of investigating some of the latter mentioned
aspects, the influence of including diffuse basis functions and the
effects of the core–valence correlation were additionally examined.
MP2 calculations for cluster 1 using the optimized HSE06(1×1)
surface were used as a model employing the def2-SVPD, def2-
TZVPPD, def2-TZ/QZVPPD, and def2-QZVPPD basis sets as
well as the cc-pwCV(D,T)Z-[Ce:X2C] basis sets. According to the
results presented in Table S2 (see the supplementary material),
adding diffuse functions has negligible effects, i.e., 1, −1, 4, and
2 cm−1 for def2-SVPD, def2-TZVPPD, def2-TZ/QZVPPD, and
def2-QZVPPD, respectively, for the vibrational frequency of CO
adsorbed on CeO2(111). The harmonic frequencies of CO(gas) are
affected somewhat more by −29, −6, −1, and −1 cm−1, indicating
that def2-TZ/QZVPPD and def2-QZVPPD are sufficiently close to
the basis set limit. Employing the cc-pwCVDZ/cc-pwCVDZ-X2C
basis set described in Sec. II B, the core–valence correction (ae-fc)
effects for cluster 1 [HSE06(1 × 1)] amount to 5 and 3 cm−1 for

TABLE I. Harmonic CO stretching frequency (in cm−1 units) for cluster 1 CO@[CeO7Ti12]
38+ obtained for the five different optimized CeO2(111) surfaces tested in this work.a,b

Functional and unit cell size used by the surface optimization

Method Basis set BEEF-vdW PBE-U(1 × 1) PBE-U(2 × 2) HSE06(1 × 1) HSE06(2 × 2)

fc-MP2

def2-SVP 2172 2170 2170 2166 2166
def2-TZVPP 2147 2144 2144 2140 2140
def2-TZ/QZVPP 2155 2152 2152 2148 2148
def2-QZVPP 2155 2153 2153 2148 2148

fc-CCSD(T)
def2-SVP 2207 2204 2204 2200 2200
def2-TZVPP 2187 2184 2184 2179 2179
def2-TZ/QZVPP 2199 2196 2196 2190 2190

aMasses of 12.000 000 u and 15.994 914 630 u for C and O, respectively, were used in all cases.
bThe designation def2-TZ/QZVPP refers to the use of the def2-QZVPP basis set for CO and the Ce atom directly interacting with the CO molecule and of the def2-TZVPP basis set
for the rest of the QM cluster.
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TABLE II. Harmonic frequency of CO(gas) (in cm−1) calculated using the MP2 and
CCSD(T) methods and employing different basis sets.a

Method Basis set Basis set

fc-MP2

def2-SVP 2172 cc-pVDZ 2114
def2-TZVPP 2122 cc-pVTZ 2121
def2-QZVPP 2127 cc-pVQZ 2128

cc-pV5Z 2127

fc-CCSD(T)

def2-SVP 2202 cc-pVDZ 2143
def2-TZVPP 2155 cc-pVTZ 2153
def2-QZVPP 2163 cc-pVQZ 2164

cc-pV5Z 2164
aMasses of 12.000 000 u and 15.994 914 630 u for C and O, respectively, were used in all
cases.

the cluster 1 model and CO(gas), respectively. However, using the
cc-pwCVTZ/cc-pwCTZ-X2C basis set, values of 9 and 9 cm−1 are
obtained, for cluster 1 and CO(gas), respectively. This is quantita-
tively equivalent to the accurate gas-phase value of Ref. 107 and also
indicates that the frequency shift between cluster and gas-phase is
not affected by the core–valence correlation.

In order to bring the theoretical predictions closer to the exper-
imental observation, the harmonic vibrational frequencies were
corrected for the effects of anharmonicity. In the present work,
the anharmonic contribution was directly evaluated by employing
an approach that combines a Finite Basis Representation (FBR)
with a Discrete Variable Representation (DVR) of the potential
energy based on vibrational normal coordinates and in conjunc-
tion with an analytic form of the kinetic energy operator.102 This
model was considered appropriate taking into account the weakly
bound nature of CO as well as its relatively small anharmonic char-
acter. The approach applied in this investigation contrasts with the
method-dependent factor47,48 usually employed in theoretical catal-
ysis, which consists of a scaling process based on the experimental

and calculated frequencies of the CO molecule, i.e., λ =
νexp

COgas

νcal
COgas

with

νexp
COgas

= 2143 cm−1 and where λ is the scale factor by which the
harmonic frequency calculated for CO adsorbed on the surface
is to be multiplied. The values obtained in this research are pre-
sented in Table III. The anharmonic corrections amount to about
24–25 cm−1 regardless of method and basis set used. This small
dependence of methods and basis set has been previously observed
for gas phase molecules; see, for example, the pioneering work of
Handy et al.110 in this regard. Furthermore, this value is in complete
agreement with the experimental anharmonicity of the CO molecule
(26.5716 cm−1)106 and confirms the weakly bound character of CO
on the CeO2(111) surface. At the same time, this result explains
why the method-dependent factor performs very well for this case48

since the scale factor accounts only for the different performance
of the theoretical method (i.e., the periodic DFT functional) when
considering the molecule in the gas phase or adsorbed on the sur-
face. Moreover, the evaluation of the results presented in Table III
indicates that the functional used in the optimization of the surface
plays a relevant role, when comparing with the experimental value.
Therefore, and according to the criteria discussed above, it is rea-
sonable to state that the best prediction of the CO frequency on the
CeO2(111) surface is obtained with the CCSD(T)/def2-TZ/QZVPP
method using the HSE06 surface. This represents a difference from
the experimental data of 12 cm−1, which is plausible considering
the error of approximately +4 cm−1 resulting from considering a
low coverage (θ ≈ 1

4), which is the case under the embedding clus-
ter model here defined, and according to the analysis reported in
the most recent periodic DFT studies.48 In other words, it would be
an experimental blue shift of ≈4 cm−1 in the case of low coverage,
which represents a difference of ≈8 cm−1 with the theoretical predic-
tion presented in this work. This phenomenon has been previously
observed for CO adsorbed on MgO(001), where depending of the
surface coverage, there is a single band shifting from 2157.5 cm−1

(at θ → 0) to 2150.2 cm−1 (at θ = 1
4 ).111 In contrast with the results

presented here, a recent study using periodic LNO-CCSD(T)112

TABLE III. Computed anharmonic CO stretching frequency (in cm−1) for the cluster CO@[CeO7Ti12]
38+ obtained for the five different optimized surfaces tested in this work.

The data in parentheses and italic correspond to the anharmonic correction (in cm−1).a,b

Functional and cell size used for the surface optimization

Method Basis set BEEF-vdW PBE-U(1 × 1) PBE-U(2 × 2) HSE06(1 × 1) HSE06(2 × 2) Exp.c

fc-MP2

def2-SVP 2148 (−24) 2145 (−24) 2145 (−24) 2142 (−24) 2142 (−24) 2154
def2-TZVPP 2122 (−25) 2120 (−25) 2120 (−25) 2115 (−25) 2115 (−25)
def2-TZ/QZVPP 2130 (−25) 2127 (−25) 2127 (−25) 2123 (−25) 2123 (−25)
def2-QZVPP 2130 (−25) 2128 (−25) 2128 (−25) 2123 (−25) 2123 (−25)

fc-CCSD(T)
def2-SVP 2182 (−24) 2179 (−24) 2179 (−24) 2176 (−25) 2176 (−25)
def2-TZVPP 2163 (−25) 2159 (−25) 2159 (−25) 2154 (−25) 2154 (−25)
def2-TZ/QZVPP 2174 (−24) 2171 (−25) 2171 (−25) 2166 (−25) 2166 (−25)

aMasses of 12.000 000 u and 15.994 914 630 u for C and O, respectively, were used in all cases.
bThe designation def2-TZ/QZVPP refers to the use of the def2-QZVPP basis set for CO and the Ce atom directly interacting with the CO molecule and of the def2-TZVPP basis set
for the rest of the QM cluster.
cPolarization-resolved IRRAS experiment of 1 monolayer (ML) CO adsorbed on oxidized CeO2(111) single crystal surfaces at a low temperature (75 K).108,109
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predicts the CO vibrational frequency on CO@MgO(001) (θ → 0)
at 2173.9 cm−1, which is 16.4 cm−1 larger than the experimental
value.111

Added to this, it is needed to bear in mind the experimental
error of the IRRAS (Infrared Reflection Adsorption Spectroscopy)
experiments where different experimental values could exist, as the
spectra are not always recorded under the same conditions and it
is often assumed that the surfaces are completely perfect (e.g., no
defects and low CO coverage). When IRRAS data for model systems,
such as probe molecules adsorbed to single crystals, are available,
one could expect an uncertainty of ∼±2–4 cm−1.34,37 For all this,
in many cases, instead of analyzing absolute frequency values, it
is more coherent either to analyze the frequency shift of charac-
teristic frequencies of the molecule adsorbed on different surfaces
[e.g., CeO2(111) and CeO2(110)] or frequency shift of characteris-
tic frequencies of the molecule adsorbed on a surface in relation to
those of the molecule in the gas phase. In the latter case, the exper-
imental results indicate a blue shift of 11 cm−1 of the frequency
of CO adsorbed in CeO2(111) [1 monolayer (ML) coverage] com-
pared to CO(gas). The predictions made in the present work indicate
a theoretical blue shift of 29 cm−1 (CCSD(T)/def2-TZ/QZVPP)
(θ ≈ 1

4 coverage), which represents a clear overestimation in com-
parison with the experimental shift (+11 cm−1). This can be partially
explained by considering the intrinsic error due to the use of clus-
ter 1 (an overestimation of ∼4 cm−1; see Sec. III A) and the fact
that the embedded cluster model presented here addresses only the
low-coverage case, which according to previous studies48 means an
additional overestimation of about 4 cm−1. Taking these two factors
into account, the νCO(ads) − νCO(gas) is ∼21 cm−1. In addition, aspects
such as the non-inclusion of relativistic effects, core–valence correc-
tions, as well as higher-orders in the coupled-cluster expansion play
different quantitative roles in the CO vibrational frequency in the
gas phase [underestimated by 6 cm−1 at the CCSD(T)/def2-QZVPP
level of theory] and adsorbed on CeO2(111) (overestimated by
7 cm−1). This scenario again differs from the vibrational frequency
shift obtained for CO adsorbed on MgO(001) in which making
use of periodic LNO-CCSD(T), both the CO vibrational frequency
in the gas phase and adsorbed on MgO were equally overesti-
mated by 16 cm−1. This is why the theoretical frequency shift of
+14.7 cm−1 is in excellent agreement with the experimental shift of
+14.3 cm−1.112

C. CO binding energy to the CeO2(111) surface
The adsorption energy of CO adsorbed on the CeO2(111)

surface was calculated according to the following formula:

Eads = E[CO@CeO2(111)] − E[CeO2(111)] − E[COgas], (1)

where E[CO@CeO2(111)], E[CeO2], and E[CO(gas)] represent the
surface energy with the adsorbed CO molecule (i.e., one of the
embedded clusters; see Fig. 1), the surface energy without adsorbate
(i.e., embedded clusters without CO adsorbed), and the energy of
the CO molecule, respectively. This expression for the adsorption
energy was approximately corrected for the basis-set superposition
error (BSSE) employing the full counterpoise (CP)113 scheme. This
means that the molecule-surface adsorption energy was actually
defined as

Eint = E[CO@CeO2(111)] − Ẽ[CeO2(111) + ghosts]

− Ẽ[CO(gas) + ghosts], (2)

where Ẽ[CeO2(111) + ghosts] and Ẽ[CO(gas) + ghosts] are the ener-
gies of the fragments at the same coordinates as in the embedded
cluster with adsorbate (denoted as [CeO2(111)@CO]) and employ-
ing the full system basis set, which means “ghost” basis for the
missing fragment. To this correction, the adjustment due to the
relaxation of the CO molecule as well as a contribution coming from
the vibrational zero-point energy (ZPE) was also added. For the lat-
ter, only the 3N (N = 2) vibrational degrees of freedom of the CO
molecule adsorbed on the surface and the 3N-5 vibrational degrees
of freedom of the free CO molecule were considered. Values for
cluster 1 (CO@[CeO7Ti12]

38+) and cluster 2 (CO@[Ce4O22Ti21]
56+)

with (wBSSE) and without (woBSSE) basis set superposition error
correction are listed in Table IV.

The most recent results obtained with periodic DFT and for
a low CO coverage (θ = 1

4) estimated the CO binding energy
of −0.13 eV, while previous embedded cluster models using the
method of increments57–59 evaluated this magnitude to more than
−0.25 eV.51 In the latter case, single-point HF energies and single-
point electron-correlation contributions obtained at MP2 and
CCSD(T) methods with polarized TZ- and DZ-quality basis sets,
respectively, were sequentially added to the energy of a structure
optimized at the B3LYP/aug-cc-pVTZ level and the BSSE was only
considered in the first term of the increment expansion. Keeping
in mind the importance that electron correlation can play in a cor-
rect and consistent treatment of physisorption interactions, in the
present work, the binding energy was evaluated in a different man-
ner from the incremental scheme, that is, employing a single method
[MP2 and CCSD(T)] in conjunction with a particular basis set (def2-
SVP, def2-TZVPP, and def2-QZVPP). Regarding the counterpoise
(CP) correction, it is recognized in the literature that the CP scheme
is only an approximation115,116 converging often at the complete
basis set (CBS) limit. In fact, multiple studies had led to propose
the use of only half of the CP correction, what has been recently
called as a “heuristic” suggestion.117 In keeping with this idea, the
most reasonable value for the binding energy would be between
the results with and without the BSSE correction. Having said that,
the first conclusion drawn concerning the MP2 results is that the
size of the cluster does not have a significant influence on the val-
ues obtained for the binding energy with a slight underestimation
[(−0.03) eV–(−0.04) eV] for cluster 1 in comparison with cluster
2. Next, it is to be pointed out that the size of the supercell used
for the periodic calculations, i.e., (1 × 1) and (2 × 2), has no influ-
ence on the binding energy as in the case for the CO stretching
frequency. Third, the following trend is observed concerning the
influence of the functionals used in periodic calculations over the
magnitude of the binding energy: ∣Eads(BEEF-vdW)∣ > ∣Eads(PBE-U)∣
> ∣Eads(HSE06)∣. For example, the binding energies obtained with the
HSE06-surface structures are of the order of 0.04–0.05 eV smaller
than those resulting from PBE-U-surface structures. Another aspect
to comment on is the performance of the MP2 and CCSD(T) cor-
relation methods. MP2 tends to slightly overestimate the binding
energy compared to the results obtained with the CCSD(T) method,
with values being ∼0.03–0.04 eV larger. The latter trend is in line
with the underestimation (redshift) of the harmonic frequency of
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TABLE IV. CO adsorption energy (Eads in eV) for cluster 1 (CO@[CeO7Ti12]
38+) and cluster 2 (CO@[Ce4O22Ti21]

56+) obtained for the five different optimized CeO2(111)
surfaces tested in this work as well as calculated literature values (Elit.

ads in eV).a,b,c,d

Functional and cell size used for the surface optimization

BEEF-vdW PBE-U(1 × 1) PBE-U(2 × 2) HSE06(1 × 1) HSE06(2 × 2)

Method Basis set woBSSE wBSSE woBSSE wBSSE woBSSE wBSSE woBSSE wBSSE woBSSE wBBSE Elit.
ads

Cluster 1: CO@[CeO7Ti12]
38+

fc-MP2

def2-SVP −0.41 +0.03 −0.38 +0.05 −0.38 +0.05 −0.32 +0.06 −0.32 +0.06 −0.26e,f

def2-TZVPP −0.38 −0.21 −0.34 −0.19 −0.34 −0.19 −0.30 −0.15 −0.30 −0.15 −0.28g,h

def2-TZ/QZVPP −0.43 −0.23 −0.40 −0.21 −0.40 −0.21 −0.35 −0.17 −0.35 −0.17 −0.27f ,i

def2-QZVPP −0.38 −0.26 −0.35 −0.24 −0.35 −0.24 −0.30 −0.19 −0.30 −0.19

fc-CCSD(T)
def2-SVP −0.38 +0.06 −0.35 +0.07 −0.35 +0.07 −0.30 +0.08 −0.30 +0.08 −0.18f , j

def2-TZVPP −0.34 −0.18 −0.31 −0.16 −0.31 −0.16 −0.27 −0.12 −0.27 −0.12 −0.13f ,k

def2-TZ/QZVPP −0.39 −0.19 −0.36 −0.17 −0.36 −0.17 −0.32 −0.14 −0.32 −0.14

Cluster 2: CO@[Ce4O22Ti21]
56+

fc-MP2

def2-SVP −0.44 +0.01 −0.41 +0.03 −0.42 +0.03 −0.36 +0.05 −0.36 +0.05
def2-TZVPP −0.41 −0.23 −0.38 −0.21 −0.38 −0.21 −0.33 −0.17 −0.33 −0.17
def2-TZ/QZVPP −0.47 −0.25 −0.45 −0.23 −0.45 −0.23 −0.41 −0.19 −0.41 −0.19
def2-QZVPP −0.41 −0.28 −0.38 −0.25 −0.38 −0.25 −0.34 −0.21 −0.34 −0.21

awoBSSE: without basis set superposition error (BSSE) correction. wBSSE: with BSSE correction.
bBSSE includes four contributions: the binding energy; second, Counterpoise (CP) corrections of the basis-set superposition error (BSSE) (see text); the relaxation of the CO structure;
and finally the part corresponding to the harmonic vibrational zero-point energy of CO (ZPE) (see text).
cMasses of 12.000 000 u and 15.994 914 630 u for C and O, respectively, were used in all cases.
dThe designation def2-TZ/QZVPP refers to using the def2-QZVPP basis set for CO and the Ce atom directly interacting with the CO molecule and the def2-TZVPP basis set for the
rest of the QM cluster.
eReference 114.
fDenotes theoretical estimates using DFT under periodic boundary conditions.
gReference 51.
hDenotes computations using an embedded cluster model14 in conjunction with the method of increments57–59 to assess the binding energy.
iReferences 108 and 109.
jReference 48. Periodic DFT using the PBE functional together with a Hubbard U-like term.
kReference 48. Periodic DFT using the hybrid functional HSE06 and θ = 1

4 CO coverage.

CO observed with the MP2 method in comparison with the exper-
imental value of CO(gas) as well as to the predictions obtained with
the CCSD(T) method (see Sec. III B). These results indicate that the
influence of the employed surfaces is greater than that obtained by
improving the electron correlation treatment.

The use of additional diffuse functions for cluster 1 using the
optimized HSE06(1 × 1)-surface and computed at the MP2 level
has larger effects on the adsorption energies. All adsorption ener-
gies become more negative, i.e., −0.08 eV (def2-TZVPPD), −0.05 eV
(def2-TZ/QZVPPD), and −0.03 eV (def2-QZVPPD) for the adsorp-
tion energies without CP correction and 0.04 eV (def2-TZVPPD,
−0.03 (def2-TZ/QZVPPD), and −0.02 eV (def2-QZVPPD) for the
adsorption energies with CP correction. While the changes for the
larger basis sets are noticeable, they are only 8%–15% for the two
larger basis sets considered in the present study and therefore negli-
gible within the expected accuracy of the current approach. Changes
from −0.17 to −0.20 eV or −0.19 to −0.21 eV as observed here
do not alter the qualitative interpretation of the adsorption ener-
gies. At the MP2/cc-pwCVDZ level, the core–valence correction

amounts to −0.02 and 0.00 eV for cluster 1 [HSE06 (1×1)] or
the adsorption energies with/without CP correction, respectively.
With cc-pwCVTZ, the results change to −0.02 and −0.01 eV; this
indicates that core–valence corrections are negligible for adsorp-
tion energies determined in this study. To conclude and assum-
ing the superior performance of the screened range-separated
hybrid functional HSE06,118,119 it is proposed as the best estimate
for the CO binding energy of a value between −0.32 eV (woB-
SSE) and −0.13 eV (wBSSE), i.e., −0.22 ± 0.07 eV obtained with
the CCSD(T)/def2-TZ/QZVPP method. This proposed value is in
between the results obtained using periodic DFT employing the
hybrid functional HSE0648 (−0.13 eV) and those obtained previously
using the incremental method51 (−0.28 eV).

IV. CONCLUSIONS
This work presents a scheme to apply accurate methods such

as CCSD(T), to investigate the adsorption of molecules on sur-
faces choosing the probe molecule CO adsorbed on the non-polar
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CeO2(111) facet as an example. The reported course of action
combines surface structure optimizations using periodic DFT with
affordable wavefunction based methods such as CCSD(T) and large
basis sets (e.g., polarized TZ- and QZ-quality) within the framework
of embedding cluster model PEECM. The suggested protocol offers
a way to predict the vibrational spectroscopic features of molecules
adsorbed on surfaces with a quantitative level of accuracy. Based on
the results of this research, the following conclusions can be made:

● The periodic DFT estimates to determine the best surface
structure play a significant role to achieve an acceptable
level of accuracy. It is found that hybrid functionals such
as HSE06 perform superiorly than van der Waals function-
als (BEEF-vdW) and GGA functionals in conjunction with a
Hubbard U-like term (PBE + U) with values for the CO fre-
quency closer to the experimental data and binding energies
more in line with weakly bound systems.

● For low-coverage cases, the supercell size used by the peri-
odic DFT optimization is irrelevant for predicting the CO
vibrational frequency and its binding energy.

● In the case of working with rare earth oxide surfaces, it is
a reasonable approach to keep the best optimized structure
using periodic DFT fixed and optimize only the structure
of the molecule and the surface atoms directly linked to the
adsorbed molecule within the embedded cluster model.

● Equally related to the type of surface, i.e., a rare earth oxide,
the size and shape of the QM cluster (i.e., dimension of the
first and second surface layers and the number of total clus-
ter layers) could result in errors of ∼±2–4 cm−1. This fact has
made possible the accessibility of methods such as CCSD(T)
with polarized triple or quadruple zeta basis sets, resulting in
an error of ∼±5 cm−1.

● The MP2 method independently of the basis set used under-
estimates the CO vibrational frequency by about 40–45 cm−1

in comparison with experiment and using the def2-QZVPP
basis set.

● Considering the above-mentioned theoretical and computa-
tional errors and assuming an experimental uncertainty of
about 2–4 cm1 (adsorption on single crystals), our best esti-
mate for the CO stretching is 2166 ± 5 cm−1 obtained at the
CCSD(T)/def2-TZ/QZVPP level and employing a surface
optimized with the HSE06 functional.

● With the procedure presented here, the determination of the
CO@CeO2(111) adsorption energy happens to be a more
difficult task. Different contributions playing “all” a deci-
sive role to the binding energy make an accurate estimate
challenging. In this context, just to mention the strong influ-
ence of the DFT functional used for surface optimization,
the contribution coming from electron correlation treated
by MP2 vs CCSD(T), and the approximate nature of the
BSSE correction altogether lead to suggest only a conser-
vative best estimate of about −0.22 eV, with an uncertainty
error of about ±0.07 eV.

In summary, this work represents a first step to bring correla-
tion methods to surface vibrational spectroscopy. For this purpose,
the CO stretching frequency on the CeO2(111) surface was bench-
marked. This research establishes a protocol, which can be applied
to other low-index CeO2 surfaces, with and without the presence

of oxygen vacancies and to cases such as methane oxidation, where
the absorbate interaction with the surface is rather weak and highly
accurate calculations could be decisive to interpret the experimental
results.

SUPPLEMENTARY MATERIAL

The supplementary material contains detailed information on
the effects of cluster size when using surfaces optimized with differ-
ent functionals and supercell sizes as well as employing diverse basis
sets in the post-Hartree–Fock calculations.
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