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Abstract

In groups where members deliberate with limited information, consensus can
emerge where, under complete information, fundamental disagreement would pre-
vail. Using an agent-based model, we explore the factors contributing to group con-
sensus by comparing argumentation styles in two types of groups: agents in groups
of advocates communicate arguments for options perceived as personally beneficial.
Agents in groups of diplomats do the same but avoid disagreement in that they bring
up arguments supporting a second-best option whenever their interaction partner
perceives to benefit the least from what the sender finds best. Results show that con-
sensus depends on argumentation style, but also on what members initially perceive
as preferred. Diplomats are more likely to form consensus when initial perceptions
accurately align with full information preferences, which diverge within the group.
Conversely, and perhaps counterintuitively, in the presence of inaccurate initial per-
ceptions, groups of advocates converge while diplomats part in disagreement. Our
results imply that the ideal argumentation style must be considered carefully in light
of both the desired outcome and the initial information distribution: when conflict-
ing stakes produce a trade-off between consensus and truthful perceptions, polite
versus selfish ways of deliberation may produce one or the other outcome, depend-
ing on the initial information members are equipped with.
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1 Introduction

Since James March’s seminal work on ‘Exploration and exploitation in organi-
zational learning’ (1991), much research has investigated the notion that optimal
group performance requires a delicate balance between individual’s efforts to
seek new solutions and their ability to adopt existing approaches (Bernstein et al.,
2018; Lazer & Friedman, 2007; Levinthal, 1997; Mason & Watts, 2012). Across
the contexts studied, a common denominator is that individuals do not exhibit
conflicting stakes, in that the benefit of a solution is the same to everyone. Disa-
greement among group members arises from heterogenous access to information,
but not from group members evaluating the same information differently.

Yet, in many groups, different solutions have inherently different qualities to
individual group members. Here, disagreement about a ‘best’ solution may pre-
vail even when everyone is faced with the same information: For example, mem-
bers of a hiring committee may prefer different qualities in candidates, and there-
fore disagree on the choice of the right applicant. In the same vein, organizational
board members can have strategic motives to weigh executive decisions differ-
ently, or the assessment of a political decision may depend heavily on what stake-
holder is involved in it.

In such situations, decisions are often obtained through voting. However,
unless the decision is unanimous, voting requires that everyone accepts the deci-
sion irrespective of their own preferences. Alternatively, some or all actors must
compromise or bargain, knowingly disregarding what they prefer the most in
exchange for an alternative choice. Such compromises can be difficult to obtain
as they depend on actors’ willingness to sacrifice and may come along with pro-
longed negotiations, tension, and conflict (Priem et al., 1995).

Here, we point to another possibility: ill-informed consensus. In the process
of deliberating arguments pro and con alternative decision options, there may be
a phase when all group members agree on the same option, simply because they
are not aware of all existing information. If the group makes the decision at this
moment, it would be based on a consensus despite diverging preferences. This
approach is different from compromising because group members do not settle
for an option they deem suboptimal. Instead, every group member individually
comes to the—warranted yet faulty—conclusion that a given decision option is
best for themselves, given the information they currently possess.

We propose an agent-based model to investigate such an emergence of consen-
sus despite diverging preferences. In the model, agents communicate arguments
to form and adapt perceptions of their preferences over three decision options.
These agents are categorized into two subgroups, each with distinct stakes that,
under full information, lead them to prefer different options. Preferences are mod-
eled as a zero-sum situation: the more one subgroup gains from an option, the
less does the other and hence, the greater the divergence of preferences. A third
option represents middle ground in the sense that it is a second-best choice with
equal value to everyone. A group reaches consensus when deliberation has led
everyone to perceive that they prefer the same option. Notably, since truthful
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(full information) preferences diverge, consensus can only be present when at
least some group members have inaccurate perceptions.

Our paper is structured as follows. In the next section we motivate our modeling
approach and spell out our specific goals with it. The model itself is presented in
Sect. 3, and in Sect. 4 we specify the simulations that we carry out on this model.
Section 5 contains the results of the simulations, and these are further discussed and
evaluated in Sect. 6. Finally, Sect. 7 summarizes the main conclusions.

2 Motivating the Model

The main concern of this study is to investigate how argumentation styles affect
decision-making in settings with conflicting stakes and incomplete information. In
addressing this question, we do not aim to determine how, in actual fact, argumenta-
tion styles impact on decision-making, by making the models maximally descrip-
tively adequate. Instead, we offer possible scenarios and deliberative mechanisms
for how such argumentation styles might impact on decision making under the given
circumstances, with the aim of drawing tentative normative conclusions about them.
In line with simulation studies elsewhere in philosophy, we intend to explore the
conditions under which social deliberation is beneficial or detrimental to collective
opinion formation, focusing on distinctions between conditions that are both empiri-
cally and theoretically salient.

To be sure, our model is certainly not free from empirical constraints. To the con-
trary, and much in line with the sociological literature that our research is embed-
ded in, our modeling choices are underpinned and motivated by empirical studies.
In fact, we believe our model fares relatively well in approximating the empirical
facts of social deliberation on a number of relevant aspects. As evidenced by the
references below, the argumentation styles that we distinguish are ideal-typical sim-
plifications of how people have been observed to deliberate in sociological experi-
ments and field studies. Moreover, as argued in the next section, the agents in our
model advance arguments in a deliberation according to procedures that resemble
behaviors observed among actual deliberators. As said, we do not strive for the full
descriptive adequacy of our models. But since we want to use the models for explor-
ing possible deliberative mechanisms and, ultimately, for drawing tentative norma-
tive conclusions about forms of social deliberation, we need to ensure the approxi-
mate descriptive adequacy of our models in particular respects.

In what follows, we will review a number of key modeling choices and provide
further motivations for them, mixing theoretical and empirical considerations. Fur-
ther empirical motivations can be found in the next section, in which the model
specifications are reviewed more elaborately. Towards the end, the current section
also briefly discusses our models in view of a broader philosophical literature.

When asking how argumentation styles affect decision-making in settings with
conflicting stakes and incomplete information, what styles are we taking into consid-
eration? Considering an exhaustive list of argumentation styles hardly seems possi-
ble and at any rate exceeds the scope of a single study. Instead, the model is inspired
by empirical and theoretical research on human behavior in deliberative settings
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(Cialdini & Goldstein, 2004; Deffuant et al., 2000; Mercier & Sperber, 2011; Wit-
tenbaum et al., 2004) and sets out to compare populations of agents using either of
two ideal-typical argumentation styles. Advocates represent individuals who com-
municate arguments supporting what they currently prefer, given the information
they possess. In this sense, advocates represent individuals who raise information
that is consistent with their own beliefs, without taking into account any charac-
teristics of the agent they are talking to. This specific type of agent is inspired by
empirical research on discussion settings (Mercier & Sperber, 2011; Stasser & Titus,
2003; Wittenbaum et al., 2004), suggesting that individuals are usually inclined to
raise arguments in favor of their own opinion. Theoretical models on social influ-
ence (Flache et al., 2017; Hegselmann & Krause, 2002) and collective deliberation
(Madsen et al., 2018; Olsson, 2013) usually assume similar behavior according to
which individuals freely bring forth arguments supporting what they find best.

Intuitively, one would expect that groups of advocates rarely end up with consen-
sus when conflicting stakes are present. Pushing for what one finds selfishly benefi-
cial when a conversation partner has little to gain seems an unlikely way to convince
them. Communicating arguments with others who share the same interests, on the
other hand, will amplify latent preferences: new arguments will fall on fertile ground
and strengthen their belief in that option. As both types of interactions are repeated
many times within the group, patterns should emerge where members with identical
stakes become more similar in their convictions but fail to agree on a decision with
those opposed to it.

Despite the theoretical (Flache et al., 2017) and empirical (Mercier & Sperber,
2011) basis motivating our choice of advocate-type agents, many situations can be
thought of in which individuals deviate from arguing for what they find best. Social
conformity, for example, is a strong force in human behavior (Asch, 1956; Cialdini
& Goldstein, 2004) and may prompt individuals to steer clear of disagreements with
their conversation partners. Discussions in ‘Hidden Profile’ settings (Stasser & Titus,
1985) show that group members often fail to raise dissenting information because
they underestimate its significance (Lu et al., 2012; Wittenbaum et al., 2004). Draw-
ing on Social Judgement Theory (Sherif & Hovland, 1961), literature on ‘bounded
confidence’ (Deffuant et al., 2000; Hegselmann & Krause, 2002) argues that individ-
uals will reject or ignore information that is too different from their own convictions.
Prominent works on repulsive influence (Baldassarri & Bearman, 2007; Flache &
Macy, 2011; Mark, 2003) assume that trying to influence someone with information
perceived as too dissonant may provoke even greater opposition in them. In all of
these cases, strategic considerations would lead individuals to express convictions
more similar to their conversation partner than they actually are, either out of fear
of being sanctioned, or because a more honest expression would get rejected right
away.

For these reasons, we introduce a second argumentation style: Diplomats aim to
convince others of the option they currently prefer as well but are cautious to not
offend their conversation partner. Such agents arguably follow an ideal of reasonable
discussion that has deep roots in pragmatist philosophy: they are guided by a com-
municative rather than a strictly instrumental rationality in their social deliberations
(Habermas, 1985a, b) and occupy a shared space of reasons (Brandom, 1994). In
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our simulations, as further discussed below, we attempt to capture these ideas on
reasonable debate in a specific deliberative format.

To be clear, philosophers like Habermas, Rawls and Brandom have argued for an
ideal of reasonable discussion primarily because of its potential to overcome diverg-
ing preferences. But the same reasonableness may also prove its worth when prefer-
ences are irreconcilable. In particular, we might expect diplomats to reach a state of
ill-informed consensus more often than advocates. This is so because diplomats will
raise arguments supporting a second-best option instead of trying to convince their
conversation partner of an option they prefer the least. On a group level, this should
enhance the circulation of arguments in favor of an option both subgroups find nei-
ther worst nor best. In consequence, states may emerge where so many arguments in
favor of what is in fact the second-best option have been shared that everyone ends
up convinced that this is the most beneficial option.

Further developments in the philosophical understanding of social deliberation,
both in social epistemology and in political theory, lead us to question this intuitive
connection between an ideal of reasonable debate on the one hand and the feasi-
bility of consensus on the other. In the social epistemology of science, researchers
have discovered that a certain degree of fragmentation and dissensus, fueled by con-
straints on information sharing, may be beneficial to the results of social delibera-
tion (Zollman, 2010). In political theory, the broadly Habermasian ideal of reasona-
ble debate has been challenged by so-called agonistic pluralism (Mouffe, 1999), i.e.,
the view that a focus on reasonable debate cannot properly accommodate the depth
of disagreement between deliberators and in fact hampers political representation.
In short, both formal social epistemology and activist political theory have offered
arguments towards the overall idea that social deliberation benefits from vocal par-
ticipants that sustain and act out dissensus.

While these arguments against reasonable diplomats and in favor of vocal advo-
cates pertain in first instance to settings in which there is, at the level of the col-
lective, a shared goal, like finding a correct scientific theory or achieving adequate
political representation in a pluralist society. They are not principally geared towards
the phenomenon of ill-informed consensus. Nevertheless, it is conceivable that the
beneficial effects of dissensus and advocacy once again carry over to settings in
which preferences are irreconcilable and in which consensus can only be reached
through faulty preference perceptions. It seems clear that if the positions of the
deliberators are fundamentally at loggerheads and entirely transparent to themselves,
consensus formation is impossible. However, if deliberators have incomplete infor-
mation about what serves their interest best, then following a communication strat-
egy that embraces rather than eschews conflict may offer advantages.

All in all, we conclude that the debate over social deliberation offers arguments
pulling in opposite directions. Speaking generally and acknowledging that there
will be other ways to partition the debate into camps, we can place a Habermas-
inspired ideal of reasonable debate, represented by diplomatic interlocutors, against
a Mouffe-inspired ideal of agonistic debate, represented by vocal advocates. Both
camps have arguments going for them and this leads us to ask: which of these strat-
egies is more conducive to achieving an outcome of truthful disagreement or ill-
informed consensus?
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In what follows we study such questions by means of simulation studies. We
describe how argumentation styles influence groups to either arrive at ill-informed
consensus or part ways in truthful disagreement, and what factors play a role in the
deliberation dynamics leading up to it. Because plausible settings exist where one
or the other outcome is more advantageous, we refrain from interpreting simulation
results normatively. For example, issues such as impending health crises or natural
catastrophes can be pressing enough that taking any kind of decision—even if par-
tially based on inaccurate knowledge—is preferable over further disagreement. Con-
versely, ‘agreeing to disagree’ may be preferable in simple transactional situations
when disagreeing group members can find more fitting decision partners elsewhere,
and when failure to obtain consensus bears little consequences in the first place. For
this reason, lessons from our simulations must be assessed in the light of the specific
contexts in which decisions are made.

To this day, to our knowledge at least, the model we built is the first to study
collective deliberation in a context where group members’ individual preferences
diverge. There are of course game-theoretic models and simulations in which agents
are self-interested. But our focus is not on agents coordinating their actions to each
other, but rather on agents deliberating, i.e., exchanging arguments and investigat-
ing the possibility of consensus. Most prominent models of normative delibera-
tion (Hegselmann & Krause, 2006; Mason & Watts, 2012; Olsson, 2013; Zollman,
2010) assume that the best option is the same to everyone, and that full information
will lead to natural convergence around this option. In our model, consensus only
emerges when at least some group members have faulty perceptions about their pref-
erence. Full information, on the other hand, prompts agents to discern their individ-
ual stakes and preferences, and then disagreement is the natural outcome. In light of
the many plausible contexts where insurmountable disagreement is the most truthful
conclusion, we deem the approach taken here an important yet understudied setting.

In addition, our model is among the few to study how argumentation styles affect
consensus-making in groups (see van Veen et al., 2020 for a related study). Simula-
tion research has investigated how network structure (Bernstein et al., 2018; Lazer
& Friedman, 2007; Mason & Watts, 2012; Shore et al., 2015), homophilous inter-
action preferences (Stein et al., 2024) and cognitive characteristics of the recipient
of an information (Madsen et al., 2018; Zollman, 2010) shape collective delibera-
tion. However, less is known about the possible group-level consequences on how
people choose information they disclose—although it appears that the latter should
greatly affect the former. By comparing groups of agents who advocate for what
they think is best with agents who avoid harsh disagreement, our study takes a first
step in this direction. The choice of advocates and diplomats can also be seen as a
comparison of direct versus indirect communication styles across organizational or
cultural contexts (Hall, 1976). Of course, the two argumentation styles we outline
do not remotely capture all ways according to which humans reason with each other.
Instead, the focus of this study is to compare the status quo in how most deliberation
models assume actors to argue (Hegselmann & Krause, 2006; Madsen et al., 2018;
Olsson, 2013; Zollman, 2010) with a more nuanced, and perhaps more realistic
argumentation style (Hahn & Harris, 2014). As mentioned, competing theoretical
expectations about whether diplomats or advocates form consensus more often exist,
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underlining the importance of simulating discussion outcomes in groups with differ-
ent argumentation styles.

3 Model Description

To represent a discussion setting where group members face diverging preferences,
we assume a group of N agents consisting of two subgroups {a, f}. Every agent i
affiliates with one of the subgroups g. Agents are endowed with arguments that sup-
port either option o out of three decision options {A, B, C}. Taken together, all argu-
ments pertaining to a decision option reveal the true preferences of a given subgroup
of agents for that particular option. Arguments contain subgroup-specific weights
so that the true preferences for a given option of one subgroup are different from
the true preferences of the other. The creation of options, arguments and argument
weights is outlined in the description below. Subgroups are assumed to be of equal
size.

During group deliberation, agents operate under limited information and form
preference perceptions based on the arguments they currently possess. At each
round ¢ of the simulation, one agent attempts to influence another agent by sharing
an argument. The receiving agent then integrates the argument into their argument
set and updates their preference perceptions.

The discussion ends when the group forms consensus, i.e., all agents have identi-
cal perceptions in terms of which option they prefer the most. Note that the model is
set up such that consensus is only possible before all agents possess all arguments.
Under full information, agents’ perceptions equal their true preferences, which are
different for the two subgroups. Unless consensus is obtained, we stop the simula-
tion when enough arguments have spread so that agents’ perceptions approximate
their true preferences, and no argument combination they receive would be capable
of changing their conviction.

3.1 Initialization

Prior to the deliberation process, we assume a fixed set of three decision options
O={A, B, C} and [ available arguments A= {a,, a,, ..., a;}. Fixed sets exclude the
possibility that agents redefine options or create new ones, which would be hard
to design, track and explain in a simulation. Each argument a; contains weights for
each decision option, i.e. a;={w; 4, w; 5, W; c} representing information about the
benefits of the different options. Following related models on consensus-making
and argumentation in groups (Stein et al., 2024; van Veen et al., 2020), we assume
that each argument cannot support more than one option simultaneously. That is, we
assign each argument a positive weight to only one of the options and a weight of
zero for the other options. We further assume that each decision option has an equal
number of arguments with a positive weight pointing towards them. For a given sim-
ulated group, weights are first randomly drawn from a uniform distribution so that
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Step 1. raw arguments

Step 2. normalized arguments

A B C A B C
al 0.22 0 0 Wi, al 0.33
a2 0.45 0 X Iwioll a2 0.67
a3 0.87 .~ a3 0.66
a4 0.44 g a4 0.34
a5 0.34 a5 0.76
a6 0.11 a6 0.24
sum | 067 131 0.45 sum | 1.00 1.00 1.00

* empty cells represent weights with a value of zero

Step 4. argument distribution

Divergence d

Wiaa = Wia* (1+d)
WiaB = Wia* 1-4a)

WipB = Wip * 1+ad)
Wiga =Wip *(1—d)

Agent 1 (a)
A B C .
al |0.38 Step 3. final arguments
a5 0.76
a6 0.24 Subgroup a Subgroup B
q |038 0 1.00 A B € 2 £ <
random al 0.38 0.28
Agent 2 (B) assignment a2 0.77 0.57
A B C a3 0.56 0.76
a2 |0.57 a4 0.29 0.39
a3 0.76 a5 0.76 0.76
ad 0.39 a6 0.24 0.24
qg |057 115 0 Q 1.15 0.85 1.00 | 0.85 1.15 1.00
Perceived preferences (t = 0) True preferences

dci1 > 941 > 9B
qs2 > a2 > qc2

QA,oc > QC,a > QB,(X
Qp,p > Qcp > Qap

Fig. 1 Creation and distribution of arguments, argument weights and preferences

w;,~U{0,1}. Subsequently, weights are normalized (w;, / || w;, ||), such that each
option’s sum of weights equals that of another (Fig. 1, Step 1 and 2).

In Step 3 of the argument creation process, we manipulate all arguments pertain-
ing to option A and B such that their weights are different for the two subgroups. In
doing so, we capture the aspect that options have divergent benefits for members of
different subgroups, and that this is reflected in the weights of the arguments per-
taining to them. We introduce a divergence parameter d € [0,1]. All weights pertain-
ing to option A are multiplied by 1+d for a agents and by 1 — d for § agents, and all
weights pertaining to option B are multiplied by 1+d for p agents and by 1 — d for
o agents. Weights pertaining to option C remain unchanged, i.e. they have the same

value for members of either subgroup.
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For an agent of a given subgroup, the sum of weights associated with a deci-
sion option represent their frue preference: Q,, = Zl{:lwm,g. Summation reveals
that for any value of divergence 0 <d < 1, preferences of o« members will correspond
to A> C> B, while preferences of p members correspond to B> C> A. True prefer-
ences thus crucially capture the theoretical scope of the study, namely, a divergence
of preferences among group members under full information, with a higher value of
d implying higher divergence. Note that although every individual agent has a strict
preference ranking, the incomparability of interpersonal utility (Hausman, 1995;
Robbins, 1938) makes it problematic to rank options on an aggregate (group) level.
We therefore do not make assumptions about the collective benefits (or ‘optimality’)
of either of the decision options.

The last step of the initialization procedure is to assign arguments to group mem-
bers (Step 4 in Fig. 1). Here, assuming systematic biases in agents’ information
acquisition prior to discussion would make it possible to assign arguments such that
they mainly correspond to agents’ true preferences. However, since we do not have
a particular theoretical or empirical motivation that would lead us to assume such
assignment, we let agents take turns at randomly drawing from the total set of argu-
ments, one at a time without replacement, until all arguments have been assigned.
The Appendix includes additional analyses assuming lopsided initial argument dis-
tributions. Note that because argument weights for agents of different subgroups
diverge, assigning arguments at random still generates initial preference perceptions
that correlate with agents’ true preferences. How agents form perceptions is outlined
below.

3.2 Argument Processing and Communication

Similar to how a true preference 0, , is computed, an agent forms a preference per-
ception q,,, for each option o by summing over the weights of the arguments they
possess at round ¢. This allows agents to rank options from being perceived as most
to least preferred. Preference perceptions are based on incomplete information and
do not necessarily overlap with the true preferences of a group member. Because
preference perceptions of an agent can shift over time, they are denoted with a sub-
script . Subscript x denotes the individual agent.

Over the course of the simulation, agents communicate arguments, influencing
other group members with the arguments they share. Agents who receive arguments
integrate them and update their perceptions, using the weights that correspond to
their subgroup.! Each round # of the simulation consists of the following steps:

1. A sending agent and a receiving agent are activated.
2. The sending agent selects an argument to share with the receiving agent.

! Take the following example as a short illustration of this process: if Agent 1 from Fig. 1 shared argu-
ment a/ with Agent 2, Agent 2 would add a value of 0.28 to their perceived preference for option A, even
though the same argument has a stronger weight (0.38) to Agent 1. The perceived preference for option A
of Agent 2 would thus be 0.57+0.28=0.85.
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3. The receiving agent integrates the argument and updates their perceptions.

We compare groups in which the sending agent selects an argument according
to either of two argumentation styles: Agents who are advocates select arguments
that tend to strongly support the option they perceive to prefer the most, regardless
of the perceptions of the receiving agent. Diplomats do the same but avoid selecting
an argument that supports the option their receiver perceives to prefer the least. Dip-
lomats thus only differ from advocates when preference perceptions between agents
are opposed, and otherwise behave in an identical fashion.

Similar to many empirical settings, both diplomats and advocates are unaware
of the exact set of arguments of other agents, making it possible that agents com-
municate an argument that others are already aware of. However, we do assume that
group members are aware of each others’ perceived preferences. This reflects the
notion that real-world decision-makers often do have an intuition of each other’s
positions but that underlying arguments remain private information. Awareness of
perceptions enables diplomatic agents to know what options to avoid during interac-
tion, and lets agents realize when consensus is present.

Following standard procedure of canonical social influence models (Deffuant
et al., 2000; Flache & Macy, 2011; Keijzer et al., 2018), we randomly select a send-
ing and a receiving agent at each round of the simulation. The sending agent selects
an argument according to a two-step softmax function (Daw et al., 2006). Softmax
functions are commonly used for modeling human decision-making across a range
of fields (Guo & Yu, 2019; Harlé et al., 2015; Sutton & Barto, 2018),2 are capable of
predicting observed decision-making in experimental tasks (Daw et al., 2006; Witt
et al., 2024; Wu et al., 2024), and have properties that make them plausible approxi-
mations of human choices (Reverdy & Leonard, 2015): a softmax function assigns
the highest choice probability to the option with the highest reward, choice prob-
abilities are sensitive to distances between options, and choices are influenced by an
adjustable degree of random deviation and noise. Similar to related collective delib-
eration models (Stein et al., 2024; van Veen et al., 2020), we implement our softmax
procedure as follows. In the first step of the procedure, the agent chooses an option
o* they want to support. If the agent is an advocate, they consider their preference
perceptions and choose an option o according to the probability

P©) = eXp(T * 4o )] D s p oy P * o) )

where the slope parameter z controls the degree of adherence (as opposed to ran-
domness) in agents’ decisions. The higher 7, the more their choice is determined by
selecting the option they perceive to prefer the most.

Diplomats select an option in a very similar manner, but with one important dif-
ference: they exclude what their receiver perceives to prefer the least from the set of

2 Although the name varies across fields. ‘Softmax’ is used within biology, cognitive and neuroscience
studies, economics, sociology and consumer studies use mathematically equivalent ‘discrete choice’
functions (Blume et al., 2011; Greene, 2009).
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options considered by Eq. 1. Thus, when a diplomat considers which option to argue
for, they act as if the receiver’s least preferred option did not exist and choose from
the remaining options instead. In consequence, whenever the option a diplomatic
sender perceives to prefer the most is simultaneously the option that the receiver
perceives to prefer the least, she is most likely to choose the option corresponding to
her perceived second preference instead.

The second step of the discrete choice procedure concerns the selection of the
argument to be shared. This step is the same for advocates and diplomats alike.
Here, an agent regards the set of arguments A, ; they currently hold and considers
those argument weights w; . , that correspond to their chosen option o*. They pick
one of their arguments with the probability given by

@) = exp@ 5 Wip )] Y, X 5 Wi y) )

Again, the parameter 7 determines agents’ adherence to choosing stronger versus
weaker arguments pertaining to her chosen option. We assume that the value of 7 in
Egs. 1 and 2 is the same across simulations. By default, we set the adherence param-
eter to T = 2 such that agents make choices neither deterministically nor randomly,
but according to probabilities that lie somewhere in between these two extremes.
This behavioral assumption is consistent with empirically validated models employ-
ing similar choice functions (Daw et al., 2006) and coherent with our understanding
of human deliberation (Wittenbaum et al., 2004). As shown in the Appendix (Fig. 5
Panel A), main results do not depend on the exact value of the adherence parameter
but hold for any © > 0.

After the sending agent has chosen an argument to be shared, the receiving agent
integrates the argument and concludes the round by updating her perceived bene-
fits. Since arguments represent information about the benefits of different decision
options, which diverge among subgroups, a receiving agent always integrates an
argument using the weights corresponding to their own subgroup. These weights
can be different from the sender’s weights.

The process of randomly activating an agent, sharing an argument, and updating
benefit perceptions of the receiver is repeated until either of two states are reached:
(1) all agents align in their perception of what they prefer the most, i.e. they form
consensus. (2) Two agents of opposing interest groups perceive to prefer what they
actually prefer, and no argument combination they receive can possibly change their
perception. In this case, consensus becomes impossible, and the simulation would
continue until all agents had received all arguments. Note that because this state
becomes more likely the more arguments are exchanged, consensus must emerge
early enough for all group members to be able to align on one of the options.

4 Setup of Simulation Experiments
We conducted simulation experiments to investigate deliberation outcomes in

groups with diverging preferences and different argumentation styles, tracking
whether the simulated groups reached one of the following states: (1) everyone in
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the group perceives their second-best option C to be best. (2) Everyone perceives A
or B as best, which is the best option for half of the group but the worst option for
the other. (3) The group disagrees about which option is best and the discussion has
reached a point where perceptions cannot be altered. Argumentation styles were rep-
resented by groups that either consist of advocates or diplomats. We operationalized
preference divergences by the parameter d, with higher values of d implying higher
divergence. Theoretical intuition led us to expect that diplomats more often form
consensus than advocates but gives no indication of the strength of preference diver-
gence to assume. For this reason, we started the analyses with a simple comparison
of the probability of ill-informed consensus in groups of diplomats and advocates
under high (d=0.6) and low (d=0.2) divergence.’ Because this simple comparison
revealed that discussion outcomes crucially depended on the level of divergence,
subsequent analyses vary d from very low (0.05) to very high (0.95) levels in steps
of 0.05, and compare discussion outcomes in groups of advocates versus diplomats
at each level.

For every parameter combination, we simulated 1000 independent discussion
processes. We assume groups of N=6 agents, which is not an unrealistic size in
decision-making settings. A set of /=90 arguments was used (30 arguments per
decision option) to create a set of arguments that is sufficiently large for delibera-
tion outcomes to not be determined by the coincidental spread of single arguments.
The adherence parameter 7 is set to 2, meaning that agents choose options and send
arguments that correspond well to their argumentation style while still allowing for a
small degree of randomness in argument communication. Figure 6 in the Appendix
demonstrates robustness of the main results at different values for r. Main results
include additional analyses in which we vary group size between 4 and 12 in steps
of two, and the number of arguments between 30 and 300 in steps of 30.

The findings of this paper rest on a setting where arguments are initially distrib-
uted at random. Yet, contexts can be thought of where cognitive heuristics (Mercier
& Sperber, 2011) or homophilous information networks (McPherson et al., 2001)
would lead individuals to acquire information selectively prior to discussion. For
this reason, additional analyses reported in the Appendix elucidate that discussion
outcomes may differ when initial argument distributions correlate with subgroup
membership, but that the underlying mechanisms stay the same. Concluding sensi-
tivity analyses investigate if mixed groups of advocates and diplomats result in more
or less consensus compared to groups using either argumentation style exclusively.

3 For reference, high divergence means that the true preference score of group members’ most preferred
option is 400% higher than their least preferred (1.6 and 0.4, respectively). Low divergence, on the other
hand, implies an increase of 50% (1.2 vs. 0.8).
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Table 1 Percentage of

. Preference divergence
groups reaching consensus

on either option, by group’s Low High

argumentation style and level of (d=0.2) (d=0.6)

preference divergence d (1000

replications per treatment) Advocates 95% 8%
Diplomats 16% 41%

5 Results

We start off by comparing how often agent groups of advocates versus diplomats
find ill-informed consensus under two levels of preference divergence (Table 1).
Under high divergence, groups of diplomats converge much more often on either
option (41%) than advocates (8%), which is consistent with the intuition that Dip-
lomats’ avoidance of harsh disagreement fosters consensus formation. Counter this
intuition, however, only 16% of diplomat groups converged on a consensus under
low divergence while more than 90% of advocate groups do. Intuitively, lower diver-
gence should foster consensus because weights are more similar for members of
opposing subgroups, making it easier to converge. While this is clearly the case for
advocates, why can the same not be said of diplomats?

Figure 3 hints at a possible explanation for this puzzling finding, presenting
a more fine-grained examination of discussion outcomes across the divergence
parameter range. The dashed lines in Fig. 3A suggest that both advocates and
diplomats are less likely to experience consensus on A or B as divergence levels
rise. This is explained by the fact that under higher divergence, weights of argu-
ments in favor of A or B are increasingly different for members of opposing sub-
groups, making it harder for the group to converge around either of these options.
Advocates are especially likely to find consensus on A or B under low divergence
because their argumentation style has self-reinforcing characteristics: random ini-
tial majorities in favor of an option will convince other group members, who will
then advocate for this option as well, leading to swift convergence. Diplomats, on
the other hand, are limited by what their interaction partner perceives to prefer
least, making it hard to find consensus when single individuals find worst what a
majority finds best.

Among advocates, consensus on option C becomes increasingly rare under higher
divergence as well (Fig. 2A, solid red line), despite arguments weights in favor of
C being unaffected by d. An explanation for this finding becomes apparent from
the solid black line in Fig. 2B: as divergence gets larger, agents’ initial perceptions
increasingly align with their true preferences, meaning that members of different
subgroups start the discussion with diametrically opposed perceptions already. As
discussions evolve, advocates amplify this initial disagreement when raising argu-
ments according to what they perceive to benefit from the most, up to a point where
discussions are deadlocked and consensual agreement becomes impossible. Fig-
ure 2C supports this explanation, showing that the number of C arguments sent in
groups of advocates decreases in higher divergence (solid red line).
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[ll-informed consensus on option C in groups of diplomats, on the other hand,
follows a complex pattern (Fig. 2A, solid blue line): higher divergence implies
greater chances of consensus until d=0.6. But divergence levels beyond 0.6 nega-
tively impact the proportion of groups with consensus on C again. Contrary to intui-
tion, consensus in groups of diplomats occurs less often than among advocates until
d<0.4. A closer look at Fig. 3B offers an intuition why diplomats rarely form con-
sensus: at low divergence levels, the proportion of group members initially prefer-
ring C the least is relatively high (short dash-dotted line). Because of their argu-
mentation style, diplomats will avoid sending arguments favoring C to such agents,
making consensus on C unlikely. Higher divergence levels, on the other hand, make
it easier for diplomats to form consensus: more agents start the discussion with per-
ceptions that correspond to their true preferences, meaning that agents of different
groups will have opposing perceptions about options A and B, and more agents per-
ceive C as second best. As divergence rises, diplomats raise more arguments in favor
of C (Fig. 2C, solid blue line), explaining a greater fraction of groups with consen-
sus on this option until d=0.6.
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Divergence does not affect the initial distribution of arguments, but changes the
way arguments are perceived by an agent. Higher divergence implies that an A argu-
ment will have a much greater impact on an a-agent’s perception that A is best, but
a smaller impact on the perception of a f-agent. From this follows that at low diver-
gence, assigning arguments at random creates perceptions that are more random,
while random argument assignment at high divergence implies perceptions that cor-
respond closely to the ranking of true preferences among group members.

In sum, the results obtained here reveal a striking finding: at low divergence levels
(<0.2), advocate groups are more than three times as likely to find an ill-informed
consensus on either option, but the opposite is the case for higher divergence lev-
els (>0.6). The explanation we propose is that divergence impacts the initial distri-
bution of perceptions, which in turn interacts with agents’ argumentation style and
their chances of finding consensus: advocates are more likely to find consensus on
an option when more agents initially perceive to prefer this option the most. Dip-
lomats, on the other hand, are more likely to establish consensus on an option the
fewer agents perceive to prefer this option the least.

We test the proposed explanation by zooming in on groups of diplomats and
advocates at a moderate level of d=0.3 and analyze how often they find consensus,
depending on the proportion of agents in the group initially perceiving an option
to be least (Fig. 3, left panels) or most beneficial (right panels). The results over-
whelmingly support the proposed explanation: the proportion of diplomat groups
finding consensus sharply declines the more group members initially perceive an
option as worst, while advocates become more likely to build consensus the higher
the proportion of agents initially perceiving an option as best. Note that the two vari-
ables are positively correlated: due to the random assignment of arguments during
initialization, allocating disproportionately few arguments in favor of an option to
some agents by chance implies that others will receive disproportionately many.
Because of this, almost 50% of advocate groups find consensus on C even when two
thirds of the group initially perceive this option as least preferred.

Figure 2 showed that divergence affects the consensus-making capacities of
advocates and diplomats through its influence on the initial distribution of percep-
tions. We now investigate if the same is the case for other substantial features of
the discussion setting, namely the number of available arguments and group size.
If the general explanation holds, any factor leading to a closer alignment between
initial perceptions and true preferences should positively impact consensus-making
for diplomats but negatively for advocates. Figure 4 shows that this is indeed the
case. As the number of arguments grows, agents hold more arguments at the start of
the discussion. Here, the law of great numbers implies that initial perceptions that
are based on more arguments will more closely resemble their expected value (i.e.
E(q,10,) = Q,,/N) and are hence more often aligned with agents’ true preferences
(Fig. 4B, left side). In consequence, more groups of diplomats and fewer groups of
advocates find consensus as the number of arguments grows (Fig. 4A, left side).
Group size, on the other hand, has an opposite effect (Fig. 4, right side): as groups
get larger, the same number of arguments is distributed over more agents, leading to
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less alignment of initial perceptions with the ranking of true benefits, and, in turn,
less frequent consensus among diplomats.

In sum, the results presented here reveal striking insights into the deliberation
outcomes of simulated groups with diverging preferences: when many group mem-
bers initially misperceive an option as preferred, advocating for this option regard-
less of others’ perceptions will be a very effective way to emerge with a—likewise
ill-informed—consensus. But when group members have initial perceptions that
closely align with their true preferences, consensus requires an argumentation style
that makes members bring forth arguments in favor of a second-best alternative.
Additional analyses in the Appendix show that this finding persists when arguments
are initially distributed in a lopsided fashion. Results are robust to the level of strat-
egy adherence 7, do not depend on random as opposed to homophilous interaction
preferences, and remain similar when a decision is made at only four or five out of
six group members perceiving to prefer the same option. Further analyses reported
in the Appendix reveal that results are not artifacts of perfectly homogenous groups
either; but persist in mixed groups where minorities of agents using the opposite
argumentation style are introduced to a population.
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6 Discussion

Considering the complex relationship between discussion outcomes, argumen-
tation styles and preferences perceptions, our results offer a new perspective on
existing theoretical narratives. The simulations support the overall conclusion
that the two argumentation styles under consideration have their own merits and
defects relative to context. As indicated before, we do not believe that our models
fully match real-life deliberations but we believe them to be sufficiently descrip-
tively adequate to lend normative force to the conclusions, in the sense that they
can back up tentative claims about the desirability, relative to a context, of one or
other argumentation style.

Importantly, in this new perspective we cannot and do not take a stand on
the desirability of the outcomes of social deliberations: the merits and defects
of ill-informed consensus and truthful disagreement are context-dependent to the
extent that choosing an overall favorite would be nonsensical. Our main result is
that relative to what is deemed beneficial in a certain context, and on the assump-
tion that group members harbor a latent disagreement but start off with incom-
plete information about their actual preferences, there are further specifics of the
deliberation setting that will make a diplomatic or an advocating argumentation
style the more effective one.

This relatively modest and qualified conclusion challenges overly simplis-
tic applications of ideal-type deliberative formats. In particular, assuming that
the context makes a consensus desirable, a simplistic reading of the agonistic
approach of Mouffe (1999) might suggest that groups in which individuals advo-
cate according to their best evidence will arrive at superior collective conclu-
sions. However, our results support this idea only when initial evidence is frag-
mented and noisy, leading agents away from their true preferences from the onset,
and then only if the differences in preferences are not too pronounced. Con-
versely, echoing the perspective of Habermas (1985a, b), it may have seemed that
groups where members prioritize avoiding offensive engagement and maintain a
common ground often exhibit superior deliberative performance. Yet again, our
findings only partially align with this expectation: diplomatic argumentation ena-
bles consensus only when agents have sufficiently accurate initial convictions, or
when preference divergence is high enough for disagreement to be obvious under
more abrasive argument sharing.

We hope that our results, apart from revealing the context-sensitivity of styles of
deliberation, stimulate a broader engagement of philosophical debate with insights
from computational sociology and formal social epistemology. It bears repeat-
ing that we do not view our results, or indeed other results from these formal and
computational disciplines, as providing stand-alone support for some or other com-
munication style or format for public debate. Rather, we believe that studying the
consequences of such styles and formats from up close will help us in our attempts
to make public debate and social deliberations more fruitful, transparent, and fair,
through an understanding of the dynamics that drives them.

@ Springer



J. Steinetal.

With our emphasis on the fact that our results depend on context, we do not mean
to suggest that contextual considerations cannot be accommodated, at least partially,
in further model developments. Argued from a utilitarian point of view, the optimal
outcome depends on the post factum consequences of the group decision: disagree-
ment can incur costs for both individuals and create unforeseen externalities, but so
can an ill-informed consensus. In our model, we assume that the consequences of
the group decision—beyond what can be learned from the arguments raised in the
deliberation process—are unknown to group members, and accordingly that they do
not feature in the deliberation. However, relaxing this assumption is certainly possi-
ble, and this would open a new array of strategic considerations to be done by agents
accompanied by further theorizing that exceeds the scope of the paper.

Like in any simulation model, simplifying assumptions were made for reasons of
parsimony and to the benefit of understandability. This involves, for example, that
the relatively basic, additive argument structure used here enabled us to intuitively
trace and understand agents’ preference formation process. Bayesian preference
updating (Assaad et al., 2023; Madsen et al., 2018) is regarded as more ‘rational’
from the agents’ point of view, suggesting that exploring this updating approach is a
valuable avenue for future modeling work. Similarly, recent advances in the devel-
opment of large-language models make it possible to formally represent argument
communication in terms of realistic human language rather than the abstract repre-
sentation of arguments applied here (Betz, 2022; Du et al., 2023). However, while
LLMs are powerful tools to generate meaningful text, it is unclear whether they
also reliably represent human behavior in complex settings like a debate in which
individuals deliberate despite having competing preferences. Another simplifying
assumption concerns the focus on a dyadic interaction setting. Restricting argument
communication to only one receiver per interaction facilitates an easy, straightfor-
ward formalization of an argumentation style that takes receiver preferences into
account. Multilateral communication, on the other hand, would involve weighing
a multiplicity of receiver preferences against specific persuasion goals, introducing
additional complexity and exceeding the scope of this study.

The two argumentation styles elucidated here served as prototypes of self-serv-
ing versus cautious communication. Obviously, alternative ways to implement these
styles exist, and many alternative argumentation styles can be thought of that should
be considered by future research. Having studied groups that only consisted of either
advocates or diplomats, the question arises if new patterns of discussion outcomes
emerge if groups consist of a mix of individuals with different argumentation styles:
for example, whether groups with just one or two diplomats are enough to steer the
group towards consensus under high preference divergence. Additional analyses
reported in the Appendix explore this possibility and suggest that the deliberation
outcomes do not depend on the assumption that groups are homogenous in argu-
mentation style: instead, mixed groups simply produce discussion outcomes that
resemble a linear combination of outcomes in homogenous groups.

Next to alternative argumentation styles and mixed groups, another factor that can
potentially affect discussion outcomes is whether groups will only make decisions
after having reached consensus or whether they rely on voting procedures instead
(Priem et al., 1995). Of course, investigating the full spectrum of possible voting

@ Springer



lll-informed Consensus or Truthful Disagreement? How...

rules exceeds the scope of any sensitivity analysis, but we show in the Appendix
that results are at least robust under a majority-based voting rule: low preference
divergence still facilitates decision-making among advocates when only four or five
out of six members must align in their convictions, while high divergence fosters
decision-making among diplomats.

In our model, subgroups impose a preference structure that is symmetric and
straightforward. But extensions of our model could weaken this symmetry and allow
for a multiplicity of individual stakes next to subgroup membership. Likewise, addi-
tional biases and heuristics in the interaction between group members can be imple-
mented. A first step in this direction is investigated in the appendix, where we show
that discussion outcomes remain similar if agents interact in homophilous (McPher-
son et al., 2001) instead of random encounters. Although group-wide consensus
becomes less likely the higher the homophily level, diplomats will scontinue to find
consensus more often than advocates under high preference divergence, while the
opposite is the case at low divergence.

Next to homophily, literature on affective polarization (Iyengar et al., 2019) and
bounded confidence (Hegselmann & Krause, 2002) suggest that individuals may
reject information that comes from disliked or dissimilar sources. While not part
of our model in a theoretical sense, our robustness analyses on homophily for-
mally include such behavior: whether individuals encounter outgroup members at a
lower probability or accept their arguments with lower likelihood is mathematically
interchangeable.

Besides advancing theoretical development to refine the model and validate the
robustness of our findings, empirical investigation holds promise in advancing the
discourse. Our model’s key innovation, the incorporation of agents’ conflicting pref-
erences, presents a fertile ground for empirical exploration. Preferences can be rig-
orously quantified and experimentally manipulated in experiments along the para-
digm of behavioral game-theory (Camerer, 2011; Fehr & Gichter, 2000), making it
possible to create laboratory settings where human participants operate with prefer-
ences akin to those in our model. An important empirical question to answer is, for
instance, what argumentation styles individuals are using and whether there are con-
ditions under which humans adopt different styles. Experimental work in social psy-
chology, for instance, suggests that individuals may strategically misrepresent their
positions when discussing with members of outgroups holding different positions
(Hogg et al., 1990).

Likewise, theoretical work would profit from empirical work on consensus for-
mation in groups. We focused our analyses on the first time a group experienced
consensus in that all members perceive to prefer the same option. This consensus,
however, is ill-informed since a continuation of the discussion to the point of full
information would reintroduce disagreement. An important empirical question is
whether individuals notice that they have reached consensus and stop the debate or
whether and under what conditions, they continue the exchange of arguments.
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7 Conclusion

Our simulation analyses suggest that in groups with diverging preferences, delibera-
tion is shaped by the way members raise arguments as well as their initial preference
perceptions. Advocating for what one finds personally beneficial only led to truthful
disagreement when group members started the discussion with accurate perceptions
about their preferences already. Conversely, when initial perceptions were noisy
and inaccurate, random initial majorities often convinced the rest of the group of an
option they disfavored had full information been present. We compared the behav-
ior of such ‘advocates’ with that of ‘diplomatic’ agents who avoid disagreement at
the cost of speaking one’s actual mind. In these groups, initially accurate (diver-
gent) preference perceptions led to an ill-informed consensus. Inaccurate initial per-
ceptions, on the other hand, eventually resulted in truthful disagreement. Here, the
avoidance of disagreement made consensus hard because majorities failed to con-
vince other group members of an option they found least preferable.

Appendix
Lopsided Argument Assignment

The main results pertained to groups where arguments were distributed at random
prior to deliberation. Here we investigate discussion outcomes of simulated groups
where arguments are initially assigned in a selective fashion. We introduce an addi-
tional parameter, o, regulating the probability by which agents draw arguments in
support of their most preferred option. They take turns at choosing from the set of
available arguments A’, one at a time without replacement according to

@)= exp(o x wi, )/ D e %Wy, ) 3)

where o,,,, represents the option members of a subgroup g prefer the most. At 6=0,
arguments are drawn at random, mirroring the setup of discussion groups in the
main results. At 6=2, argument distribution is highly lopsided, with high chances
of A arguments being drawn by a members, B arguments drawn by # members, and
C arguments being drawn by members of both subgroups with equal probability. To
avoid that initial preference perceptions strongly correlate with group members’ true
preferences independent of the level of o, the simulation experiments presented here
use a low divergence value of d=0.1.

Figure 5 shows that higher ¢ leads to discussion outcomes similar to higher
preference divergence (compare Fig. 2). This is explained by the fact that both
parameters tighten the correlation between initial preference perceptions and
true preferences (Panel B), either directly through lopsided allocation (o) or indi-
rectly through differences in argument weights (d, see Fig. 2B). Variations of the
o parameter always produce more consensus on option A or B than on C among
advocates, with the reason being the low value of preference divergence: at low d,
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options A and B are more similar to members of both subgroups, making it easier
to align on either of these options.

Strategy Adherence and Group Composition

Figure 6, Panel A reveals that across the range of the adherence parameter t and
consistent with the main results, diplomats are more likely to form consensus
than advocates at high divergence. At low divergence, consensus is more likely
among advocates than diplomats. Differences in the effects of the two argumen-
tation styles become bigger in t. This is explained by the fact higher adherence
implies less randomness and a more deterministic selection of arguments accord-
ing to agents’ argumentation styles. At very low adherence (t <0.5), argument
selection for both styles approximates randomness, resulting in similar probabili-
ties to find consensus.
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Figure 6, Panel B elucidates discussion outcomes at different divergence lev-
els for mixed groups of advocates and diplomats. At high divergence, the prob-
ability of consensus sinks almost linearly in a greater fraction of advocates and
rises monotonously at low divergence. Both results are consistent with the main
results, showing that consensus occurs more often among diplomats than among
advocates at high divergence, while the opposite occurs at low divergence. Only
at moderate divergence, a peak in consensus propensity appears at two diplo-
mats and four advocates, exhibiting a curvilinear relationship between consensus
propensity and the fraction of advocates in the group. Here, frequent consensus
results from diplomats’ tendency to raise C arguments, combined with advocates’
ability to raise arguments even if they go against their opponents’ preference
perceptions.

Preferential Interaction

The simulations that underlie the main results of the paper assume that agents
select any interaction partner with equal probability. Here, we test if results are
robust to two types of preferential interaction, namely, similarity in perceptions
and similarity based on subgroup membership. We regulate interactions between
agents by introducing a homophily parameter &, ranging from — 1 to 1. The
greater h, the more likely a sending agent is to choose a receiving agent with the
same trait. A sending agent chooses a receiving agent according to

Py = Sy/Zye{y}Sy “)

where y denotes the individual receiver and Y the set of potential receiving agents.
s, represents the trait similarity between sender and receiver, taking on the value
of h /2+0.5 if sending and receiving agent share the same trait and 1 —(h /2+0.5)
otherwise.

Consistent with the main results, Fig. 7 shows that advocates are more likely
than diplomats to form consensus at low levels of preference divergence (d=0.2),
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while diplomats are more likely to form consensus at high preference divergence
(d=0.6). This is true for the entire parameter range of perception-based homoph-
ily (Panel A) and group-based homophily (Panel B). Generally, higher homophily
levels indicate lower probabilities of finding consensus. This is because prefer-
ential interactions between similar individuals, either in perceptions or subgroup
membership, solidify convictions in line with true preferences and result in disa-
greement as the final outcome of the discussion. Interesting to note is the increase
in consensus at low divergence as subgroup homophily reaches higher levels,
pointing to potential ‘transient diversity’ effects (see Stein et al., 2024).

Decision-Making Without Consensus

Figure 8 reveals that groups would reach similar discussion outcomes if decisions
were not made according to full consensus, but according to a 5/6 or 4/6 majority
rule instead. Advocates are less likely to converge around any option as divergence
levels rise, regardless of whether 4 or 5 group members perceive to prefer the same
option. Diplomats tend to disagree more often as divergence levels rise as well, but
this tendency is offset by a local peak at around d=0.6, regardless of the underlying
decision-making rule. The latter is, again, explained by diplomats’ ability to raise
arguments in favor of option C as divergence levels rise (Fig. 8, Panel B).
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